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Abstract

Canadian institutions of higher education are major players on the international arena for educating future generations and producing leaders around the world in various fields. In the last decade, Canadian universities have seen an influx in their incoming international students, who contribute over $3.5 billion to the Canadian economy (Madgett & Bélanger 2008, p. 195). Research in Canadian post-secondary institutions is booming, especially in education (SSHRC, 2011)—for the academic year 2010-2011, of the 12 subject areas, the total SSHRC funding for projects in education, ranked fourth, exceeding $27 million. All of these variables place Canadian higher education in a leading and strategic position in several educational research fields. One can imagine the wealth of knowledge about trends in higher education that could be revealed if the large amount of data generated by Canadian universities were systematically analyzed and handled using techniques such as data mining. However, not much can be achieved from the unharvested knowledge accumulated on a daily basis, as the advancement of data mining research that would provide the ultimate tool to learn about trends and changes in Canadian institutions is often held back by inadequate data warehousing, as well as by privacy, confidentiality, and copyright regulations. In this paper, we engage in a critical discussion/analysis of the interface between data mining research in higher education and the legal implications of such a tool.
Résumé

Les établissements canadiens d'enseignement supérieur jouent un rôle majeur sur la scène internationale dans l'éducation des générations futures et dans la formation de leaders dans divers domaines à travers le monde. Au cours de la dernière décennie, les universités canadiennes ont connu un afflux d'étudiants internationaux, qui contribuent plus de 3,5 milliards de dollars à l'économie canadienne (Bélanger & Madgett 2008, p. 195). La recherche dans les institutions canadiennes d'enseignement postsecondaire est en plein essor, en particulier en matière d'éducation (CRSH, 2011) - pour l'année académique 2010-2011, parmi les 12 domaines de recherche, le financement total du CRSH pour les projets portant sur l'éducation, au quatrième rang, s'élevait à plus de 27 millions de dollars. Toutes ces variables placent l'enseignement supérieur canadien dans une position stratégique et de premier plan dans plusieurs domaines de recherche en éducation. On peut imaginer la richesse des informations sur les tendances dans l'enseignement supérieur qui pourrait être révélée si la masse de données générée par les universités canadiennes était systématiquement analysée et traitée en utilisant des techniques telle que l'exploration de données. Cependant, on ne peut guère obtenir grand chose à partir des informations accumulées sur une base quotidienne, étant donné que l'avancement de la recherche à exploration de données, qui serait l'outil ultime pour en apprendre davantage sur les tendances et les changements dans les institutions canadiennes, est souvent freinée par un entreposage de données insuffisant, ainsi que par les réglementations sur la protection des renseignements personnels, la confidentialité et le droit d'auteur. Dans cet article, nous engageons une discussion et une analyse critiques de l'interface entre la recherche à exploration de données dans l'enseignement supérieur et les implications juridiques d'un tel outil.
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Introduction

According to The Economist (2011), based on an EMC/IDC Go-to-the-Market study, there were 130 exabytes\(^1\) of information generated in 2005; this number is forecasted to increase to 2,720 exabytes in the year 2012 and be triple that amount in 2015, at which point it is predicted to reach 7,910 exabytes (EMC/IDC 2011). Data are generated daily on every aspect of our lives. If used and analyzed properly, even though this data “will flood the planet [...] it will help us understand it better” (Big data, 2011).

In institutions of higher education, the trend of growing amounts of data continues. For Siemens and Long (2011), “the most dramatic factor shaping the future of higher education is something that we can’t actually touch or see: big data and analytics” (p.1). Large amounts of data from a variety of sources are collected daily on classes, students, administration, faculty members, programs of study, etc. Most of this generated data goes unprocessed. The little that is processed is confined to a specific inquiry or targeted research question. None of it is looked at from a ‘big picture’ perspective that combines all that is collected. Data are not inter-linked and are independent from each other. As a result, potentially important and valuable information is lost. Data is not stored nor treated as a single large entity in which more variables could be included and trends revealed.

The main cause for this situation and the loss of valuable information is the lack of a systematic approach for collecting, storing, codifying, and analyzing this data. This data, in the majority of cases, is initially not collected nor coded properly. It is stored away in formats that do not allow much analysis or extraction of useful knowledge. It is analyzed at the level of smaller units in which only interested parties can take advantage of it and, most importantly, in which research questions and variables are already pre-determined. Moreover, this data is completely unconnected and is stored in ways that do not allow any relationships to be built or discerning trends to be recognized.

Yet, if the same data were available to a larger research audience—in a format accessible to all, as well as being stored and coded in an integrated way so as to allow diverse academic users to access it, add to it, and analyze it according to their own perspectives—a wealth of knowledge could be harvested from this scattered data. In the current situation, different departments and units within universities collect and store pertinent data in different formats throughout the academic year. The procedure is time-consuming, and often costly. It is a huge loss for educational purposes that very large sets of collected data are hardly analyzed and are not transferred to useful knowledge that could be taken advantage of to address challenges in educational research for the 21st century.

In this context, this article aims to address the following questions. Regardless of the uniqueness of each program within the university,

1. Would it be feasible to develop an integrated data acquisition system for collecting and storing data from all departments and units within a university?

\(^{1}\) 1 billion gigabytes.
2. Can the collected data be converted to useful knowledge and provide new insights into educational research?

3. Can such practices be done in a way that does not infringe on legal issues relating to privacy and confidentiality?

**Defining Data Mining and Knowledge Discovery in Data models**

**Knowledge discovery in data.** In a multifaceted environment in which data comes from different sources and in different shapes, the concepts of Knowledge Discovery in Data (KDD), data warehousing and data mining offer an alternative for learning from this data. These techniques are eclectic in nature and combine qualitative as well as quantitative research approaches; they also allow researchers to work with large amounts of data that are impacted by a large number of unknown variables. The KDD hybrid model in Figure 1 was adapted from Cios, Pedrycz, Swiniarski, & Kurgan (2007). The model starts by understanding the problem domain. The second step is to analyze the problem data and its multiple dimensions using targeted datasets. The next step consists of the development of the data collection model and prototype data warehouse. The data warehouse stores collected data in a ready-for-mining format that can be used for dynamic On Line Analytical Processing (OLAP) reports and graphs. This step is followed by the implementation of data mining techniques in case studies utilizing a large set of actual education data from an institution of higher education.

![Figure 1. The Modified Hybrid KDD Model (Hammad, 2009).](image-url)
One must point out that knowledge comes in different forms. This can be illustrated with the help of the knowledge pyramid (Liebowitz & Megbolugbe, 2003). It consists of data at its base, which leads to information, then knowledge, and finally wisdom at the tip of the pyramid, as shown in Figure 2. Data represents raw elements, and when these elements are patterned in a certain way, data is transformed into information. Once certain rules or “heuristics” are applied to this information, knowledge is then generated as actionable information for producing value-added benefits. Wisdom in the knowledge pyramid represents the ability to make knowledge-based decisions in order to maximize the value-added benefits.

Figure 2. The Knowledge Pyramid.

Knowledge is typically classified into two categories: tacit and explicit. Explicit knowledge can be presented in the form of books, research papers, reports, graphs, memos, and drawings, whereas tacit knowledge is mainly stored in human minds and represents their experience. According to Davenport and Prusak (1998), knowledge is always generated in organizations while running any kind of project or doing any type of task or business. This knowledge needs to be codified to become accessible to those who need it. Once the codification process is complete, knowledge can then be transferred to others who, in return, can also generate new knowledge. These three steps that form the complete knowledge cycle are the backbone of the KDD model. These steps are also cyclic in nature and are part of a constant loop of feedback that modifies and improves the knowledge harnessed as more data is collected and analyzed.

Data warehousing. Data warehousing and data mining are amongst the techniques used to convert data into useful knowledge. Data warehouses are dedicated, read-only, and non-volatile databases that centrally store validated multidimensional historical data from Operation Support Systems (OSS) to be used by Decision Support Systems (DSS) (Inmon, 2005). The structure of data warehouses relies mostly on the star schema for simple datasets and on the snowflake schema for complicated datasets. The star schema consists of a fact table that contains data and dimension tables, which in turn contain the attributes of this data. The snowflake schema is used either when multiple fact tables are needed or when dimension tables are hierarchical in nature (Giovinazzo, 2000). According to Ahmad & Azhar (2004), a data warehouse typically comprises three main components: the data acquisition systems, also known
as back-end; the central database; and the knowledge extraction tools, known as the front-end. In the back-end of a data warehouse, the data can be extracted from text files, spreadsheets, or On Line Transactional Processing (OLTP) operational databases. In the front-end, On Line Analytical Processing (OLAP) techniques consolidate and aggregate datasets using variable paths to enable the dynamic data analysis according to decision-makers’ needs (Codd, Codd, & Salley, 1993). According to Fan (2007), OLAP techniques include: roll-up and drill-down, slice and dice, and data pivoting. Roll-up and drill-down techniques are used to view data at different levels of details according to user’s needs. Slice and dice are used to view the data either from one dimension or multiple dimensions. Data pivoting shows the data on a two-dimension matrix with multiple row and column headings. This technique also provides users with powerful graphical illustrations and filtering capabilities as per user’s needs.

**Data mining.** Han and Kamber (2006) define data mining as “[t]he analysis of observational datasets to find unsuspected relationships and to summarize the data in novel ways that are both understandable and useful to the data owners.” Likewise, Fayyad, Piatetsky-Shapiro, and Smyth (1996) emphasize the fact that the discovered knowledge that ensues from the data mining procedure has to be previously unknown, non-trivial, and genuinely useful to the data owners. Data mining techniques rely on either supervised or unsupervised learning and can be grouped into four categories: clustering, finding association rules, classification and outlier analysis (Cios et al., 2007).

Clustering methods rely mainly on the concept of minimizing the distances between data points falling in a cluster and maximizing the distances between these data points and the data points in other clusters (Zaiane, 2002). Finding association rules is used to detect hidden patterns in large datasets. Classification techniques build a model using a training dataset to define data classes, evaluate the model and then use the developed model to classify each new data point into the appropriate class. Classification techniques include decision trees, rule-based algorithms, artificial neural networks (ANN), k-nearest neighbours (k-NN or lazy learning), support vector machine (SVM) and other data classification techniques (Cios, 2007).

**Potential of Data Mining in Educational Research**

**Data mining in education.** The application of data mining in educational systems is an “iterative cycle of hypothesis formation, testing, and refinement (Romero & Ventura 2007, p.135.” Figure 3 below illustrates how this cycle operates. As more data is generated, more information can be learned and more knowledge can be harvested. In this cyclic process, the learning environment in general is adapted, reformed, edited and restructured as more information become available and more connections between data points are established. Baker (2011) identifies five categories of uses of educational data mining research: prediction, clustering relationship mining, distillation for human judgment, and discovery with models.
Research using data mining techniques can be useful in three contexts:

a) when it is geared towards providing information that enhances learning from the students’ perspective;

b) when it is geared towards providing insight into learning and teaching for university teachers; and

c) when it is geared towards providing the institution and its administrators with valuable knowledge that would be an asset for decision-making.

Gaudioso, Montero, Hernandez-del-Olmo (2012), using PDinamet as an adaptive educational system, found out that the data generated using this adaptive e-learning environment and these data mining techniques helped teachers in predictive and descriptive ways to address and target specific issues in students’ learning. Chou, Wu, Li, & Chen (2009) used data mining to find ways to “[p]ersonalize curriculum sequencing” (p. 296) in a web-based learning environment under the assumption that no fixed learning path is appropriate for all learners. Relying on the e-learners’ previous course records and navigation patterns in the web-based courses, they were able to predict behaviours and recommend proper approaches for successful learning experiences. In the same line of work, Wang, Tseng, & Liao (2009) used data mining techniques in order “to adapt course content to the learning needs of individual students” in the teaching of English as second language for Taiwanese students. Data mining was beneficial in decision-making for optimizing learning sequences and personalizing the learning.

The last five years saw an explosion of research targeting various educational/learning contexts. The educational data mining conferences in Canada and around the world are profuse, with research that uses data mining in innovative ways within classroom settings. For instance, Chen et al. (2009) used data mining in an educational social networking analysis, whereas Rabbany, Takaffoli, & Zaïane (2011) studied the interactions between students within an e-class environment for the purpose of finding a valid and fair evaluation model to assess this interaction using data mining techniques. They have built their model on previous work by Marin and Wellman (2010).
Martinez, Yacef, Kay, Al-Qaraghuli, & Kharrufa (2011) used data mining techniques to analyze group interactions in collaborative educational context where they focus not only on the end product but on the process of the collaborative work itself. With their study, they open a new angle for using data mining in educational research. Within a collaborative learning framework, Kharrufa, Leat, & Olivier (2010) designed a tool for the development and assessment of students’ higher level thinking skills, a model that relies on data mining. Martinez et al. (2011) concluded that various data mining techniques can be successfully used and implemented to gain insight within a collaborative learning framework and environment and in group interactions, yielding positive results for working in collaboration (Anaya & Boticario, 2011), for problem solving and conflict resolution (Prata et al. 2009), for effectively working in teams (Perera, Kay, Koprinska, Yacef, & Zaiane, 2009), and for the correctness and the appropriateness of the target learning tasks (Talavera & Gaudioso 2004).

Garcia et al. (2011) used data mining techniques in order to systematically provide teachers with feedback that would improve their e-learning courses. In their study, they admit that their model has only been used with teachers and experts who were “involved in the development of the tool itself.” They hoped that in the future, they could generalize it to include other teachers who are not necessarily savvy with data mining algorithms and techniques. In the same line of facilitating the use of data mining for the general educational public, Zengin, Eski, Erginer, & Aksoy (2011) conducted a study in which they were able to successfully implement several data mining techniques in an educational sciences environment.

Using special data mining technique, Lee (2007) was able to develop a model that “is reusable for diagnostic, predictive and compositional modeling in a fast and easily scalable manner” within an e-learning web-based environment. First, they were able to provide a diagnostic modeling that identifies the presence or absence of a certain action/behaviour among students. Based on this diagnostic modeling, the predictive modeling was constructed focusing on comparing the student behaviour with similar past student behaviour. The purpose of such a modeling tool is to predict what the student will do in order to make appropriate recommendations on how the students should proceed. Finally, the compositional student modeling allows reuse of the student model parameters in this iterative process.

The potential uses and applications of data mining are larger in number than what is stated above. From reviewing studies on the application of data mining in education, we notice that (1) all are centered on e-learning and the e-classroom in a computer-assisted learning environment, and (2) most of the research conducted is carried out by computer scientists who are savvy with the algorithms necessary for developing data mining techniques. There is hardly any research from educational scientists using DM in a KDD model, nor is there any research that focuses on applications for improving higher education using the data accumulated in most institution of higher education in a holistic way. However, Learning Analytics emerged in the last three years as field in its own right, one that deals specifically with this issue (i.e., bridging between data mining and the general educational environment).

**Learning analytics and knowledge.** The unique hierarchical features of educational data (Baker, 2011) provide researchers in educational environment with opportunities to use data mining for investigation. Stemming from and building on the field of data mining in educational settings, Learning Analytics and Knowledge (LAK) focuses on collecting, measuring, and analyzing data about learners and their learning contexts and environment for the purpose of optimizing these learning contexts. LAK bridges between the micro level of data mining to the macro level of educational research (Siemens & Baker, 2012) and aims to understand the learning environment. In 2011, the first international LAK conference took place in Banff,
Canada. The proceedings\(^2\) of the conference offer a variety of research papers on LAK using data mining in educational contexts.

According to Zaïane (2012):

Learning Analytics is data analytics in the context of learning and education; that is, the collection of data about learners’ activities and behaviour as well as data about the environment and context in which the learning took place; and the analysis of such data using statistics and data mining techniques with the purpose of extracting relevant patterns from this data to better understand the learning that took place. The objectives of Learning Analytics can either be the reporting of measures and patterns from the data for the understanding of learning activities, or the optimization of the learning activities and strategies or the environments in which the learning occurs. (2012, Personal communication)

Needless to say, the potential of this emerging field is immense. Elias (2011) summarized the different cycles of LAK in Figure 4 below.

---

\(^2\) http://dl.acm.org/citation.cfm?id=2090116\&picked=prox\&cﬁd=104612425\&cftoken=34139900
Bienkowski, Feng, & Means (2012) provide a link between data mining and LAK whereby “educational data mining is looking for new patterns in data and developing new algorithms and/or new models, while learning analytics is applying known predictive models in instructional systems” (Bienkowski et al. 2012, p.8). On the one hand, data mining in educational environments focuses on automated responses to students; on the other hand, LAK “enables tailoring of responses, such as through adapting instructional content, intervening with at-risk students, and providing feedback” (Bienkowski et al. 2012, p.12). LAK uses data and meta data from data mining techniques that would enable the use and application of already established DM models to tackle various questions affecting students’ learning within the institutional/organizational learning systems (Johnson et al., 2011).

The set of educational projects that could take advantage of data mining techniques are limitless. For instance, building on Gaudioso et al. (2012), one could devise an adaptive e-learning environment in which content is tailored not only to the learner’s previous knowledge (cognitive dimension) but also to his/her interests (affective dimension). An early alert algorithm could identify at-risk students even before they run into actual academic difficulties. The relative difficulty of specific exercises could be ascertained, providing the instructor with valuable information and clues as to what issues should first be raised in class. The evolution of entire programs could be analyzed, thus giving academic administrators key insight as to how to improve on them, if need be. Along this line, ElAtia and Ipperciel (2011) investigated the possibility of using DM to analyze a longitudinal set of data spanning from 2000 to 2007, with information about evaluation procedures that post-secondary instructors use in assessing the students’ achievement throughout the semester. The possibilities are indeed endless in all sectors of education. However, any attempt at using data mining in education must take into consideration strict legislation that regulates confidentiality and privacy issues.

**Ethical and Legal Considerations for Educational Research**

The issue of privacy as it relates to data mining is more prevalent in situations involving business dealings, targeted advertising, banking, social networking, internet searches, genetic material, and the like. In education, this issue has not been much debated, although it does raise questions with regard to its ethicality and legality. The use of technology, of data mining techniques in particular, can be at time intrusive. In fact, according to Nancy Holmes (2008), privacy issues historically arose in Canada in the late 1960’s when computers were first being used on a large scale by government and large corporations. Even with the best of intentions, as in algorithms attempting to predict future failure or success in students, private information can be improperly gathered. Even in those cases, as in others, the collection of data is subject to clearly defined rules.

In Canada, the protection of privacy and private information is ensured by various legal acts, starting with the Canadian Charter of Rights and Freedoms, articles 7 and 8, which guarantee the right to security of the person, including the right to be secure against unreasonable search and seizure. The Charter came into effect in 1982. At that point, many countries—European for the most part—had enacted access to information acts. It is in the wake of this global movement, to which we will be coming back in a moment, that Canada’s Privacy Act and Access to Information Act were passed in 1983. These were Canada’s first pieces of legislation that focused specifically on privacy and access to information rights. The importance of these acts for Canadian political life is signified by the fact that it made provision for a Privacy Commissioner and an Information Commissioner who can, among other rights, investigate complaints and pursue court action.
These acts, however, are rather limited in scope, as their purpose is to regulate the actions of federal government institutions pertaining to the collection and disclosure of personal information in the case of the Privacy Act, and to citizens’ access to government information in the case of the Information Act. After an expansion of these laws in 1996 with the Freedom of Information Act, which gave individuals the additional right to request correction of personal information about themselves, the most significant development in Canadian data privacy laws came with the Personal Information Protection and Electronic Document Act (PIPEDA), enacted in 2000. This law applies specifically to private sector organization, regulating collection, use, and disclosure of personal information. Once more, this legislation came about in response to pressure from the European Union, which was concerned about the personal information of its citizens as they interacted with Canadian institutions and businesses.

Four Canadian provinces have equivalent legislation: Quebec, British Columbia, Alberta, and Ontario. The provinces’ acts are somewhat more restrictive than their federal counterpart. They are particularly interesting in our academic context insofar as they include universities as “organizations” covered by the law. For instance, Alberta’s information privacy act, known as the Freedom of Information and Protection of Privacy (FOIP) was passed in 1995, with post-secondary institutions being added to the list of public bodies covered in 1999. Any collection, use, or disclosure of personal information in the context of university research is subject to FOIP legislation. Most Alberta universities have a FOIP office and/or coordinator that oversees data privacy matters and educates the university population about data protection and privacy issues.

The Canadian laws on privacy are part of a global system of rights that are well entrenched in international law. The Universal Declaration of Human Rights, adopted in 1948 by the United Nations General Assembly, formulates a privacy right in article 12: “No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his honour and reputation. Everyone has the right to the protection of the law against such interference or attacks.” Similar provisions are also provided in the International Covenant on Civil and Political Rights, article 17, adopted in 1966 (United Nations 1966). Europe, for historical reasons pertaining to events during the Second World War, has been a leader in promoting and adopting privacy laws. The European Convention on Human Rights, adopted in 1950, affirms in article 8 a right to privacy to which all member states are subject (Council of Europe, 1950). And the American Convention on Human Rights, adopted by 24 of the 35 Organization of American States (OAS) member states in the 1970’s and 1980’s, also stipulates similar rights protecting private life (see article 11; OAS, 1969). Outside of Europe and the Americas, privacy rights were affirmed by 21 APEC members in its “Privacy Framework” (2005).

With a view to harmonize privacy laws and practices among Organisation for Economic Co-operation and Development (OECD) member states, Guidelines for the Protection of Privacy and Transborder Flows of Personal Data were produced in 1980 (OECD, 1980), Canada being a signatory since 1984. The Canadian Standards Association’s Model Code for the Protection of Personal Information, stating 10 principles (CSA, 1996), is based on these Guidelines, and so is the Fair Information Practice Principles produced by the US Federal Trade Commission (FTC, 1998), although the latter has been criticized for coming short of the OECD Guidelines. In fact, the OECD Guidelines were the basis for data protection legislation in many countries, including Canada, and for policy used by non-government organization. Their interest lies in their stating

---

3 Canada is not a signatory of this treaty mainly because of its pro-life provisions (article 4.1).
explicit principles that should be followed in order to ensure adequate data protection. The Guidelines identify eight such principles: (1) Collection Limitation, (2) Data Quality, (3) Purpose Specification, (4) Use Limitation, (5) Security Safeguards, (6) Openness, (7) Individual Participation, and (8) Accountability. For our purpose, as Canadian scholars, we would like to consider the similar principles identified by the CSA Model Code, that is, (1) Accountability; (2) Identifying Purposes; (3) Consent; (4) Limiting Collection; (5) Limiting use, disclosure, and retention; (6) Accuracy; (7) Safeguards; (8) Openness; (9) Individual Access; (10) and Challenging Compliance. These are considered minimum requirements for the protection of personal information.

1. Accountability. The institution in which we work is ultimately accountable for personal information. That is why a person or an office is usually designated in post-secondary institutions to see to it that privacy rules are complied with. Considering its novelty in educational research, any data mining project should be discussed with the institution’s privacy officer (or any designated individual responsible for data protection).

2. Identifying purposes. Prior to any data collection, the purpose for which the information is collected must be identified and the use of data must be restricted to the stated purpose. This can sometimes pose some problems in data mining projects, as data mining often extracts unforeseeable patterns from data sources and may lead to new purposes being defined. In those cases, new purposes can indeed be defined but only subsequent collections of data can be used for this new purpose.

3. Consent. Informed consent of individuals for the collection, use, and disclosure of their personal information within the frame of the identified purpose is required whenever possible. When working with large data sets including, for instance, tens of thousands of students, this is obviously impractical. This is why one must make sure that in this case information is “depersonalized” (i.e., made impossible to be traced back to specific individuals). To this effect, many privacy-preserving techniques are used in data mining (see for example, Charu & Philip 2008). One should keep in mind that individuals have the right to withdraw consent at any time.

4. Limiting collection. Good practice in personal data management requires that personal information is not collected indiscriminately but rather limited to what is necessary given the scope of the identified purpose. However, data mining is precisely a form of knowledge discovery in which, as we have stated earlier, “unsuspected relationships” are found. In this context, it is not known beforehand which data is relevant. This is why large databases containing indiscriminate data are often collected in data warehouses. Again, this principle can be satisfied by depersonalizing the collected information.

5. Limiting use, disclosure, and retention. According to this principle, personal information should be used, disclosed, and retained strictly for the identified purpose. It follows from principles 2, 3, and 4 and face similar difficulties. Here, as in principle 3 and 4, the solution to this difficulty is producing depersonalized data.

6. Accuracy. Personal information should be as accurate and up-to-date as possible, given the stated purpose, as the collected information will be used to make decisions about
individuals. This principle has as much and operational dimension—the efficiency of the project depending on accurate information—as an ethical one, as potentially adverse decisions can be minimized with accurate information. If, for instance, at-risk student are not identified because of inaccurate information, avoidable adverse consequences will certainly ensue.

7. Safeguards. Personal information should be treated as highly sensitive data that needs to be adequately protected against unauthorized access, modification, theft, etc. Security safeguards include physical measures (e.g., restricted access to offices or file cabinets containing the personal information), administrative measures (e.g., security clearances) and technological measures (use of passwords and encryption). Following this principle, data warehouses should be set in the institutions’ secured data center, in a password-protected server.

8. Openness. The duty of openness requires that policy and practice information pertaining to personal information management is made available to all individuals who wish to access it. This requirement is normally taken on by the institution’s privacy office and any complaint or inquiry should be directed toward this office. However, the researcher’s contact information should also be included, as a person who is accountable for the management of personal information in the context of a specific data mining project.

9. Individual access. Individuals have the right, upon request, to be informed of the existence, use and disclosure of their personal information and they have the right to request that inaccurate or incomplete information be corrected. Often in data mining projects, information is depersonalized and cannot, in this context, be linked to specific individuals or be corrected in cases of inaccuracies. However, when data is indeed linked to specific individuals, as it is the case in the example of early detection of at-risk students, individuals are entitled to know of its existence and to correct it if need be.

10. Challenging compliance. This principle expresses nothing other than a right to lodge a complaint with the accountable people or entity (i.e., the researcher or the institution) if any of the stated principles are not respected. In this case, one must normally follow the procedure put in place by the institution.

As one can see, constraints on data collection, warehousing, and use are many and can pose a challenge to researchers wishing to conduct data mining projects. Data mining can advance Canadian Educational research and put it at the forefront of global innovation in research. Yet, the very nature of data mining research requires an open access to data, since the presupposition of data mining is that the researcher does not target a specific variable(s) and follows a certain rigid methodology and statistical procedures to answer a specifically formulated research question(s): in data mining, we observe, and let the data reveal itself. Data mining allows researchers and other stakeholders to have an overarching look at the data, its working, and its underlying relationships.
Conclusion

In the global context, Canadian institutions of higher education are well-equipped to take the lead in using data mining resources for educational research and to improve the education experience on all levels. These levels can be grouped into four major categories:

1. **Focus on the learning**: In this context, using data mining can be helpful on different levels: from a macro-level of assessing students’ academic progress for retention and for addressing potential problems ahead of time, to a micro-level of ensuring a better learning experience and an involvement of the students in taking control and being actively engaged in their own learning.

2. **Focus on the teaching**: The use of data mining by academic staff would greatly enhance the teaching approaches. Teachers can use data mining to find innovative ways to help improve learning and teaching as well as develop assessment procedures for fairer and more valid results within a formative evaluation framework. Data mining can also be a valuable tool for teachers who seek formative feedback for their instruction.

3. **Managing the institution from an academic experience**: From the institution’s point of view, different units within the university—e.g., the library, the registrar’s office, the IT department, students’ affairs, etc.—can benefit from using data mining in following the students’ progress. When data from these units is made accessible for data mining, new relationships and variables can emerge, which could be very useful with regards to student retention, assisting at-risk students well in advance of any actual problems, and ensuring that the academic progress is smooth.

4. **Managing the institution from an infrastructure perspective**: With the budget crunches that post-secondary institutions have been facing in the current economic recession, looking at the big picture through the wealth of data integrated from all departments and units in the institution, data mining techniques would offer a unique opportunity to show new connections and new insights. In so doing, the working of a whole institution can be studied globally instead of unit by unit, each conducting their own research independently and trying to find ways to optimize their working environment.

With data mining, we do not know what connections we will discover—it is truly a tool that lets the data speak without any manipulation from outside forces, particularly personal views and biases of the researchers. Data can reveal patterns that no one could have foreseen and, most importantly, it takes into consideration each element in the database, each being unique and handled according to the supplied information. With data mining in educational research, Canadian institutions of higher education can be at the forefront of cutting edge advancement in research, but the intentions of the university stakeholders need to be made clear with regards to fair use of data in a way that does not hinder the confidentiality and privacy of all parties linked to the institution. As a result, applying data mining at a broad institutional level may prove to be a greater challenge from an administrative rather than a technical perspective.

At the core of any research project that aims to advance education using data mining techniques stands the right of the individual for privacy and confidentiality. The connections that
one seeks to achieve in such projects necessitate, technically and conceptually speaking, that various data ‘speak to each other,’ for all parties involved. In itself, such a premise raises red flags with regard to proper handling of data wherever the principles of confidentiality, anonymity, privacy and the ethos of fair professional conduct are ingrained and respected. So far, most models of research in data mining have more or less been conducted on a nuclear level within a classroom or a set of students. However, as we see the potential of data mining techniques within a LAK framework expanding to increasingly large-scale operations, educational institutions in conjunction with policy-makers must turn their attention to the pressing matter of defining and ensuring proper and fair use of personal data in education research using data mining in a manner that does not hinder scientific progress. As the fields of educational data mining and LAK advances in high gear, the educational community needs to catch up for its own sake.
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