A consensus is beginning to emerge that significance testing...is generally not well understood by practitioners.

ABSTRACT: Despite its widespread use in evaluation data analysis, statistical testing has come under persistent criticism resulting in calls for its rethinking, and even possible elimination (Carver, 1978, 1993). Saxon and Boylan issue a call “to strengthen developmental education research and to make it more accessible” (2003, p. 2). Among the types of research they consider appropriate is control group methodology which often makes use of statistical tests. This paper responds to that suggestion and seeks to explain statistical testing to state what it can and cannot tell us, and to make practical recommendations for its use.

Despite its widespread use in evaluation data analysis, Null Hypothesis Significance Testing (NHST) has come under persistent criticism resulting in calls for its rethinking, and even possible elimination (Carver, 1978, 1993; Hunter, 1997; Rozeboom, 1960; Schmidt, 1996; Schmidt & Hunter, 1997). As a result, a consensus is beginning to emerge that significance testing, with its strange backward logic and slippery terminology, is generally not well understood by practitioners (Zuckerman, Hodgins, Zuckerman, & Rosenthal, 1993). Critics also claim that significance tests are overused in a mindless and mechanistic way and interpreted in ways which cannot be supported (Rozeboom, 1997). Others (Cortina & Dunlap, 1997; Frick, 1996; Macdonald, 2002) maintain it is important to have a grasp of significance tests because they are so commonly reported in evaluation and research reports. They conclude that significance tests have some value and should be rethought rather than eliminated. A “real-life” example may help illustrate the tension in the significance testing debate.

Amanda teaches two basic writing classes, and this semester she tried an innovation in one class but not the other. Both of the classes are fairly similar, and Amanda used the same end-of-semester test in both classes. She thought the class in which she used the innovation would score higher on the test. After the final compositions were scored, Amanda found that her innovation class did, in fact, score higher than the other class. A friend told her to do a statistical significance test on the scores between the two classes. Amanda wasn’t sure what it would show, but she conducted a t-test. Her results were $t = 4.349$, $df = 9$, $p < .0019$. Amanda went to her supervisor, showed her the results, and asked her what they meant. If you were Amanda’s supervisor, what would you say?

To understand what Amanda wants to know, one must first become acquainted with significance tests, which are a family of statistical procedures for determining the probability or likelihood of achieving certain results. Because these statistical procedures involve a comparison between the actual scores and a hypothesized relationship, they are often referred to as Null Hypothesis Significance Testing; (Huberty & Pike, 1999). A null hypothesis states that there is no relationship between the results. NHST is commonly used in studies which report score data (cf., Boylan, Bliss, & Bonham, 1997).

Saxon and Boylan issue a call “to strengthen developmental education research and to make it more accessible” (2003, p. 2). Among the types of research they consider appropriate is that which uses control group methodology. This paper responds to their suggestion and tries to make NHST, an important tool in control group methodology, more accessible. The purpose of this paper is to explain NHST, to state what significance tests can and cannot tell us, and to make practical recommendations for their use. This paper is not a step-by-step procedure for conducting a significance test. For that, see general statistical textbooks such as Sirkin (1999, p. 217). Nor does this paper promote quantitative data at the expense of qualitative data. The following questions will be discussed:

1. What does the term “significance” mean?
2. What is a significance test?
3. What does a significance test tell us?
4. What does a significance test not tell us?
5. What recommendations can we make for using and interpreting NHST?

What Does the Term “Significance” Mean?

In ordinary language, significance indi-
What Does a Significance Test Tell Us?

There are three terms of interest related to significance tests: probability (P), evidence (E), and the null hypothesis (H). Probability means the likelihood that something will happen, evidence is the scores from a reliable and locally validated test, and "the null hypothesis states that the experimental group and the control group are not different with respect to the ability being measured, and that any difference found between their means is due to sampling fluctuation" (Carver, 1978, p. 381). The correct formulation of NHST is $P = E$ given $H$, which can be read as: $p$ is the probability that this evidence would arise if the null hypothesis were true.

Population means a total group of people that the researcher is interested in, for example, the population of all developmental education students enrolled in North American colleges and universities. We hypothesize that the mean scores of Group A and Group B on some measurement—for example, achievement test scores, composition ratings, GPA, or retention rates—come from the same population, and that the only difference is due to sampling error or chance. Sampling error means that since we didn’t check everybody in our population, we can’t be exactly sure if the ones we did pick are typical or not. We can mathematically calculate (or rather, the computer can do it for us) how often differences this large between Group A and Group B are likely to be found given the null hypothesis and other required conditions (which is the $p$-value).

If the difference between the two group scores are attributed to something other than chance, what might that something be? Maybe a treatment (perhaps a special program of teaching or classroom innovation) has made the difference but maybe not. A significance test provides no evidence as to the cause of the result (Shaver, 1993). In fact, there could be many reasons, called threats to validity, for not thinking our innovation is responsible for the increased scores. At this point we need to be a detective, not a statistician.

No paper on NHST would be complete without an understanding of assumptions. It is important to identify key assumptions associated with the statistical procedure you are using. In normal language, the word assumption means something one believes but does not know for sure. In NHST, the term "assumption" means a necessary condition. Hatch and Lazaraton (1991) say that all statistical tests have underlying assumptions which must be met in order for the interpretations to be valid and reliable. If one of the assumptions is not met, the probability is distorted, and if more than one is not met, the probability is meaningless. For example, one assumption for a $t$-test is that only two levels of one independent variable are being compared. That means a $t$-test can be used to compare two and only two sets of scores.

In addition, Shaver (1993) points out that all significance tests assume either random sampling (to provide a basis to generalize to a specific population) and/or random assignment (to provide a basis for claiming the groups are samples from the same population). If we do not use random sampling, we cannot claim that our results are true for the general population. If we do not use random assignment, we cannot be sure that our groups are not systematically different, that is that we are not comparing apples to oranges. If we compare groups that are systematically different before we engage in any teaching, say one group volunteers and the other does not, they might be different but maybe not for the reasons we think.

Cohen (1997) maintains that a significance test doesn’t tell us very much. He says, if we do not reject the null hypothesis all we are saying is that the direction of the differences between Group A and Group B is uncertain. Direction in this sense means whether Group A scores are higher than Group B scores or vice versa. On the other hand, if we reject the null hypothesis all we are saying is that we are pretty sure of the direction: For example, the mean of Group B scores are higher than the mean of Group A scores which we already knew.

To use a sports metaphor, a $p$-value at .05 or lower gives us a license to hunt. What we are hunting is an explanation of our score differences, but statistical significance itself is not that explanation (Meehl, 1978). Achieving statistical significance and rejecting the null hypothesis is a starting point, not an ending point.

By way of summary, here

### Table 1

<table>
<thead>
<tr>
<th>Test</th>
<th>Some (but not all) Assumptions*</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$-test</td>
<td>Two groups only, normal distribution</td>
</tr>
<tr>
<td>Analysis of Variance (ANOVA)</td>
<td>Two or more groups, normal distribution</td>
</tr>
<tr>
<td>Rank sums test</td>
<td>Rank-order data, nonnormal distribution</td>
</tr>
<tr>
<td>Chi squares</td>
<td>Frequency data</td>
</tr>
<tr>
<td>Pearson correlation</td>
<td>Continuous data, normal distribution</td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>Rank-order data, nonnormal distribution</td>
</tr>
</tbody>
</table>

* Note: To find related assumptions check a text such as Hatch and Lazaraton (1991).
are four ways of expressing what \( p < .05 \) means:
- The probability of getting this evidence is 5% or less if there is no relationship.
- We can reject the null hypothesis of no relationship, which implies we believe on the basis of the evidence there is a relationship between our treatment and the test results.
- The differences we found in our scores are not likely the result of sampling error (chance).
- Chance is not a good explanation for the differences we found, even though it remains a possibility. How much of a possibility? About 5%.

### What Does Significance Testing Not Tell Us?
As previously mentioned, NHST today is performed on computers using specialized statistical programs. Inputting the data is relatively easy. Unfortunately, interpreting the results is not as easy (Tryon, 1998). Following are some common, almost universal, misconceptions of NHST interpretation:

#### Misconception One
The \( p \)-value is the probability that the results were caused by chance (Macdonald, 2002). The correct conclusion, “The low \( p \)-value we found indicates our scores are not likely the result of chance” does not translate to, “The low \( p \)-value indicates the degree to which our scores were caused by chance.” Amanda, from the earlier example, probably believes this misconception because the graduate student who told her to do a significance test said it would determine if her results were beyond chance. Carver (1978) says that the belief that “the \( p \)-value is the probability that the results were caused by chance” (p. 383) is the most common misinterpretation of significance testing. This misconception causes trouble because it leads us down the path of believing that NHST is causal: a statistical test proving that something caused something. That, in turn, leads us to think of NHST as mechanical proof. All we have to do is show \( p < .05 \) and we are finished. No need for further explanation of our results, no need for theory, and no need for argumentation. NHST does it all. This misconception is probably at the root of why NHST is overused and certainly at the root of why NHST is misused.

#### Misconception Two
The \( p \)-value is the probability that the null hypothesis is true. Cohen (1997) refers to this as the illusion of attaining probability. According to Cohen, even though the correct formulation is \( P = E/H \) (\( P \) is the probability of obtaining our evidence given the null hypothesis), we have a tendency to turn it around to \( P = H/E \) (\( P \) is the probability that null hypothesis is true given the evidence). However, according to Shaver (1993):

A test of statistical significance does not indicate the probability that the null hypothesis is true or false. Rather, it provides the researcher with the information in regard to the likelihood of a result, given that the null hypothesis is true; it does not indicate the likelihood that the null hypothesis is true given a particular result. (p. 300)

Cohen believes most researchers make this mistake because they are more concerned with rejecting the null hypothesis than with the likelihood of obtaining the evidence. We are concerned with the null hypothesis because what we really want to know is whether or not our results generalize to the larger population (Thompson, 1998). In that sense, NHST does not tell us what we really want to know.

### Achieving statistical significance and rejecting the null hypothesis is a starting point, not an ending point.

#### Misconception Three
Statistical significance means the results are important. Amanda definitely believes this to be true. The reasoning behind this misconception is that statistical significance indicates that the results are relatively rare (true), and being rare equals being important (not true; Thompson, 1996). In other words, a low \( p \)-value, say at .05 or lower, is taken to automatically mean the results are noteworthy, and their importance can be assumed without further discussion. When you read an evaluation report that presents \( p \)-values but does not discuss or interpret them, it is probably because the evaluator assumes misconception three.

#### Misconception Four
Statistical significance equals power. This is not true because a test of significance does not indicate the degree of effect related to a treatment. Under this misconception, a low \( p \)-value, say .05, is taken to mean that our score differences are powerful; this line of reasoning leads to the conclusion that an even lower \( p \)-value, say .01, means that our score differences are even more powerful. Researchers laboring under this illusion can be identified because they put a single asterisk next to the .05 results calling them significant, they put a double asterisk by the .01 results calling them very significant, and in some cases will even put three asterisks next to \( p \)-values of .001 or lower calling them highly significant. \( P \)-values are cut points for making a decision and do not indicate or measure the magnitude much less the importance of the result.

#### Misconception Five
The \( p \)-value is an absolute cut point (Nelson, Rosenthal, & Rosnow, 1986). A low \( p \)-value, usually .05 or .01, is taken as an absolute and encourages yes or no decision making. Rossi (1997) argues that it is a mistake to interpret the results of significance tests dichotomously for at least two reasons. First, .05 is arbitrary. If we have interesting results at the .056 level or even at the .06 level, is that sufficient reason to disregard them? Of course not. Some educational statisticians suggest for exploratory work a \( p \)-value of .10 or .15 would be acceptable (Huberty, 1987). Second, we know that if we had a larger \( N \) size, we would certainly reach statistical significance.

#### Misconception Six
Statistical significance is the probability of getting the same results if the study is replicated (Sohn, 1998). The smaller the \( p \)-value, it is believed, the greater the chance that if we compared another group, our results would be the same. This mistake is made because the evaluator believes the \( p \)-value refers to the null hypothesis and not the particular evidence on which the \( p \)-value is based. Since the null hypothesis could be rejected in the case of one sample (the one under consideration), it could probably be rejected with another similar sample.

#### Misconception Seven
Statistical significance directly reflects the probability that the converse (the research hypothesis) is true. This mistake says a \( p \)-value of .05 means a .95 chance of research hypothesis is true. “Even if the null hypotheses can be rejected, several other alternatives or rival hypotheses still must be ruled out before the validity of the research hypothesis is confirmed” (Carver, 1978, p. 386). 

#### Misconception Eight
NHST encourages evaluators to look at hypotheses in a peculiar and unrealistic way. First, NHST sets us up to consider only two hypotheses when there may be many possible alternatives from which to choose (Rozeboom, 1960). More to the point, Rozeboom claims NHST treats hypothesis acceptance or rejection as if those were absolute decisions in the same sense that one accepts or rejects a piece

continued on page 32
Amanda should discuss results first and then mention later that they were statistically significant.

• Check the assumptions of the significance test you plan to use before you use it. What if you do not have normal distribution? What if you have frequency data instead of interval scale data? How do you check for equal variance? You should know the answers to all these questions and their implications before you decide to do a significance test. List the assumptions in your report, and briefly tell how you met them.

• Design your study so the NHST you use is applicable and answers your research questions. You may find that you should not attempt a significance test at all. How many groups are you comparing, and is your NHST appropriate for that number? What if the groups you are comparing are not even approximately equal in size? What if one group volunteers and the other does not? Do you have random assignment or random sampling? Answers to such questions should guide the overall design of your study.

• Create an analysis section in your paper as part of the design discussion in which you state each type of analysis you plan to do, whether quantitative or qualitative, in the order in which you plan to do them. For each analysis, state the name of the analysis, why you plan to do it, and what you think it will tell you.

• Provide descriptive statistics including the n-size (number of persons or observations in the study) of each group, probably in table form. The descriptive statistics you provide will depend on the NHST you do, but consider giving the mean, standard deviation, minimum, maximum, skewness, and kurtosis. This provides your readers with valuable information about your groups. For example, skewness and kurtosis describe score distribution and inform readers the degree to which distribution is normal.

May Be Difficult

• Report and discuss effect size, also known as strength of association, which is an indication of how strong the effect is (APA, 2001; Thompson, 1999, 2002). Kirk (1996) discusses 40 measures of effect size. Reporting effect size is important because very small and trivial results may be statistically significant. This is because probability values are directly related to sample size. That means with a large enough number of persons in your evaluation study, virtually any association can be statistically significant (Shaver, 1993). This aspect of significance testing is often not appreciated (Mittag & Thompson, 2000). Reporting effect size helps the reader decide if your statistical significance has any practical or substantive significance.

• Build in replication. “If sampling error or chance is a reasonable threat to the generalizability of a certain result, then finding approximately the same sized result in a replication study is the best way to eliminate this threat” (Carver, 1993, p. 291). This can be done by replicating the study or by building replication into the original study. For example, you can halve the sample size and treat each half differently (such as conducting the first study before the second study) or compare the results of two groups of interest within the study population (i.e., males and females).

Conclusion

Significance tests seem to have been around forever. They are taught in most introductory statistical courses, commonly reported in the literature, and sometimes required by advisors in order to have work approved. Journal editors, professors, and reviewers often evaluate articles by the presence of statistically significant results, and besides, researchers really would like some way to judge study results.

If tests of significance are so easy to misinterpret, should we even bother with them? I vote a cautious yes, because with Abelson (1997) I suspect that if there were no significance tests, somebody would invent them.
That significance tests are misused is not the fault of the tests but rather of those using the tests (Cortina & Dunlap, 1997; Levin, 1998). The tests are tools and when the tools are used well and outcomes thoughtfully considered, good research emerges. I believe the real issue is causality. We want to show that our teaching caused the results, and, although it does not show causality, a test of significance can be one little step in the argument. Macdonald (2002) reminds us that we need to interpret the results of significance tests by taking into account the context of our study. In that sense, we are wrong to think significance tests are not subject to interpretation. Someday there may be a consensus from the education, evaluation, and measurement communities regarding what we should do about significance testing. In the meantime, if for one reason or another we decide to use a significance test, we can at least avoid the gross mistakes and misconceptions discussed in this article and can keep ourselves honest by using the recommendations provided.
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We are wrong to think significance tests are not subject to interpretation.