RE-EXAMINING THE FUTURE PROSPECTS OF ARTIFICIAL INTELLIGENCE IN EDUCATION IN LIGHT OF THE GDPR AND ChatGPT
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ABSTRACT

Artificial intelligence in education (AIEd) is a fast-growing field of research. In previous work, we described efforts to explore the possible futures of AIEd by identifying key variables and their future prospects. This paper re-examines our discussions on the governance of data and the role of students and teachers by considering the implications of 1) a recent case related to the General Data Protection Regulation (GDPR) and 2) the release of ChatGPT, a generative AI model capable of producing ‘human-like’ text. These events raise questions for the future of AIEd and the underlying function of assessment, and highlight the importance of active student participation in the integration of AI in education.
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INTRODUCTION

Artificial intelligence (AI) has been described as a ‘general purpose’ technology that has the potential to transform societies and economies (Tuomi, 2018). The UNESCO Commission on the Ethics of Scientific Knowledge and Technology (COMEST, 2019) notes that the term “artificial intelligence” does not have one singular definition but is often defined in terms of ‘computers that perform tasks usually associated with human intelligence’. COMEST (2019) trace this form back to a 1955 research project, that specified their working assumption that: “the study is to proceed on the basis of the conjecture that every aspect of learning or any other feature of intelligence can in principle be so precisely described that a machine can be made to simulate it” (McCarthy et al., 2016, p. 12). While our understandings of learning and other features of intelligence continue to evolve with ongoing research, an alternative definition that circumvents the unknowns of human intelligence is provided in Nilsson (2009): “artificial intelligence is that activity devoted to making machines intelligent, and intelligence is that quality that enables an entity to function appropriately and with foresight in its environment” (p. xiii). The later definition provides a functional
approach and covers a wide range of algorithms and computational systems that can learn to recognize patterns in complex data and generalize those patterns to novel data.

A growing research literature on artificial intelligence in education (AIEd) illustrates the interest in integrating AI technologies in education (see Bozkurt, Karadeniz, Baneres, Guerrero-Roldan, Rodriguez, 2021; Zawacki-Richter, Marin, Bond, & Gouverneur, 2019, for reviews). In their review of primary AIEd research, Zawacki-Richter et al. (2019) noted that very few papers were led by first authors from education departments, and very few discussed ethical considerations. This contrasts with numerous discussion papers that have highlighted the need to address the ethics of AIEd applications (e.g., du Boulay, 2022; Facer & Selwyn, 2021; Tuomi, 2018; Zeide, 2019) and with policy work on the ethics of AI in general (e.g., IEEE, 2019; OECD, 2022; UNESCO, 2021). These discussions raise a number of ethical issues with inequitable applications of AI, such as the risks to data protection and human agency, and the risk of further exacerbating existing inequalities (see Hu, Neupane, Echaiz, Sibal, & Rivera Lam, 2019, for discussion). Within these discussions, an oft-cited mechanism for mitigating risk is to incorporate comprehensive, multi-stakeholder dialogue during the design and implementation of AI systems. Thus, when considering AIEd specifically, the present research project aims to address the need Zawacki-Richter et al. (2019) identified “for educational perspectives on these technological developments” (p. 22).

The initial goal of the present project is to gather the perspectives of educators on the potential futures of AIEd. We first drew on techniques from future management (Fink & Siebe, 2011; Gutschow & Jorgens, 2016, 2019) to identify key variables (strategy elements) that will impact the future of AIEd and their possible outcomes (future options). Combinations of future options provide a structured method for developing strategic scenarios for AIEd applications, while making explicit the underlying assumptions for different macro and meso conditions (see Bai, Zawacki-Richter, & Muskens, 2022, for discussion). These strategic scenarios are developed to serve as the basis for international focus-group discussions and online surveys of faculty members in higher education.

### Table 1. Strategy elements and future options identified in Bai, Zawacki-Richter, & Muskens (2022)

<table>
<thead>
<tr>
<th>Strategy Element</th>
<th>Future Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access to data</td>
<td>Laissez-faire Heavily regulated Limited but open Limited and sporadic Limited and proprietary</td>
</tr>
<tr>
<td>Funding</td>
<td>Primarily market-based Public-private partnerships Primarily government-funded Mixed funding</td>
</tr>
<tr>
<td>Role of developers</td>
<td>Off-the-shelf Subscription-based Developers as researchers Open-access</td>
</tr>
<tr>
<td>Role of teachers</td>
<td>Replacement Division of labour Retraining Mixed-bag</td>
</tr>
<tr>
<td>Scope of applications</td>
<td>Piecemeal Comprehensive</td>
</tr>
</tbody>
</table>

In our previous work (Bai et al., 2022), we described the process and reasoning for identifying five strategy elements and their future prospects (Table 1). We also discussed the inherent subjectivity in imagining possible futures, arguing that “much like AI algorithms, human predictions of the future are based on data gathered from the past.” (p. 49). Since the submission of that paper, the ever-changing landscape of AIEd has drawn our attention to two events that prompt us to revisit our previous discussion; namely: 1) a decision by the Garante per la protezione dei dati personali (2021) to fine a university 200,000 Euro for the use of an e-proctoring system that violated sections of the General Data Protection Regulation (GDPR), and 2) the release of ChatGPT (OpenAI, 2022), a language model capable of producing ‘human-like’ text. In light of these two events, the present paper re-examines and expands our previous discussions on the governance of data and the roles of students and teachers.
THE GDPR AND GOVERNANCE OF DATA

In our previous work, we identified access to data as an important strategy element that would impact the trajectory of AIEd development (Bai et al., 2022). Furthermore, we contrasted different regulatory approaches ranging from laissez-faire to heavily regulated, arguing that ‘light-touch’ regulatory environments (Cath, Wachter, Mittelstadt, Taddeo, & Floridi, 2018) may allow the collection of more learner data for AIEd research and development, while further opening the risks of privacy violations and the misuse of learner data (e.g., Human Rights Watch, 2022; Laird, Grant-Chapman, Venzke, & Quay-de la Vallee, 2022; Russell, Reidenberg, Martin, & Norton, 2018). In contrast, regulatory environments that prioritize privacy and data protection may enforce restrictions that limit some AIEd applications.

In regard to the heavily-regulated end of the continuum, our discussion of the EU’s GDPR identified a number of issues that seemed most relevant to AIEd. These included the possible designation of some AIEd applications as “high-risk” (Proposal for a Regulation of the European Parliament and of the Council laying down harmonized rules on Artificial Intelligence (Artificial Intelligence Act) and amending certain Union legislative acts, COM(2021) 206 final), the right not to be subject to a decision based solely on automated processing (Article 22), and the right to obtain an explanation for automated decisions (Recital 71; but see Edwards & Veale, 2018; Wachter, Mittelstadt, & Floridi, 2018, for critical discussions). However, a recent decision issued by the Italian Data Protection Authority (Garante per la protezione dei dati personali; hereafter “Garante”) highlights gaps in our discussion and identifies a range of articles relevant to future AIEd developments in the EU.

In the Garante (2021) decision against the “Luigi Bocconi” University in Milan, a student complained of possible violations of the GDPR arising from the use of an e-proctoring system to identify and monitor students during online exams (see Bincoletto, 2021; European Data Protection Board, 2021; Liguori & Petrucci, 2021; for summaries of the decision in English). Specifically, software provided by Respondus Inc., a USA-based company, would (among other functions): take photos of the students’ identification cards and a panoramic shot of their rooms at the beginning of the exam, and then capture recordings of the students via their webcams and monitor other applications running on the students’ computers during the exam. An AI algorithm then processed the video images to raise ‘flags’ for “suspicious” behaviors (e.g., looking away from the screen, face partially present or absent from video) and assign a “Review Priority” (“low”, “medium”, or “high”) for teachers to review later.

The university noted that the e-proctoring system was implemented during the SARS-CoV-2 emergency and argued that consent from the students served as the legal basis for the processing of students’ biometric data (i.e., facial images of the students). However, the Garante (2021) decision noted that “students’ consent was not freely given… in relation to their unequal position in the university, especially during exams” (Bincoletto, 2021, p. 589). In addition, the decision noted issues with inadequate information given to students regarding the processing and retention of their data, including the transfer of personal data to the USA where Respondus Inc. is based. In total, the decision cited violations of multiple articles in the GDPR including: Article 5 paragraph 1, letters a), c), and e) (lawfulness, fairness, transparency; data minimization; storage limitation); Article 6 (lawful processing); Article 9 (special category data); Article 13 (information); Article 25 (privacy by default and by design); Article 35 (data protection impact assessment); and Articles 44 and 46 (transfers of personal data to a third country; European Data Protection Board, 2021).

This case supports our previous argument on the importance of data governance for the future of AIEd but also highlights gaps in our discussion of the GDPR (Bai et al., 2022). Specifically, this case suggests that our previous discussion underestimated the degree of complexity involved in implementing some types of AIEd applications in heavily-regulated environments. However, a complete discussion of the legal nuances of the Garante (2021) decision is beyond the scope of the current paper and the ability of its authors. Our summary of the decision is based on English-language sources consisting of a single academic paper (Bincoletto, 2021), materials from webpages (European Data Protection Board, 2021; Liguori & Petrucci, 2021), and a machine-translated version of the original decision. We hope that interested readers, particularly those who are or collaborate with legal scholars fluent in Italian, will continue to explore the implications of the decision for the future of AIEd in the EU.
ChatGPT AND RE-ASSESSING ASSESSMENT

Another event that prompted us to revisit our previous discussion is the recent “research preview” release of ChatGPT (OpenAI, 2022). Following from the UNESCO (2015) Qingdao declaration, which noted that: “successful integration of ICT [information and communication technologies] into teaching and learning requires rethinking the role of teachers and reforming their preparation and professional development” (p. 2), our previous work discussed the potential roles of teachers as AI technologies are integrated into education. We argued that “the potential for AI technologies to transform education provides an opportunity to re-examine what it means to teach and to learn” (Bai et al., 2022, p. 63). The release and subsequent availability of ChatGPT presents such an opportunity by raising questions about the underlying function and purpose of written assessments.

ChatGPT is a recent addition to a group of Generative Pre-trained Transformer (GPT) models developed by OpenAI. ChatGPT’s precursor GPT-3 is a 175-billion parameter model trained on large amounts of text data scraped from the internet (Brown et al., 2020). Like ChatGPT, GPT-3 was “designed to generate sequences of words, code or other data, starting from a source input” or “prompt” (Floridi & Chiriatti, 2020, p. 684). However, one of the key developments since GPT-3.5 seems to be that ChatGPT was fine-tuned through human feedback (see Lambert & von Werra, 2022) to produce text in a ‘conversational way’ (OpenAI, 2022). In practice, the interface allows users to input sequences of prompts and obtain outputs in a familiar chatbot format. However, ChatGPT has attracted much attention for its ‘human-like’ output across a wide range of different prompts, demonstrating impressive ‘few-shot’ and ‘zero-shot’ performance without the need to fine-tune the model for specific tasks (Brown et al., 2020; cf. Sanh et al., 2022, for demonstration of improved zero-shot performance after multi-task training).

The release of ChatGPT drew substantial media coverage and boosted the estimated value of OpenAI (Rudolph et al., 2023), which operates as a “capped profit” company (Brockman et al., 2019). While some of the media coverage has been aptly critiqued as “alarmist and sensationalist reporting” (Rudolph et al., 2023, p. 13), a growing number of academic articles have also started to explore the capabilities and implications of ChatGPT for education (e.g., Gilson et al., 2022; Susnjak, 2022; Tate, Doroudi, Ritchie, & Xu, 2023; Ventayen, 2023). A common concern identified in these discussions is ChatGPT’s capacity to generate ‘human-like’ essays that can evade plagiarism detectors (e.g., Ventayen, 2023; Yeadon et al., 2022) and its potential use for academic misconduct during online exams (Susnjak, 2022). Indeed, recent research suggests that GPT-3.5 can generate 300-word essays comparable to second year Physics students (Yeadon et al., 2022) and ChatGPT can generate correct answers for 42-64% of questions drawn from question banks used to prepare for the United States Medical Licensing Examination (Gilson et al., 2022; see also Bommarito & Katz, 2022, for related work on GPT-3.5 and multiple-choice questions provided by the USA National Conference of Bar Examiners).

Technological developments that challenge the integrity of written assessments are not unprecedented. For example, within the literature on automated essay scoring (AES; see Bai, Zawacki-Richter, Bozkurt et al., 2022, for review), Perelman and colleagues’ work on the Basic Automatic BS Essay Language (BABEL) Generator demonstrates how synthetic text can be generated to contain features often associated with high-scoring essays (see Perelman, 2020, for summary). However, while BABEL-generated text is deliberately nonsensical, ChatGPT can generate text that is difficult for humans to distinguish from that written by other humans (see Ippolito, Duckworth, Callison-Burch, & Eck, 2020, for related research with GPT-2).

The potential for AI-generated text to evade both human and automated systems for detecting plagiarism raises questions not only about the feasibility of using written work for assessment, but also about the purpose and function of essays (see Rudolph et al., 2023; Tate et al, 2023, Yeadon et al., 2022, for discussions). As Rudolph et al. (2023) note, in a potential future where students can submit AI-generated essays that are then automatically screened and scored by other AI tools, “a first AI circumvents a second AI and is assessed by a third AI. All that the humans do is press a couple of keys, and nobody learns anything” (p. 13). This perspective is an apt reminder that essays are not only assigned for the purpose of assessment, but also serve an important role in learning. Indeed, writing itself can be conceptualized as an opportunity to exercise and refine critical thinking skills (see Flower & Hayes, 1981; Kurfiss, 1988; for related discussions). How the practice of writing and its relation to critical thinking will change in the future depend on how tools like
AN EXAMPLE ESSAY GENERATED BY ChatGPT

We ran a brief probe of ChatGPT’s capabilities with the prompt “Write a 300-word essay on the ethics of AI with 3 references in APA format”. The output was a vague but passable essay, logically structured with three body paragraphs between an introduction and a conclusion (Appendix A). The content identified some relevant ethical concerns, including the potential for malicious uses of AI (see e.g., McGuffie & Newhouse, 2020), the risk of entrenching existing inequalities (see e.g., Hu et al., 2019; IEEE, 2019), and the implications of AI on human labor (see e.g., Frey & Osborne, 2013; but also, Coelli & Borland, 2019). However, the essay lacked in-text citations and all three references generated by ChatGPT contained inaccuracies. Other authors have previously observed that ChatGPT-generated references tend to be inaccurate or fictitious (e.g., Tate et al., 2023). Likewise, we found that “The ethics of artificial intelligence”, a highly cited chapter first published by Bostrom and Yudkowsky in 2014 was misattributed to “Green, T. R.”, and “The ethics of algorithms” does not seem to exist but was nonetheless attributed to “Sunstein, C. R.”. These author names may refer to Timothy R. Green and Cass R. Sunstein, both prolific and highly cited academics in the fields of agriculture and law, respectively.

The misattribution of authors and the ‘stitched-together’ composition of the references highlight an important facet of language models: that they do not (always) faithfully reproduce strings in the training data (cf. Carlini et al., 2021). Instead, language models predict sequences of words probabilistically based on patterns in the training data (Bender et al., 2021; Floridi & Chiriatti, 2020). Thus, it is possible that strings (e.g., authors, titles, and publishers) that appear more frequently in the training data are more likely to be represented in ChatGPT’s output (see Wei, Garrette, Linzen, & Pavlick, 2021, for related work). However, such a conclusion remains speculative and requires further analysis of ChatGPT-generated references.

From an educator’s perspective, learning to choose appropriate references and integrating ideas from different sources are important skills particularly in higher education. The ability to identify who stated what, how they stated it, and on what basis they stated it are all important components for engaging critically with research literature and tracking the development of different ideas. Thus, more work is needed to address whether these processes can or should be ‘offloaded’ to tools like ChatGPT and to explore the potential consequences of such offloading (see Risko & Gilbert, 2016).

From a broader perspective, amongst papers that do not focus solely on technical capabilities and potential applications, a common concern raised about technological development is what effect these technologies may have on people (Bender et al., 2021; Prabhakaran, Mitchell, Gebru, & Gabriel, 2022; Tuomi, 2018). In the case of language models, Floridi and Chiriatti (2020) note that their availability “represents the arrival of a new age in which we can now mass produce good and cheap semantic artefacts” (p. 690). These “cheap semantic artefacts” may be used dishonestly (Susnjak, 2022) or maliciously (McGuffie & Newhouse, 2020) to change the behavior of their human readers, or they may be used as learning opportunities to engage in critical thinking (Rudolph et al., 2023). Regardless of how they are used, the value of semantic artefacts depends on the value assigned to them by humans. As Bender et al. (2021) argue, “the human tendency to attribute meaning to text” (p. 618), combined with the ability of language models to reproduce biases in their training data, means that uncritical reading of synthetic text can further perpetuate inaccurate and harmful worldviews (see McGuffie & Newhouse, 2020, for a salient example). Therefore, it is vital that education sectors prepare students with the skills to engage critically with a world filled with both human- and AI-generated media.

THE ACTIVE ROLE OF STUDENTS IN AIEd

The discussions of how students may use or “misuse” generative-AI tools highlight the importance of student participation in the development of AIEd. In our previous work, we argued that “learners and teachers, the stakeholders who stand to be most affected by AIEd integration, need to be active participants in multi-
stakeholder discussions about how AI is integrated in education.” (Bai et al., 2022, p. 62). However, due to our initial goal of gathering educator perspectives, we did not discuss the role of students as an equally important strategy element (cf. Table 1). Indeed, multiple participants in preliminary focus-group discussions have highlighted this gap by raising the issue of student agency. Thus, this final section addresses the active role of students for the future of AIEd.

Research on the motivations of students engaging in plagiarism and academic misconduct is not new (see e.g., Bennett, 2005; Parntner, 2022). Indeed, Eaton, Stoessel, and Seeland (2022) have traced the industry of commercial contract cheating back to the 1930s. However, the availability of tools like ChatGPT makes the means of producing essays widely accessible and lowers the costs of time, money, and effort involved. As Yeadon et al. (2022) note “these tools essentially represent a wide spread democratization of paid essay writing services” (p. 9). Therefore, it seems pertinent to consider the value proposition for students tasked with written assignments. Specifically, what purpose does and should essay writing fulfill? If written assignments serve primarily as an assessment tool, students focused on extrinsic goals (see Krou, Fong, & Hoff, 2021) may perceive essay writing simply as an obstacle to obtaining good grades. In contrast, if essays serve as opportunities for students to exercise critical thinking and receive meaningful feedback, students may perceive writing to be an important skill to practice. Ultimately, if we want to understand how students will use ChatGPT and other AI tools, we need to engage students in participatory research (Prabhakaran et al., 2022) and allow them space to share their perspectives. Nevertheless, it is up to institutions and educators to make the value of writing explicit and to engage students in collaborative relationships (see Macfarlane & Tomlinson, 2017; for a critical discussion).

The release of ChatGPT has led to very different responses across different institutions (Rudolph et al., 2023) with some calling for further development in AI tools capable of detecting synthetic text (Susnjak, 2022). However, such an adversarial approach may result in a ‘cat-and-mouse game’ between students and institutions, in which learning is relegated below the goal of countering the latest tool used by the other side (see Perelman, 2020). The legal challenge that resulted in the Garante (2021) decision provides just one example of such an outcome. AlgorithmWatch (2020) report another case in which, despite student protests, the Danish Ministry of Education implemented an exam monitoring software for online high-school exams. In response, a student gained access to the underlying code and shared details for bypassing the system (Schou, 2019). While acknowledging the importance of ensuring assessment integrity, these challenges to institutional decisions demonstrate students critically engaging with their world (hooks, 2010) and highlight the importance of consulting with students before implementing AIEd tools.

Institutional decisions regarding AI tools also have implications for the relationship between students and the teachers tasked with assessing their learning. Adversarial and ‘policing’ approaches could degrade trust and disrupt the practices of teaching and learning. In contrast, Rudolph et al. (2023) makes a compelling case for “an approach that builds trusting relationships with our students in a student-centric pedagogy and assessments for and as learning rather than solely assessments of learning” (p. 13). While the most suitable approach is likely to differ across different contexts and cultures, the cases of generative AI and digital-proctoring tools considered above highlight the importance of actively involving students in the integration of AI in education.

CONCLUSION

In the present project, we use future-planning methods to explore the opportunities and risks of integrating AI in education (see Bai et al., 2022). However, such an approach relies on ongoing engagement with a diverse range of perspectives (Prabhakaran et al., 2022). We concluded our previous work by acknowledging that “the visions of possible futures presented here are neither complete nor objective” (p. 63). While the present paper re-examines and extends our discussion in light of the Garante (2021) decision and the release of ChatGPT, our original conclusion remains true. Our visions of possible futures remain incomplete and the collaborative activities involved in shaping the future of AIEd require ongoing, multi-stakeholder dialogue between legal scholars (e.g., Bincoletto, 2021), computer scientists and AI ethicists (e.g., Bender et al., 2021; Prabhakaran et al., 2022), educators (Zawacki-Richter et al., 2019), and students.
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The Ethics of AI is a growing area of concern as artificial intelligence continues to develop and become more prevalent in our society. AI has the potential to change the way we live, work, and interact with the world in profound ways, but it also raises a number of ethical questions about its impact on our lives and the way it is used.

One of the main concerns about AI is that it has the potential to be used for malicious purposes, such as cyber attacks, hacking, and mass surveillance. As AI becomes more advanced, it will become easier for individuals or organizations to use it to carry out harmful activities without detection. This is why it is important to ensure that AI is developed and used in an ethical and responsible manner, with strong privacy and security measures in place to prevent abuse.

Another area of concern is that AI has the potential to be biased and perpetuate existing inequalities in society. For example, if an AI system is trained on biased data, it may make biased decisions that discriminate against certain groups of people. It is crucial to ensure that AI is developed in a way that is transparent and accountable, and that it is tested and validated to avoid perpetuating existing biases.

Lastly, there are also concerns about the potential job losses and other economic impacts that may result from the widespread adoption of AI. While AI has the potential to greatly increase productivity and efficiency, it may also lead to widespread job losses as machines replace human workers. This is why it is important to think about the ethical implications of AI and ensure that its benefits are distributed fairly.

In conclusion, the ethics of AI is a complex and important area of discussion. To ensure that AI is developed and used in an ethical and responsible manner, it is crucial to consider its potential impacts on privacy, security, and the distribution of its benefits. By considering these ethical questions and working to develop AI in an ethical and responsible way, we can ensure that its benefits are realized while minimizing its potential harm.
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