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1. Introduction

While measuring in education and psychology, latent structures that cannot be directly observed (academic success, anxiety, etc.) are mainly studied. Making inferences about latent structures is possible by answering the items that are indicators of the relevant construct. Tests or scales are created for this purpose by combining items that measure the same construct. Two fundamental theories are used in the development of tests and scales. These are Classical Test Theory (CTT) and Item Response Theory (IRT). Both approaches assume that the measured construct is continuous. In CTT, the extent to which an individual has the measured characteristic can be found by averaging an infinite number of measurements. The observed score, which shows the performance of the individual in the test, consists of the differences between the individuals (true scores) and the error arising from the interaction between the respondents and the items. Since scale-independent measurements could not be obtained in CTT, the concept of reliability became prominent. Reliability shows the level of errorless in each measure, ranging from 0 to 1 (Bock & Gibbons, 2021).

CTT assumes that true scores in one measurement tool are independent of errors; errors in one measurement tool are independent of true scores in another measurement tool; and errors in one measurement tool are independent of errors in another measurement tool (de Ayala, 2009). Since the above-mentioned weak assumptions are likely to be met in the CTT, it may be preferred when developing a scale or test in the literature. However, it is not possible to examine the model-data fit in CTT. In addition, CTT requires normal distribution for polytomous items. In practice, it is not always possible to ensure normality (Hambleton et al., 2011).
Although scales are developed based on CTT or IRT, similar processes are used in the scale development process. These are scale conceptualization, scale construction, scale tryout, item analysis, and scale revision (Cohen & Swerdlik, 2018). While the observed scores of the people are the focus in the CTT, the items are the focus in the IRT (de Ayala, 2009). In other words, while the scores that individuals get from each item in the CTT are summed, inferences are made about the traits of the individuals based on correct or incorrect answers specific to the items in the IRT (Baker, 2001). This situation differentiates the item selection process in CTT and IRT. Ensuring the invariance of item statistics is considered an essential factor in the emergence of IRT. In addition, the advantages of IRT in computerized adaptive test applications, coping with missing data, and test equating have enabled the theory to create a wide area of use (Hambleton et al., 2011).

The traits of individuals answering different test forms can be compared through IRT (Crocker & Algina, 2008). Unlike CTT, when IRT is used, person and item characteristics become independent of one another. Moreover, person and item statistics can be placed on the same scale through IRT (de Ayala, 2009). Although IRT has solid mathematical models, it also requires strong assumptions (Hambleton et al., 2011). One of the IRT assumptions is that the measured construct is unidimensional, while another is local independence (Crocker & Algina, 2008). Unidimensionality means that the participants have only one dominant trait that explains test performance. Unidimensionality can be studied through techniques such as Stout’s Test of Essential Unidimensionality (DIMTEST), residual analysis in unidimensional models, eigenvalues, or parallel analysis. Local independence means that the participants’ answers to one item do not create clues to other items or affect their answers in a good or bad way. Yen’s (1984) Q3 statistics are frequently used to analyze local independence (DeMars, 2010; Hambleton & Swaminathan, 1985). In addition to those mentioned above, model-data fit can also be considered an assumption. In studies based on IRT, it is seen that the authors mainly examine the item fit but do not focus enough on the model-data fit. Many techniques can be used to ensure model-data fit. These are $X^2$ and $G^2$ analysis, $-2\log$likelihood value, AIC, and BIC values (DeMars, 2010). It should be noted that the inferences made will be incorrect if the assumptions mentioned above are not met.

IRT provides researchers with the probability of answering the item correctly for each individual at each ability level. The item characteristic curve is drawn through these probability and ability levels. In the item characteristic curve, the y-axis shows the probability of answering the item correctly, and the x-axis shows the ability. The item characteristic curve makes inferences about item difficulty and discrimination. The slope at the midpoint of the item characteristic curve indicates item discrimination, while the point where the item is on the ability scale indicates item difficulty. The Joint maximum likelihood (JML), conditional maximum likelihood (CML), and marginal maximum likelihood (MML) methods are used to estimate item parameters. Although the item and ability parameters are estimated together in the JML method, there may be cases where the estimations are inconsistent. Although the CML method solves this problem by determining the likelihood function of the answer vector over the total score, it is only applicable for 1PLM. On the other hand, MML adds a likelihood function to the ability distribution, mostly assuming a normal distribution, thus separating the item parameter estimation from the ability parameter estimation. Bayesian methods with marginal distribution can be used in cases where the above methods based on maximum likelihood do not yield logical values or cannot make parameter estimations. On the other hand, Markov chain Monte Carlo (MCMC) methods use Bayesian methods in more advanced IRT models (Meijer & Tendeiro, 2018).

The answers given to the items in the IRT are used to estimate the abilities of the individuals by using the item characteristic curves. Abilities theoretically range from minus infinity to plus infinity but are generally in the range of -3 to 3. Typically, the average of the abilities is 0, the standard deviation is 1, and an increase in the value means that the ability has increased (Baker, 2001; Hambleton et al., 2011). There are three approaches used in the estimation of ability parameters. These are maximum likelihood (ML), maximum a posteriori (MAP), and expected a posteriori (EAP). It determines the point where the ML function is maximum and defines it as theta. The Newton-Raphson method is mainly used to determine the maximum point. A common variant of ML is MAP, which is a Bayesian approach. An additional curve representing the population is used in the theta estimation with MAP. Another variant, EAP, uses the weighted average value in the function instead of the Bayes modified curve (Thompson, 2009).

IRT models were developed for items scored in two categories as 1/0 (e.g., multiple-choice items in academic achievement tests) and items scored in more than two categories (e.g., open-ended items, Likert-type scales) (Reckase, 2009). Although normal ogive models were predominant in the early studies in IRT, they were later...
replaced by logistic models. Logistic models scale using a constant ($D=1.7$) to eliminate scale differences (Hambleton et al., 2011).

Three logistic models are frequently used for dichotomous items. These are one-, two-, and three-parameter logistic models that use a cumulative logistic distribution function based on an item characteristic curve (Crocker & Algina, 2008). While the two-parameter model (Birnbaum, 1957, 1958a, 1958b) includes item discrimination ($a$ parameter) and difficulty parameters ($b$ parameter), item discrimination is considered equal in one-parameter models (Rasch, 1960). It can be stated that the $b$ parameters vary between -3 and 3, and the increase in the $b$ parameter indicates that the item is becoming more difficult. The aforementioned parameter of an item that can be qualified as good varies between 0.40 and 2.50 (Hambleton et al., 2011). In the two-parameter model (2PLM), the ability level with a correct answer probability of 0.50 is defined as item difficulty. The equation of the three-parameter models (Lord & Novick, 1968) includes, in addition to 2PLM, another parameter related to the probability of giving the correct answer by chance. The third parameter ($c$) shows the probability of people with a very low ability to correctly answer the item. The reason for considering the third parameter is that individuals who know one or more of the options are wrong can give the correct answer by choosing from the remaining options after eliminating them (Bock & Gibbons, 2021). The three-parameter model (3PLM) is preferred in situations with a probability of giving a correct answer by chance, such as multiple-choice and true-false items. If the probability of giving a correct answer by chance is negligible, then it would be more appropriate to prefer 2PLM. This is because complex models can produce more inaccurate results. 2PLM is often used in short answer items scored in two categories. If the item discrimination change is negligible in the 2PLM, then a one-parameter model (1PLM) should be used. Although 1PLM can be used in narrow psychological testing, it can be problematic in educational testing. A special case of 1PLM is the Rasch model. In the Rasch model, the discrimination parameter is assumed to be 1 for all items. It is known that the Rasch model was developed on longitudinal intelligence tests (Crocker & Algina, 2008; Hambleton et al., 2011).

Polytomous IRT models establish item-person interaction for items containing various categories. The categories mentioned may belong to a Likert-type scale [such as strongly disagree (1), disagree (2), neutral (3), agree (4), and strongly agree (5)] or maybe scoring categories of a composition. The critical point here is that the scoring should not be in the form of true/false (1/0). Since items scored polytomous provide more psychometric information about structures, it can be understood why they have become popular in recent years (Ostini & Nering, 2011). However, polytomous IRT models are more complex and have been created with different perspectives besides providing more psychometric information. In addition, it has not yet been developed as much as dichotomous IRT models (Hambleton et al., 2011). In particular, the category threshold points associated with the parameters reveal differences between the models. Although they have the same numbers and types of parameters, the models differ from each other (Ostini & Nering, 2011). Therefore, the Partial Credit Model (Masters, 1982), the Generalized Partial Credit Model (Muraki, 1992), the Graded Response Model (Samejima, 1969, 1972), the Rasch Rating Scale Model (Andrich, 1978, 1988), and the Nominal Response Model (Bock, 1972), there are many polytomous IRT models.

Threshold points are critical in understanding polytomous IRT models. When a person's ability exceeds the threshold, they are scored in a different category. If it does not pass the next threshold point, this failure is included in the probability of responding to the following category (Ostini & Nering, 2011). Although there are many models for polytomous IRT models, the two most commonly used models are GRM and GPCM. Samejima's (1969) GRM is an extension of 2PLM for ordinal polytomous items. In GRM, each category has the same discrimination value, so the model is called homogeneous. In GRM, the $b$ parameter is the ability level at which the probability of responding to a particular category is 0.50 or higher. There are as many threshold parameters as one less number of categories in the GRM. This is because the threshold parameter, where the probability of responding to the categories is 1.00, cannot be estimated (Hambleton et al., 2011).

Similarly, the GPCM model is an extension of the 2PLM, and unlike the GRM model, it directly calculates the probability of responding to a category through the ability function. In GRM, however, indirect estimation is used in two stages. In GPCM, as in GRM, the difficulty parameters are not ordered from smallest to largest. PCM is an extension of 1PLM, and the discrimination of all items is fixed in the model. The model can be used if the model-data fit is achieved (Hambleton et al., 2011).
In scale development studies, factor analytical techniques are used when deciding whether to remove items from the scale or keep them on the scale. It can be seen that exploratory factor analysis is mainly used in scale development studies based on CTT (Kaya-Uyanık et al., 2017). However, factor analysis generally has a more suitable structure than IRT (Whittaker & Worthington, 2016). Two-parameter normal ogive models and unidimensional factor analysis models are equivalent to each other in data scores with two categories. In addition, equivalence was obtained in polytomous models, ordinal and non-ordinal categorical data (Takane & de Leeuw, 1987). There is a relationship between factor analysis and IRT; both are important for scale development. In addition, the concept of reliability is classically taught and examined in CTT. When the items are removed from the scale, the change in the reliability coefficient is reviewed. In IRT, on the other hand, item and test information functions can be seen as an alternative to classical reliability and standard error. The standard error of the measurement is used to determine the accuracy of the measurement process for any ability level in IRT. In addition, each item's effect on the test's overall accuracy is evaluated. Thus, by combining the items in different tests in different ways, an idea about reliability can be obtained without applying the test (DeMars, 2010; Hambleton & Swaminathan, 1985). For reliability in IRT, there are also concepts of marginal reliability and test reliability. While the marginal reliability coefficient is based on expected information functions, IRT test reliability uses item response functions (Andersson & Xin, 2018).

It can be stated that reliability, item, and ability parameters can be estimated accurately when the sample size is sufficient in IRT (DeMars, 2010). When the literature is examined, it is seen that large-scale development studies are carried out with IRT. However, it is thought that it is essential to investigate the scale development studies in IRT since IRT has strong assumptions and researchers do not have as much knowledge of IRT as CTT. Whittaker and Worthington (2016) state in their research that IRT may not be used due to the lack of quantitative knowledge of counselors, difficulty in accessing IRT software, or insufficient understanding that confirmatory factor analysis and IRT require unique models and estimation techniques. As the mentioned research supports the argument presented in the current study, the current study gains importance in terms of providing information about how to scale development with IRT should be.

In a study examining scale development studies based on CTT in Turkey (Kaya-Uyanık et al., 2017), the articles were reviewed using 17 criteria. The results showed that only one of the 57 articles met all the requirements. Kaya-Uyanık et al. (2017) stated that exploratory and confirmatory factor analysis are generally not used together and that the number of items in the item pool is usually not 2-3 times the number of items in the final scale. Information about the scoring of the scales is often not included. Çüm and Koç (2013) examined 29 large-scale development studies. Çüm and Koç (2013) discovered that on average, 67% of the scale development steps (such as the purpose of scale development, drawing the theoretical framework, locating behavioral indicators, deciding on the scale development technique, determining the response category, pre-pilot and pilot studies, performing statistical analysis, and conducting validity and reliability studies) were followed, and 40% of the scale development principles (such as obtaining permission) were followed. As can be understood from the studies above, it is seen that scale development does not comply with the criteria presented in the literature, even in a theory where assumptions such as CTT are not challenging to provide. More problems will likely arise in scale development for a theory with solid assumptions such as IRT. In addition, although many evaluations of scale development studies based on CTT in Turkey, an assessment based on IRT has not been found in the literature. It is thought that the reasons mentioned add originality to this research.

In this context, we mainly sought answers to the following research questions: Did studies use IRT methodology in scale development research in the Republic of Turkey?

- Conduct exploratory and confirmatory factor analysis?
- Check for irt assumptions?
- Estimate and interpret item parameters correctly?
- Examine item and test information functions?

2. Methodology

In this study, we systematically reviewed scale development research in Turkey that used the IRT methodology. Researchers select and compile studies that contribute to a particular area based on certain selection criteria in a systematic review. They extract the related meta-data, choose the appropriate research
method, analyze and report the emerging meta-data, and provide evidence for making clear inferences about what is known and unknown (Denyer & Tranfield, 2009). While in systematic reviews generally, the aim is to analyze statistics obtained from reviewed studies with the meta-analysis technique (Petticrew & Roberts, 2008). However, sometimes narrative summaries can be used due to heterogeneity in the studies (Hemingway & Brereton, 2009). In this study, we used narrative summaries to report item response theory in scale development research.

2.1. Article Selection Procedure
To find IRT based scale development research conducted in Turkey, we searched Google Scholar and other national databases with the following keywords: “örtük özellikler teorisi” AND “ölçek geliştirme” (n=20), “örtük özellikler kuramı” AND “ölçek geliştirme” (n=23), “madde tepki kuramı” AND “ölçek geliştirme” (n=125), “madde yanıt kuramı” AND “ölçek geliştirme” (n=8), “örtük özellikler teorisi” AND “ölçek uyarlama” (n=4), “örtük özellikler kuramı” AND “ölçek uyarlama” (n=2), “madde tepki kuramı” AND “ölçek uyarlama” (n=42), “madde yanıt kuramı” AND “ölçek uyarlama” (n=2). We used three inclusion criteria: i) published articles in Turkey, ii) scale developed studies, and iii) scales developed with CTT but re-analyzed with IRT. We used three exclusion criteria: i) unpublished studies; ii) thesis or dissertation publications; and iii) comparison studies (e.g., item and ability estimation comparisons). So, we reached the total of 226 document. But we excluded 207 documents via exclusion criteria. In addition, some of the search results were duplicated papers. As of June 27, 2022, we examined 19 scale development studies published in Turkey and used IRT procedures (see Appendix 1). Seven of these studies used IRT to re-analyze scales developed with CTT (Aydın et al., 2017; Demirtaşlı et al., 2016; İlhan & Kınay, 2018; Karaca, 2017, 2019; Tatar & Ayhan, 2022; Toraman et al., 2022). The distribution of the reviewed studies by years is given in Figure 1.

![Figure 1. Distribution of Studies by Years](image)

The first study that used IRT for scale development was published in 2015. Approximately 85% of the studies were carried out in 2017 and after (Figure 1). Three reviewed studies used Multilog, four used the mirt package in R software, four used Parscale, two used IRTPro, one used Xcalibre, one used FACETS, and one used the eRm package to obtain parameter estimates. Three of the reviewed studies did not report the software of choice.

2.2. Data Analysis
We used various metrics to categorize and evaluate selected studies as follows: sample size, EFA and CFA reporting and evaluation, dimensionality and local independence reporting and evaluation, IRT model type, reporting and evaluation of model-and item-fit statistics, estimation method for item parameters, reporting and evaluation of item parameters, reporting of marginal and CTT reliability coefficients, reporting and evaluation of item and test information functions, the software used, and other article-specific contents. We used Microsoft Excel software to describe and visualize some of these criteria. Also, article-specific content was reported and evaluated individually.

2.3. Reliability and Validity of the Study
To standardize the article examination process, we developed an “article evaluation form.” First, we determined which properties should be examined in the articles. We used scale development procedures (Downing, 2006) to determine properties. Second, we created an article evaluation form. We received opinions
from two educational measurement and evaluation experts on the prepared form. In line with their opinion, we have made some modifications. Third, we select four articles randomly, and two of us evaluate those articles. We had precisely the same results evaluating those articles. Then, the remaining 15 articles were evaluated by two of us. In the evaluation process, we always keep in touch to ensure consistency.

Internal validity is related to the extent to which the research results correspond to reality (Merriam & Tisdell, 2016). We used an article evaluation form to examine articles, and our results can be said to meet the actual situations. So, we can say that the internal validity is sufficient. External validity is related to the generalizability of the results to other studies (Merriam & Tisdell, 2016). In terms of external validity, we generalize to all Turkey samples because we examine all of the published articles in Turkey. Our sample is the population, in reality.

2.4. Ethical

In this study, we followed all the rules of the “Higher Education Institutions Scientific Research and Publication Ethics Directive.”

Ethical Review Board Name: Adiyaman University Ethics Committee.
Date of Decision on Ethics Evaluation: April 26, 2021
Ethics Assessment Document Issue Number: 97

3. Findings

The findings are presented in the same order as the research questions posited in the introduction.

3.1. Examination of Studies in Terms of Exploratory and Confirmatory Factor Analysis

The sample size for each study is reported in Figure 2. Sample sizes of the reviewed studies ranged from 166 to 2223 (Mean = 779, Median = 519, SD = 596).

![Figure 2. Sample Sizes of the Studies](image)

Out of 19 studies, ten of them had a sample size of 500 or larger (see Figure 2). EFA was performed in 18 (94.73%) and CFA was performed in 12 (63.15%) of them.

Figure 3 presents the distribution of dimensional structure and the associated Total Explained Variance (TEV) statistics for the reviewed studies. Thirteen of the reviewed studies concluded that the factor structure was unidimensional (average TEV: 43.41%), whereas the remaining studies concluded that the factor structure was 2-dimensional (two articles, average TEV: 41.82%), 3-dimensional (two articles, average TEV: 59.25%), and 5-dimensional (one article, TEV: 44.42%). The total explained variance was not reported for the article, which concluded with a 4-dimensional factor structure.
3.2. Examination of the Studies in Terms of IRT Assumptions

Table 1 summarizes whether reviewed studies reported or checked IRT assumptions. Out of 14 studies, the unidimensionality assumption was checked in eight (42.10%), and the local independence assumption was checked in only six (36.84%). However, two out of 13 studies that did not check for local independence stated that local independence was also satisfied since unidimensionality was held. Eight (42.11%) of the reviewed studies examined model-data fit, whereas only 26.32% examined item-fit statistics. Six of the reviewed studies (31.58%) used GRM, nine of them (47.37%) used 2PLM, one of them (5.26%) used the Rasch model, one of them (5.26%) used the PCM model, and one of them did not report any IRT model. The studies that used the 2PLM model had polytomous items.

Table 1. IRT Assumption Check and IRT Models Used in the Reviewed Studies

<table>
<thead>
<tr>
<th>Reporting Status</th>
<th>Uni-dimensionality</th>
<th>Local Independence</th>
<th>Model-Data Fit</th>
<th>Item Fit</th>
<th>Utilized Models</th>
<th>f</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>8</td>
<td>42.11</td>
<td>6</td>
<td>31.58</td>
<td>8</td>
<td>42.11</td>
<td>5</td>
</tr>
<tr>
<td>No</td>
<td>11</td>
<td>57.89</td>
<td>13</td>
<td>68.42</td>
<td>11</td>
<td>57.89</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PCRM</td>
<td>1</td>
<td>5.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>GRM</td>
<td>6</td>
<td>31.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Rasch</td>
<td>1</td>
<td>5.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>1</td>
<td>5.26</td>
</tr>
</tbody>
</table>

Note: 2PLM = 2 Parameter Logistic Model, GPCM = Generalized Partial Credit Model, PCM = Partial Credit Model, GRM = Graded Response Model, - = not reported

3.3. Examination of the Studies in terms of Item Parameters

Table 2 summarizes whether reviewed studies reported parameter estimation methods and interpreted item parameters (notably, the discrimination or a parameter). Out of 19 studies, one (5.26%) reported the item parameter estimation method, and fifteen (78.95%) reported item parameters (three of them reported only a parameter) except for one of those reported item parameters that is also interpreted as a parameter.

Table 2. Reporting and Interpretation of Parameters

<table>
<thead>
<tr>
<th>Reporting Status</th>
<th>Parameter Estimation Method</th>
<th>Item Parameters</th>
<th>Interpretation of a parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>f</td>
<td>%</td>
<td>f</td>
</tr>
<tr>
<td>Yes</td>
<td>1</td>
<td>5.26</td>
<td>15</td>
</tr>
<tr>
<td>No</td>
<td>18</td>
<td>94.73</td>
<td>4</td>
</tr>
</tbody>
</table>
3.4. Examination of the Studies in terms of Item and Test Information Functions

Table 3 summarizes whether reviewed studies reported item and test information functions, the targeted ability level, test trimming based on IRT parameters (removing ill-functioning items), and reliability coefficients. Out of 19 reviewed studies, eight (42.11%) of them reported item information functions (though two did not provide any plots), nine (47.37%) of them reported the test information function, nine (47.37%) of them reported the target ability level for which the scale was most beneficial, eight (42.11%) of them reported marginal reliability coefficients obtained from the IRT procedures (Min = 0.85, Max = 0.97, Average = 0.92, Median = 0.93), and 12 (85.71%) of them reported CTT reliability coefficients (Min = 0.81, Max = 0.97, Average = 0.91, Median = 0.93).

Table 3. Information Functions, Item Selection, and Reliability

<table>
<thead>
<tr>
<th>Reporting Status</th>
<th>Item Information Function</th>
<th>f</th>
<th>%</th>
<th>Test Information Function</th>
<th>f</th>
<th>%</th>
<th>Appropriate Ability Levels</th>
<th>f</th>
<th>%</th>
<th>Drop Out Items with IRT</th>
<th>f</th>
<th>%</th>
<th>Marginal Reliability</th>
<th>f</th>
<th>%</th>
<th>CTT Reliability</th>
<th>f</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td></td>
<td>8</td>
<td>42.11</td>
<td></td>
<td>9</td>
<td>47.37</td>
<td></td>
<td>9</td>
<td>47.37</td>
<td></td>
<td>8</td>
<td>42.11</td>
<td></td>
<td>9</td>
<td>47.37</td>
<td></td>
<td>16</td>
<td>84.21</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>11</td>
<td>57.89</td>
<td></td>
<td>10</td>
<td>52.63</td>
<td></td>
<td>11</td>
<td>57.89</td>
<td></td>
<td>10</td>
<td>52.63</td>
<td></td>
<td>3</td>
<td>15.79</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Conclusion and Discussion

This study aims to review scale development research that used the IRT methodology in the Republic of Turkey. Using Google Scholar and national search engines, we accessed 19 studies. Studies are reviewed, summarized, and evaluated mainly based on their sample size, assumption check, IRT model type, reported fit statistics, and reliability coefficients.

The average sample size for the 19 reviewed studies was 779 (median = 519, SD = 596). However, in almost half of them (47.37%), the sample size was smaller than 500. Although these sample sizes are suitable for EFA and CFA (Comrey, 1988; Gorsuch, 1974), it is recommended to conduct an IRT analysis with a sample size of at least 500 (de Ayala, 2009; DeMars, 2010; Zanon et al., 2016). When the sample size is small, parameter estimates will be inaccurate. Moreover, ensuring the invariance of item and ability parameters will become difficult, which is stated to be an advantage of IRT over CTT.

Most (94.73%) of the reviewed studies conducted EFA, and twelve (63.15%) conducted CFA. Factor analysis is a frequently used method to examine the dimensional structure of the scales (Brown, 2015) and the unidimensionality assumption for the IRT analysis. Nonetheless, in some of the reviewed studies, factor analysis was performed after estimating IRT parameters (Tatar et al., 2018; Tatar, Namlı, et al., 2017; Tatar, Özdüoğlu, et al., 2017). Since factor analysis is used to check the unidimensionality assumption for the IRT analysis, it should be performed before obtaining IRT item parameters. Failure to validate the unidimensional factor structure and ignoring it affect the item parameter estimates (unless multidimensional IRT is used). For example, if the inter-factor correlation is relatively low for a scale with a two-factorial structure, the item discriminations obtained from CTT and IRT will be underestimated. An item will load more on one factor but less on the other. In this case, an item with high discrimination may accidentally be excluded from the scale. As a matter of fact, in about 32% of the reviewed studies, the unidimensional factor structure was not validated. Unidimensionality and local independence are two fundamental assumptions of the unidimensional IRT (de Ayala, 2009; Embretson & Reise, 2000; Hambleton et al., 1991). However, only about 68% of the reviewed studies sought evidence for unidimensionality, and only about 30% checked for local independence. When these two assumptions are not met, item parameter estimates and examinees’ scores will be biased (DeMars, 2010).

Some reviewed studies stated that since the unidimensionality assumption was met, the local independence assumption need not be checked (Karaca, 2017, 2019), but this practice is frowned upon (DeMars, 2010). DeMars (2010, p. 49) emphasized that the local independence and unidimensionality assumptions should be tested separately. Two items that may disrupt local independence (e.g., similar wording) can pass the unidimensionality test. Thus, unidimensionality and local independence assumptions should be tested separately. The Q3 statistic proposed by Yen (1984) can be used to test the local independence assumption,
and EFA or CFA can be used to test the unidimensionality assumption. One may consider a multidimensional IRT model when the unidimensionality assumption is violated.

Most (74%) of the reviewed studies did not check item fit statistics. For polytomous IRT models, $S-\chi^2$ (Orlando & Thissen, 2000), $G_2$ (McKinley & Mills, 1985), Bock’s $\chi^2$ (Bock, 1972), or Yen’s Q statistic (Yen, 1981) can be used to check item fit. In their report, LaHuis et al. (2011) reported that $S-\chi^2$ (Orlando & Thissen, 2000) and Stone’s $\chi^2$ (Stone, 2000) gave less erroneous results in the graded response model. Accordingly, the correct item fit statistics should be selected according to the IRT model. Nearly half of the reviewed studies had polytomous items (Aydın et al., 2017; Aydın & Çelik, 2016; İlhan & Kıknay, 2018; Tatar, 2020; Tatar et al., 2018; Tatar, Namlı, et al., 2017; Tatar, Saltukoglu, et al., 2017; Tatar, Özüdoğru, et al., 2017; Tatar & Ayhan, 2022), however, they used 2PLM or Rasch models. The IRT model should be selected based on the number of response categories (and whether those response categories are ordinal). Rasch, 1PLM, 2PLM, 3LM, or 4 PLM can be used for items with binary responses; RSM, GRM, PCM, or GPCM can be used for items with ordered polytomous responses, and NRM can be used for items with un-ordered polytomous responses. Also, multidimensional IRT models can be used with a multidimensional factor structure. The most appropriate IRT model for items with the same categories and structure could be decided by looking at the model-data fit. For example, for items with ordered polytomous responses, one of the RSM, GRM, PCM, or GPCM can be used (de Ayala, 2009). Among the reviewed studies, only Yaşar and Aybek (2019) compared GRM and GPCM and decided on the GRM based on superior model-data fit.

After choosing the appropriate IRT model, item parameters should be estimated. The item parameter estimation method was not reported in most of the reviewed studies (94.73%). Although Marginal Maximum Likelihood is frequently used in item parameter estimation, Joint Maximum Likelihood, Conditional Maximum Likelihood, and Bayesian Estimation methods are also used (Hambleton & Swaminathan, 1985). Along with the estimation method, item parameters should also be reported to guide researchers in removing ill-functioning items. The removal of items should be based on low discrimination and their location on the target ability level. At specific locations along the ability continuum, items may be clustered (removal of some may be justified) or sparse (adding some may be needed). Besides, items exhibiting Differential Item Functioning (DIF) can be modified or removed from the scale. Some of the reviewed studies removed items from the scale based on problematic IRT parameters (Demirtaşlı et al., 2016; Tatar et al., 2018; Tatar, Namlı, et al., 2017; Tatar, Saltukoglu, et al., 2017; Yaşar, 2019). In some of them, low-discriminating items were removed (Tatar et al., 2018; Tatar, Namlı, et al., 2017), and only Aybek and Gülleoglu (2021) additionally considered the removal of DIF-exhibiting items. None of the reviewed studies with polytomous items reported threshold values.

Choosing items based on item information function and weaving them along the target ability level is an advantage of using IRT. Leveraging the results of IRT analysis maximizes a scale’s validity beyond what could be accomplished via CTT analysis. About half (42.11%) of the reviewed studies reported item information functions, and about 53% reported test information functions. The item information function expresses how much information an item gives as a function of ability levels. For a binary item, the amount of information the item will provide is determined by the discrimination parameter ($a$). The ability level at which it will provide more information is determined by the difficulty parameter ($b$) (Hambleton et al., 1993). DeMars (2010) argued that item information functions obtained from polytomous items are not directly related to a parameter or category parameter (difficulties, steps, or thresholds). The test information function is the sum of item information functions (Hambleton et al., 1993). The test information function provides information on which location on the target ability continuum would produce more reliable test scores. In about half of the reviewed studies, it was not reported.

Besides, reporting standard errors along with item and test information functions is essential. When standard errors are reported, it may not be necessary to report the marginal reliability coefficient (DeMars, 2010). Moreover, per the Standards for Educational and Psychological Testing (AERA et al., 2014), reporting standard errors for different ability levels is recommended. Marginal reliability was not reported in nearly half (52.63%) of the reviewed studies. The majority of the reviewed studies (84.21%) reported CTT-based reliability estimates (CTT reliability > 0.70 for all).
5. Recommendations

To sum up, in this study, we reviewed IRT-based scale development research carried out in Türkiye. Although the IRT analysis processes in some of these studies were appropriate, some had essential shortcomings. For scholars embarking on scale development research using IRT methodology, we made several remarks as follows:

1. Ensuring a sufficient sample size: For IRT analysis, a sample size of at least 500 examinees is recommended (de Ayala, 2009; DeMars, 2010; Zanon et al., 2016). However, this may vary depending on the number of parameters and ability distributions in the model. Accordingly, DeMars’s (2010, p. 34-37) recommendations regarding the sample size for different IRT models can be examined.

2. The unidimensionality assumption: NOHARM (Fraser & McDonald, 1988), DIMTEST (Nandakumar & Stout, 1993; Stout, 1987), DETECT (Zhang & Stout, 1999), or factor analysis methods (parallel analysis (Horn, 1965), scree plot (Cattell, 1966), MAP analysis (Velicer, 1976), can be used to test unidimensionality. Results from multiple methods should be compared and reported whenever possible.

3. Local independence assumption: Yen’s Q3 statistics (Yen, 1984) can be used to check local independence. The sirt package (Robitzsch, 2017) in the R software (R Core Team, 2020) produces Q3 statistics when requested.

4. Selection of the appropriate IRT model: With binary items, Rasch, 1PLM, 2PLM, 3LM, or 4PLM can be used. One of the RSM, GRM, PCM, or GPCM can be used for ordinary polytomous items. For un-ordered polytomous items, NRM can be used. The corresponding multidimensional IRT model can be used for multidimensional structures. Along with the theory, model-data fit statistics should guide the model choice.

5. Examination of model and item data fit: Item fit statistics should be evaluated and reported along with the model-data fit statistics. DeMars (2010) argues that item fit is generally examined instead of model-data fit in IRT applications. For item fit, S-χ2 (Orlando & Thissen, 2000), G2 (McKinley & Mills, 1985), Bock’s χ2 (Bock, 1972), or Yen’s Q statistic (Yen, 1981) can be used. In addition to these statistics, other methods in the mirt R package (Chalmers, 2012) can be used for this purpose.

6. Item and ability parameter estimation reporting and interpretation: Although Marginal Maximum Likelihood is frequently used in item parameter estimation, Joint Maximum Likelihood, Conditional Maximum Likelihood, and Bayesian Estimation methods are also widely used (Hambleton & Swaminathan, 1985). For ability parameters, one of the maximum likelihood, expected a-posterior (EAP) or maximum-a-posterior (MAP) estimation methods, could be used (DeMars, 2010). However, reporting the method and software used in the analysis is important because different methods or software may produce different results. On the other hand, item parameters should be re-estimated and reported with the final item set (after item trimming). Baker (2001) suggests the following classifications for the a parameter: if a > 1.70, discrimination is very high; if 1.35 < a <1.69, it is high; if 0.65 < a <1.34, it is moderate; if 0.35 < a <0.64, it is low; if 0.01 < a <0.34, it is very low. Item parameters for polytomous models should be reported accordingly.

7. Reporting and interpretation of item and test information functions: Plots for an item and test information functions should be examined along with standard errors. The ability at which test information is maximized should be compared to the target ability level. Items should be woven or equally spaced along with the target ability level.
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**Appendix 1. List of Reviewed Articles**


Appendix 2. Article Evaluation Form

<table>
<thead>
<tr>
<th>Check List</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exploratory Factor Analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirmatory Factor Analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unidimensionality IRT Assumption Check</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local Independence IRT Assumption Check</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model-data Fit Check</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item Fit Checked?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item Parameter Estimation Method Report</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item Parameters Report</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-parameter Examination</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item Information Function Examination</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test Information Function Examination</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Targeted Ability Level Examination</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item Removal According to the IRT Parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marginal Reliability Report</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTT Reliability Report</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ability Parameter Estimation Method Report</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Questionnaire                                | Result |
---------------------------------------------|--------|
Used software for IRT analysis:              |        |
How many respondents are in the sample?      |        |
How many dimensions are in the scale?        |        |
How much is the total explained variance?    |        |
What is the marginal reliability coefficient value, if reported? |        |
What is the Classical Test Theory reliability coefficient value, if reported? |        |
What is the IRT model used?                  |        |