Formative Assessment Tasks as Indicators of Student Engagement for Predicting At-risk Students in Programming Courses
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Abstract. Previous studies have proposed many indicators to assess the effect of student engagement in learning and academic achievement but have not yet been clearly articulated. In addition, while student engagement tracking systems have been designed, they rely on the log data but not on performance data. This paper presents results of a non-machine learning model developed using ongoing formative assessment scores as indicators of student engagement. Visualisation of the classification tree results is employed as student engagement indicators for instructors to observe and intervene with students. The results of this study showed that ongoing assessment is related to student engagement and subsequent final programming exam performance and possible to identify students at-risk of failing the final exam. Finally, our study identified students impacted by the Covid-19 pandemic. These were students who attended the final programming exam in the semester 2019–2020 and who scored well in formative assessments. Based on these results we present a simple student engagement indicator and its potential application as a student progress monitor for early identification of students at risk.
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1. Introduction

Computer programming is a fundamental course in computer science and IT curricula and offered to students from other streams. However, it is widely accepted that computer programming language course is difficult one for novice students (de-la-Fuente-Valentin, Pardo, & Kloos, 2013) (Ali & Smith, 2014) and which affects enrollment and retention for computer science and IT programs (Luxton-Reilly, et al., 2018). Recently, due to COVID-19 pandemic, face-to-face learning moved to e-learning, which in turn
potentially reduced the interaction between teachers and students. As such, there is much discussion about web-based learning. Notably, educators are looking for ways of using data captured and collected via these technologies for measuring student engagement, in order to develop effective instructional interventions to reduce the dropout and failure rates. Student engagement is a key to student achievement and retention (Phan, McNeil, & Robin, 2020). Several studies have been carried out to determine the factors for measuring student engagement (Bond, 2020; Jeongju Lee, 2019). In addition, student progress monitoring systems have been developed to use such indicators for assessing the effect of engagement in student performance (Nagy, 2016; Henrie, pHalverson, & Graham, 2015). However, most of these engagement monitoring systems rely on student demographic and or learning management system access data but not on performance data. In addition, the factors that serve as student engagement indicators have not yet been clearly articulated and the term engagement is used differently in various contexts. The anecdotal evidence from our teaching staff in computer programming has suggested that, on average only 65% of students enrolled attend the final exam. Furthermore, 77% of students who attended the final exam pass the course. As such, the need to identify students who are not engaged and who need support is crucial for instructors to provide timely interventions before they fully disengaged from studies.

Hence, the objective of this study is to develop a student bi-weekly student engagement indicator model based on student ongoing formative assessment performance for introductory programming courses. Our interest in such a study was prompted by the increasingly prevailing presence of students entering our first-year programming courses from different streams, and the need to develop inclusive teaching strategies to prompt student use of self-regulated learning strategies in programming courses. In addition, this study was motivated by the need for reporting student ongoing assessment progress and performance as indicators of student engagement to support the continuous process of learning. Assessment tasks play vital role in student learning and impacts student performance (Veerasamy, D’Souza, Apiola, Laakso, & Salakoski, 2020). Notably, the results of ongoing formative assessment tasks reveal “a qualitative insight about students learning rather than a score” (Shepard, 2005). In addition, poor or incomplete assessment scores is a sign of disengagement and at risk of dropping out. Furthermore, ongoing assessment results have the potential to identify students who are disengaged in learning (Tempelaar, Rienties, & Giesbers, 2015).

Therefore, this study includes performance in ongoing assessment tasks as key factors for measuring student engagement and to identify at-risk students before final programming exam. Our study uses the following independent variables to measure student engagement in learning programming: homework and demo exercise results during the first eight weeks of the semester. Consequently, we pose and address the following research questions (RQs):

**RQ1.** Is student performance in ongoing assessment tasks related to student engagement and subsequent final programming exam performance?

**RQ2.** Is it possible to propose the student performance in ongoing assessment tasks as a student engagement indicator and as a predictor to identify at-risk students of final programming exam?
Towards addressing these questions, this article is organized as follows. The learning analytics background presents how understanding and examining learning data foster student learning skills. The literature review section presents studies conducted around student engagement and significance of formative assessment tasks in student engagement. The research method section describes the research methodologies used in this study to find the answers for our research questions, including the details about the course. The data analysis and results section present the findings of the study, which we discuss in depth in discussion section. The conclusion and future work (including educational implications) summarises our findings and presents limitations. Finally, the educational implications section presents the contribution of our findings to education including how to develop a more innovative reporting that depicts student engagement over a time period in a variety of visual forms.

1.1. Learning Analytics Background

Learning analytics (LA) is a composition of set of techniques and algorithms used to measure, collect, analyse and to report results on collected data about learners and their contexts, in order to directly support instructors and students (Pardo, 2014). LA is an emerging field that seeks to answer the questions raised around teaching and learning towards enhancing aspects of learning. Educational technologies such as Moodle, ViILLE, and Blackboard to support student learning have offered opportunities to gain insights into teaching and learning via LA (Zhang, Ghandour, & Shestak, 2020; Veerasamy, D'Souza, Apiola, Laakso, & Salakoski, 2020; Hamil, 2020). Higher educational institutions use such analytics data to understand and address student success, retention and graduation rates. There has been research conducted on student learning data to identify patterns of learning behaviors with little human intervention for actionable intelligence to support students within the shortest possible time frame. (Aldowah, Al-Samarraie, & Fauzy, 2019; Liz-Dominguez, Rodriguez, Nistal, & Mikic-Fonte, 2019). However, LA is a moral practice and should be focused on understanding rather than measuring. That is, “how effectively should these results be further mined to provide insights into teaching and learning” Hence, the objective of this study is to develop a student engagement indicator model to provide detailed information about each student’s ongoing assessment performance for introductory programming courses.

2. Literature Review

2.1. Indicators of Student Engagement

Engagement is the quality of effort students themselves cognitively pursue with their educational activities, which contribute directly to desired learning outcomes (Grocacia, 2018). Student engagement is central to academic success in education (Murray, 2018). Engagement is positively linked with academic achievement and student satis-
The reviews of literature on student engagement listed various dimensions of engagement as indicators. They are; behavioural engagement (attend lectures, active participation), emotional engagement (interest, enjoyment, and satisfaction), cognitive engagement (mental effort, goals, and expectations), academic and performance engagement (meets or exceeds assignment requirements, time invested in learning and assessment tasks, assessment task scores and grades). Several studies have examined the impact of engagement on student achievement, attrition, retention, motivation and institutional success (both face-to-face and e-learning) (Curtis R Henrie, 2015; Jeongju Lee, 2019). For example, Kanaparan et al. examined the relationship between emotional engagement and student performance in introductory programming courses. They found a positive correlation between enjoyment and student performance, and enjoyment can be considered as indicator of student engagement for introductory programming courses (Kanaparan, Cullen, & Mason, 2019).

Similarly, several studies have explored the value of different data sources as inputs to measure student engagement in multiple courses. These inputs included lecture attendance, number of submissions, number of clicks, number of visits, number of lecture/assessment tasks downloads, number of posts in discussion forums and more. Grey et al. conducted a study on measuring lab attendance and student engagement in computer science and reported that attendance has no significant impact on student engagement (Grey & Gordon, 2018). Hussain et al. developed a predictive model using various machine learning algorithms with student log data, the highest education level attained, final results, and assessment scores, as inputs to predict low-engagement students, and the relationship between student engagement and course assessment scores. They identified that the number of clicks on a homepage, content and student discussion forums are significantly related to student engagement (Hussain, Zhu, Zhang, & Abidi, 2018). Henrie et al. explored the relationship between student activity log data from learning management system (LMS) identified that LMS log data may be used to identify students who need support. However, LMS log data may not be used as a proxy to measure student cognitive and emotional engagement (Henrie, Bodily, Larsen, & Graham, 2018). Azcona et al. developed a predictive model to identify at risk students by using the number of submissions and virtual learning environment interaction logs as inputs to predict at-risk students in programming. However, the fail prediction confidence of the model was moderate (64.38%), and the model’s prediction results were heavily depended on the last lab exam data held at the end of the semester (Azcona & Smeaton, 2017). Most of these studies used behavioural and cognitive engagement factors only as prime indicators of student engagement, but not on course performance data. In addition, no previous studies have examined or listed a concrete inventory for use as possible indicators for measuring student engagement.

2.2. Student Engagement Tracking Systems

Student engagement tracking systems are used to report how students engage with their studies. The advent of the Internet and educational technologies has spawned
various types of student engagement systems for assessing and displaying student engagement. Moreover, analytics in student engagement has shifted the focus from predicting outcomes to displaying information about student engagement (Verbert, Duval, Klerkx, Govaerts, & Santos, 2013). This type of tracking systems uses LMS log data, utilisation of course resources, student attendance, assessment scores, behaviour monitoring, and classroom participation, to facilitate visualisation of student engagement (Hussain, Zhu, Zhang, & Abidi, 2018; Burnik, Zaletelj, & Košir, 2017; Basu, Lohani, & Xia, 2019). Most of these tracking systems use machine learning predictive modelling techniques. For example, Burnik et al. conducted a study to measure student engagement (attention) in the classroom using facial and body properties of student captured via Kinect sensor-based attention monitoring system as inputs, for predicting (predictive analytics) and visualising student engagement (Burnik, Zaletelj, & Košir, 2017). The review on most common data sources used in dashboard visualisations of student engagement stated that 50% of the dashboards use artefacts produced by learners; time log entries, test scores and self-assessments as indicators of disengagement for predicting at-risk students (Vytasek & Winne, 2020). However, these tracking systems have shortcomings:

(i) While they present student engagement to relevant stakeholders (student, instructor, course administrator), they do not provide adequate information about how a student is engaging.

(ii) The sensor reliability of such tracking systems is questionable as the sensor detection depends largely on orientation of human features and may produce erroneous results. Moreover, such sensor-based tracking systems use small subsets of features for training, to measure the prediction accuracy of student engagement.

(iii) The machine learning based predictive models used in tracking systems do not provide aspects of engagement that are problematic for stakeholders to understand. Most of these systems rely on student presage and LMS log entries but not on student performance data.

2.3. Formative Assessment Data as Indicators of Academic and Performance Engagement

Formative assessment (FA) is conducted by academics during a course, typically aligned with the course syllabus requirements. On the other hand, summative assessment is conducted at the end of the course to evaluate student final course performance. FA results reflect students’ incremental progress in learning. FA is aimed at stimulating and directing student learning and plays a significant role in the student learning process (Timmers, Walraven, & Veldkamp, 2015). Continuous FA data has predictive power of identifying disengaged students (Tempelaar, Rienties, & Giesbers, 2015). FA practices enhance student engagement related behaviours (Nichols & Dawson, 2012). Educators use formative assessment tasks such as homework to identify where students are struggling in programming to assist with, and to address their problems (Veeras-
Several studies have emphasised the importance of continuous FA tasks in the process of learning, engagement and achievement (Holmes, 2018; Hussain, Zhu, Zhang, & Abidi, 2018; Nguyen, Rienties, LisetteToetenel, Ferguson, & Whitelock, 2017). Holmes explored the monitoring of engagement through virtual learning environment to identify the impact of formative and summative assessment tasks on student engagement related behaviours. They reported that the adoption of low-stakes continuous e-assessments into a module increases student engagement (Holmes, 2018). Nguyen et al. found that computer-based assessment activities influence student pass rates (Nguyen, Rienties, LisetteToetenel, Ferguson, & Whitelock, 2017). Hussain et al. reported instructors can identify low-engaged students from early assessment scores (Hussain, Zhu, Zhang, & Abidi, 2018). These studies revealed that students who underperformed in formative assessment tasks showed signs of disengagement and potentially failed in the final exam.

In summary, as per the aforementioned sub-sections of this paper contributes the following about our study; (i) It attempts to develop a simple non-machine learning based model with explanatory predictor variables, selected based on the previous research findings. (ii) It adopts the simple classification tree analysis method (model) and confusion matrix table based statistical analysis to track students who are not engaged and may fail in the final exam. (iii) It proposes the student performance in ongoing assessment tasks (FAs in this context) as a student engagement indicator for any course with (continuous) formative assessments and a final exam. In addition, to our knowledge no previous study has sought to predict student engagement via a non-machine learning classification tree analysis using a confusion matrix table.

### 3. Research Methodology

The objective of this study was to identify and visualise students who were not engaged and not qualified to sit, or may fail, the final exam. The homework and demo exercise scores secured during the first two weeks through to eight weeks of the semester were used as source data for measuring student engagement, in order to identify potential indicators of student engagement and to predict students at-risk of failing the final programming exam. Data was collected from 391 students enrolled in the course *Introduction to Programming* over four autumn semesters (years 2016, 2017, 2018 and 2019). The model (Fig. 1) was created based on student performance in continuous FAs (homework and demo) as the context of student engagement. Table 1 presents the dataset collected for this study.

<table>
<thead>
<tr>
<th>Year/semester</th>
<th>2016</th>
<th>2017</th>
<th>2018</th>
<th>2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of students enrolled</td>
<td>93</td>
<td>94</td>
<td>102</td>
<td>102</td>
</tr>
</tbody>
</table>
The dataset collected for the years 2016–2018 was used to measure the student engagement and to identify at-risk of course failure via a classification tree analysis manually created (CTA), to respond to RQ1. The dataset collected for the year 2019 was then used as test data to answer RQ2. Data was collected via ViLLE and, MS-Excel and R software were used for statistical analysis.

3.1. Overview of the Course and Description of Student Engagement Variables

*Introduction to Programming* is taught using the Python programming language as a teaching vehicle. It is offered once a year to students from different disciplines. This course is presented in English and the assessment tasks are delivered and graded by the ViLLE-learning management system. The duration of the course is 12 weeks. The assessment tasks include homework, demo exercises, project work and final examination. The final exam is a hurdle and student must secure at least 50% to pass the course. The final course grade is calculated based on scores secured in a final exam and bonus points obtained via formative assessment tasks (homework and demo) and lecture attendance (Veerasamy, 2020).

**ViLLE**: It is a learning management system / e-learning tool mainly used to deliver, manage lecture notes, formative and summative assessment tasks for programming students (Veerasamy, Daryl D’Souza, & Laakso, 2018).
Homework exercises (HE): These are weekly formative assessment tasks distributed via ViLLE for students to practice and submit their answers electronically over a total of 10–12 weeks. The submitted answers for HE is automatically graded by ViLLE (Veerasamy, Daryl D’Souza, & Laakso, 2018).

Demo exercises (DE): The DE for Introduction to Programming was provided weekly for 10 weeks via ViLLE. Students prepare solutions for DE before attending the DE session and a few students are then randomly selected via ViLLE to demonstrate their answers in supervised classes. No marks are awarded for class demonstrations. However, students who complete the DE are instructed to enter their responses in designated (lecturer’s) computer to record the number of DEs completed. The marks for DE are calculated by ViLLE, based on their registered responses in the designated computer (Veerasamy, Daryl D’Souza, & Laakso, 2018).

Final exam (FE): This is an online summative assessment conducted using ViLLE at the end of the semester. As noted, FE is mandatory and to be eligible to sit for the FE students must previously have secured at least 50% in HE, 40% in DE, and expected to submit the project work before FE (Veerasamy, Daryl D’Souza, & Laakso, 2018).

The purpose of this study was to notify instructors and students about disengaged students who may at risk of failing the FE, based on their performance in FA tasks in the first eight weeks. So, this study used a simple method; CTA (manually created) that uses FA scores (HE & DE) secured during the first two weeks through to eight weeks of the semester. Fig. 1 illustrates the research methodology adopted for this study to measure and visualise student engagement, and to predict students at-risk of failing the final exam.

As shown in Fig. 1, The HE and DE data for the course was collected after two weeks, four weeks, six weeks and eight–twelve weeks of the years 2016, 2017, 2018 and 2019 used for student engagement indicator model development. The CTA method was created to evaluate and visualise disengaged/at-risk students based on assessment tasks performance in the first two weeks (Week 2), four weeks (Week 4), six weeks (Week 6), and eight–twelve weeks (Week 8) of the semester. In this study we defined students that did not submit in or secured <25% selected formative assessments (HE or DE) in the first two weeks, <=40% in the first four weeks and <=50% in the first six or eight–twelve weeks as disengaged and at-risk students of FE. On the other hand, students that secured >50% in HE or DE in the first two and four weeks, and >60% in the subsequent weeks of the course as engaged and not-at-risk students of FE. The decision tree split values (<=25%, 40%, 50% and 60%) were set based on our computer programming teaching staff suggestions. For example, as noted, student must secure at least 40% in DE and at least 50% in HE to sit for the FE. As such, we defined the decision tree split values to be in between 0%, 25%, 40% and 50% to identify who are not engaged.

In addition, to measure the classification accuracies of the model (Fig. 1) we used confusion matrix table (CMT) analysis to answer RQs. CMT is mainly used to compute prediction sensitivity, specificity in order to weigh the prediction accuracy of the developed models (Mueen. Zafar & Manzoor, 2016; Liao et al., 2019). Table 2 shows the skeleton of binary classification problem-based confusion matrix table used for this study.
Table 2
Confusion matrix table for performance measurement of CTA

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted by CTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not engaged</td>
<td>Red + Yellow (Not engaged)</td>
</tr>
<tr>
<td>Engaged</td>
<td>False negative</td>
</tr>
</tbody>
</table>

**True positive (TP):** In this study, the TP value represents the number of disengaged students (Red + Yellow) who are correctly identified by the CTA as at-risk students of FE failure.

**False positive (FP):** In this study, the FP value represents the number of engaged students (Green) who are not correctly identified by the CTA as not-at-risk students of FE failure.

**True negative (TN):** In this study, the TN value represents the number of engaged students (Green) who are correctly identified by the CTA as not-at-risk students of FE failure.

**False negative (FN):** In this study, the FN value represents the number of disengaged students (Red + Yellow) who are not correctly identified by the CTA as at-risk students of FE failure.

The disengaged and at-risk students of FE prediction accuracy (sensitivity) based on CTA results was measured by:

\[
Sensitivity = \frac{TP}{(TP + FN)}
\]

The engaged and not-at-risk students of FE failure prediction accuracy (specificity) based on CTA results was measured by:

\[
Specificity = \frac{TN}{(TN + FP)}
\]

The overall student engagement prediction accuracy was calculated as the number of correct predictions made by the CTA by the total number of actual values and multiplied by 100 to get the prediction accuracy.

**4. Data Analysis and Results**

The methodology (Fig. 1.) defined for this study posits that students who underperform in the ongoing FAs (HE and or DE) will be considered as disengaged students and may fail in FE. So, first we analysed the data collected for this study. Table 3 presents the initial results of data analysis.
As noted, in total, 391 students enrolled in 2016–2019 and of these 197 students received fail grade in introductory programming course. Notably, 130 students did not attend the FE in the period 2016–2019. The preliminary findings indicated that nearly 40%–50% students failed the course every year. In addition, 102 students enrolled in the year 2019 and of these nearly 50% of students did not attend the FE in the year 2019 (Table 3) and this was addressed in discussion section.

As noted, one of the objectives of this study was to measure student engagement based on student performance in ongoing FAs during the semester. So, we used CTA on 2016–2018 data to answer RQ1. Table 4 presents the total number of disengaged, not fully engaged, and engaged students based on their performance in ongoing continuous assessment tasks in Week 2–Week 8 of the period 2016–2018.

In total, 289 students enrolled in an introductory programming course for the years 2016–2018. Of these, 141 students did not complete the course with a passing grade. Our CTA results show that on average 84% of students who identified as disengaged (Red) in the first eight weeks received a fail grade in the course. Similarly, 54% of students that partially engaged (Yellow) in assessments task completion during the first eight weeks did not receive pass grade in the course. On the other hand, on average, nearly

### Table 3
Number of students failed the course in the years 2016–2019

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of students enrolled</th>
<th>Number of students failed the course [did not attend + secured &lt;50 marks in FE]</th>
<th>Number of students Failed in FE (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016</td>
<td>93</td>
<td>19 + 27 = 46</td>
<td>49.46</td>
</tr>
<tr>
<td>2017</td>
<td>94</td>
<td>26 + 11 = 37</td>
<td>39.36</td>
</tr>
<tr>
<td>2018</td>
<td>102</td>
<td>35 + 23 = 58</td>
<td>56.86</td>
</tr>
<tr>
<td>2019</td>
<td>102</td>
<td>50 + 6 = 56</td>
<td>54.90</td>
</tr>
<tr>
<td>Total</td>
<td>391</td>
<td>197</td>
<td>50.38</td>
</tr>
</tbody>
</table>

### Table 4
Student engagement in formative assessment tasks results (Week 2–Week 8) of the period 2016–2018

<table>
<thead>
<tr>
<th>2016–2018</th>
<th>Red</th>
<th>Not engaged</th>
<th>FE Fail</th>
<th>Prediction accuracy (%)</th>
<th>Yellow</th>
<th>Not fully engaged</th>
<th>FE Fail</th>
<th>Prediction accuracy (%)</th>
<th>Green</th>
<th>Engaged</th>
<th>FE Fail</th>
<th>Prediction accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Week 2</td>
<td>64</td>
<td>52</td>
<td>81.25</td>
<td></td>
<td>81</td>
<td>43</td>
<td>53.09</td>
<td></td>
<td>144</td>
<td>46</td>
<td>68.06</td>
<td></td>
</tr>
<tr>
<td>Week 4</td>
<td>76</td>
<td>63</td>
<td>82.89</td>
<td></td>
<td>15</td>
<td>9</td>
<td>60.00</td>
<td></td>
<td>198</td>
<td>69</td>
<td>65.15</td>
<td></td>
</tr>
<tr>
<td>Week 6</td>
<td>95</td>
<td>79</td>
<td>83.16</td>
<td></td>
<td>28</td>
<td>16</td>
<td>57.14</td>
<td></td>
<td>166</td>
<td>46</td>
<td>72.29</td>
<td></td>
</tr>
<tr>
<td>Week 8</td>
<td>104</td>
<td>91</td>
<td>87.50</td>
<td></td>
<td>28</td>
<td>13</td>
<td>46.43</td>
<td></td>
<td>157</td>
<td>37</td>
<td>76.43</td>
<td></td>
</tr>
<tr>
<td>Average prediction accuracy:</td>
<td>83.70%</td>
<td>54.16 %</td>
<td>70.48 %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
71% of students who identified as engaged in formative assessment tasks (Green) pass the course (Table 4).

To answer RQ1, we aggregated the results of disengaged and partially disengaged (Red + Yellow) to identify the relation between student performance in FAs, engagement and final programming exam results. Fig. 2 presents the results of disengaged students (Red + Yellow) that failed in FE in the period 2016–2018.

Nearly 67% of students that not fully engaged in the first two weeks assessment task completion failed in FE. Similarly, on average, 70% of students that were identified as disengaged in Week 6–Week 8 did not pass the FE. However, only 51% of students that not engaged in the first four weeks of assessment task completion failed in FE. This should be further analysed.

To confirm the validity of the aforementioned results we used confusion matrix table (CMT) based statistical analysis. The prediction results (Table 4 and Fig. 2) were evaluated based on CMT computed via R coding to answer RQ1 and to proceed for testing it on 2019 data. That is, student performance in ongoing FA tasks is related to student engagement and subsequent final programming exam performance. Table 5 shows the CMT results of student engagement for the period 2016–2018.

The CMT results for Week 2 data revealed that 67% (sensitivity) of students who secured low scores (<=50%) in FAs failed in FE. However, the CMT results of CTA based
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**Table 5**
CMT results on CTA based model for the period 2016–2018

<table>
<thead>
<tr>
<th>Week</th>
<th>Overall prediction accuracy</th>
<th>Sensitivity (Red + Yellow) (disengaged)</th>
<th>Specificity (Green) (engaged)</th>
<th>95% of CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Week 2</td>
<td>66.78</td>
<td>67.38</td>
<td>66.22</td>
<td>61.03–72.19</td>
</tr>
<tr>
<td>Week 4</td>
<td>69.55</td>
<td>51.06</td>
<td>87.16</td>
<td>63.89–74.80</td>
</tr>
<tr>
<td>Week 6</td>
<td>74.39</td>
<td>67.38</td>
<td>73.83</td>
<td>68.95–79.33</td>
</tr>
<tr>
<td>Week 8</td>
<td>77.51</td>
<td>73.76</td>
<td>81.08</td>
<td>72.75–82.19</td>
</tr>
</tbody>
</table>
on first four weeks of assessment task performance data shows that, only 51% of students who secured \(\leq 50\%\) in FAs failed in FE. It should be further analysed. On the other hand, on average, nearly 71% of students that secured low scores in Week 6–Week 8 failed in FE. Similarly, on average, 77% of students that secured high scores during Week 2–Week 8 in the FAs identified as engaged pass the FE. These results imply that there is a relation between student performance in ongoing assessment tasks, student engagement and on subsequent FE performance. Hence, we tested the model (Fig. 1) on 2019 data for generalisation. Fig. 3 presents the CTA results for the year 2019.

The CTA on 2019 data yielded mixed results. On average, 79% of students that were identified as disengaged (Red) based on FA performance in the first on first two / four / six / eight weeks of the semester 2019 failed in FE. However, on average only 30% of students that were identified as partially engaged (Yellow) in Week 1–Week 8 assessment task completion failed in FE. Similarly, 49% of students (on average) those identified as engaged (Green) failed in FE despite secured good scores in FAs (Fig. 3). We also applied CMT statistical analysis on CTA results of 2019 to confirm the validity of the CTA results. Table 6 presents the CMT results for the year 2019.

Our CMT based statistical results revealed that the overall student engagement prediction accuracy on identifying student engagement is 56%. Similarly, the average of disengaged and at-risk student of FE prediction accuracy (sensitivity) is poor (35%). On the other hand, the average of engaged and not-at-risk student of FE failure prediction accuracy is high but with many false negatives (82%). As the CTA and CMT statistical results on identifying disengaged and engaged students on 2019 data were not significant, we reanalysed 2019 FE results against FAs performance. We found that in total, 56 students did not pass FE in 2019. Of these, 50 students did not sit the
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**Fig. 3.** CTA results of student engagement for the year 2019.
FE. Moreover, nearly 27 students (out of 50 students who did not attend the FE) that secured high scores in FAs during the semester and identified as engaged (Green) (from Week 2 through Week 8) did not attend the FE. So, we initiated a 45-minute discussion meeting with a lecturer of the course and the outcomes of meeting were addressed in discussion section.

5. Discussion

The main objective of this study was to develop a bi-weekly student engagement indicator based on ongoing assessment tasks performance and subsequently to identify students that need support for better teaching interventions. We analysed the data set of the semesters 2016–2019 extracted from ViLLE for selected programming course. We used formative assessment performance data to measure student engagement in learning programming and to identify student at-risk of FE. To answer our RQs we used the statistical CTA (Fig. 1) and CMT (Table 2).

The CTA results of 2016–2018 revealed that students who underperform in assessment tasks or low engagement in assessment task completion (Red) may skip or fail in the FE (84%). Similarly, students that complete assessment tasks or high engagement (Green) in assessment task completion may pass the FE (71%). These results suggest that formative assessment scores leave signs of disengagement (Table 4).

The CMT results on measuring student engagement and identification of at-risk students yielded good results and answered RQ1. The overall prediction accuracy results of Week 2–Week 8 (2016–2018) suggest that it is possible to measure student engagement based on ongoing FAs results (Table 5). The confusion matrix results for disengaged and at-risk students of FE prediction (sensitivity) produced good results (67%: Week 2 and 74%: Week 8) with a small downward spike (51%: Week 4) over the period of 12 weeks. Similarly, the results of specificity also had gradual increase in identifying engaged and not-at-risk students of FE failure (66%: Week 2 and 81%: Week 8) with a small downward spike (74%: Week 6). The decline in Week 4 (sensitivity: 51%) and Week 6 (specificity: 74%) student engagement results should be further analysed. Hence, these results answered our RQ1. The CTA and confusion matrix based statistical results imply that learning is dynamic so, there is a need to measure student engagement throughout the course period to track disengaged students in order to provide academic support before

<table>
<thead>
<tr>
<th>2019</th>
<th>Overall prediction accuracy</th>
<th>Sensitivity (Red + Yellow) (Disengaged)</th>
<th>Specificity (Green) (Engaged)</th>
<th>95% of CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Week 2</td>
<td>54.9</td>
<td>28.57</td>
<td>86.96</td>
<td>44.74–64.78</td>
</tr>
<tr>
<td>Week 4</td>
<td>54.9</td>
<td>30.36</td>
<td>84.78</td>
<td>44.74–64.78</td>
</tr>
<tr>
<td>Week 6</td>
<td>54.9</td>
<td>37.29</td>
<td>79.07</td>
<td>44.74–64.78</td>
</tr>
<tr>
<td>Week 8</td>
<td>58.82</td>
<td>44.64</td>
<td>76.09</td>
<td>48.64–68.48</td>
</tr>
</tbody>
</table>
they fall. Furthermore, these findings support the conclusion arrived at by Tempelaar et al., Hussain et al., and Carolis et al. (Tempelaar, Rienties, & Giesbers, 2015; Hussain, Zhu, Zhang, & Abidi, 2018; Carolis, D’Errico, Paciello, & Palestra, 2019).

As noted, the CTA and CMT results of 2019 produced mixed results. The statistical results of CTA based model (Fig. 1) of the year 2019 showed that it is possible to predict disengaged and at-risk students of FE based on student performance in selected FAs (Fig. 3). In particular, the results of disengaged (Red) during Week 2–Week 8 implies that students who did not complete or secure low scores in FAs would fail in FE (79% average). Moreover, these results support the presence of an association between student performance in ongoing assessment tasks, student engagement, and subsequent performance in the final exam (RQ1). However, the results relating to identifying partially disengaged (30% average) and engaged (Green: 49% average) produced insignificant results. Similarly, the CMT results of 2019 produced insignificant results (Table 6). On average, the overall prediction accuracy on measuring student engagement was 56% only. In addition, the results of sensitivity (35% on average) did not support the statement “Student performance in FAs leaves signs of disengagement in learning”. On the other hand, the engaged and not-at-risk students of FE failure prediction accuracy (specificity) yielded significant results (82% on average) in identifying engaged students. However, nearly 49% of students who completed and secured high scores in FAs throughout the semester did not attend the FE. Hence, we reanalysed the FE results of 2019 and had a meeting with the lecturer who taught that year. The outcomes were:

(i) The FE for the autumn semester 2019 was conducted four times (two times in December 2019, end of January 2020, and in the first week of March 2020). As noted earlier, in total 52 students only attended the FE in 2019. Of these, 46 students attended the FE in December 2019.

(ii) The course had many exchange students (numbers not known at time of writing).

(iii) Due to Christmas and New Year 2020 many students opted to take the FE after January 2020 but failed to register due to the Covid-19 issue.

(iv) There were no changes to lecture content, but more exercises were added for DE.

These findings prompted speculation that Covid-19 pandemic might have prevented students from attending the FE despite attaining good scores in selected FAs and identified as engaged (Green); this should be further analysed. Despite these mixed results, the results of identifying disengaged and at-risk students (Red) of 2016–2019 implies that student performance in formative assessments may be used as indicators to measure student engagement. Furthermore, the CMT results of 2016–2018 endorse the importance of formative assessments in identifying disengaged and at-risk students of FE.

In addition, from these results the following points emerged. First, formative assessments are designed to evaluate student learning outcomes. However, it is important that instructors take responsibility for utilising analytics tools to shape student outcomes, by monitoring and evaluating student learning outcomes. Furthermore, it assists them to identify which students need support to focus on relevant activities. Second, the results for the period 2016–2018 and the year 2019 provide an answer to RQ2 which is reiter-
ated here: “Is it possible to propose the student performance in ongoing assessment tasks as a student engagement indicator and as a predictor to identify at-risk students of final programming exam?” As we concluded earlier, student engagement in continuous assessment tasks does influence student engagement in learning and academic performance (Table 4 and Table 5). Based on the past research findings (Veerasamy, 2020) and results of our study we present a sample screenshot of the student engagement/student progress indicator based on FA performance after two weeks. Fig. 4 illustrates the results of CTA based model (n = 15 in random as an example).

Finally, “How might a CTA based model (Fig. 1) adopted for this study deployed for other courses, if the goal of the instructor is to identify students who are not engaged and or at-risk of course failure?” The research methodology and results of this study may be used by instructors to measure student engagement in other courses. For example, the results of CTA based model may be used in other programming and non-programming courses that use ongoing formative and continuous summative assessment tasks and a final exam, if the goal of the instructor is to measure student engagement and to predict students at-risk of course failure.

6. Conclusions and Educational Implications

Our study involving the use of a CTA and a confusion matrix table showed that results of ongoing assessment tasks (2016–2018) present symptoms of disengagement in studies and may be used as student engagement indicators to identify students who need support. The course lecturer’s report on disengaged and at-risk students of FE prediction accuracy
results of 2019 gave rise to speculation that the Covid-19 pandemic may have impacted students’ decisions on attending final programming exam. This needs further analysis.

Our study has some limitations. First, the results were derived from simple a CTA and applied to a specific university course. Second, the results of 2019 did not sufficiently support to a generalization of our findings. Third, we used the first eight weeks of assessment results but, as noted earlier, learning is dynamic. Hence, the results of CTA should be visualized from Week 1 onward and until the end of the course lecture period; this would enable early interventions before at-risk students become disengaged from their studies. This process should be continued every two weeks till the end of the semester. Fourth, this study did not use predictive modelling based on machine learning algorithms, a consideration to be pursued in a future study. Finally, this study did not use the other student engagement factors such as, login data, lecture attendance, and boredom to measure student engagement.

Despite these limitations, the results of this study provide evidence that student performance in ongoing assessments may influence student engagement and subsequent summative assessment performance. Therefore, we intend to seek answers to the following research questions: “What kind of report visualization would help instructors to understand the level of student engagement in learning to focus on related supporting activities?” “How might instructors use the results of student engagement to shape student learning outcomes?” Educators face constant challenges in utilizing such tracking tools for providing timely feedback, amidst the increasing demands and expectations of students. Finally, some instructors were not able to interpret the meaning of graphical representation of data provided via these tools. Hence, we plan to conduct further research in visualization and the challenges faced by educators on using student progress monitoring tools.

The aforementioned limitations aside, our findings contribute to education in the following ways. First, it is possible to measure student engagement in learning and categorize on the basis of continuous assessment task performance. Second, identifying student engagement levels (disengaged, not fully engaged, engaged) may assist instructors to track students’ academic progress for decision-making and to predict students who are academically at-risk stage. Third, student engagement and learning analytics go hand in hand together. As such, utilizing learning analytics for tracking student engagement may be useful to find its relationship with learning and academic achievement. For example, in this study we proposed a simple student engagement indicator (Fig. 4) for instructors to track student engagement in ongoing assessment tasks to enhance active learning. Fourth, we used “measurement and reporting of performance data about learners” to evaluate student engagement, which is a subset of learning analytics. It can be further extended for prescriptive analytics to connotate something more than traditional performance statistics. Finally, today’s learning environments have radically shifted from traditional to interactive, and more online oriented. So, developing student progress tracking systems with feedback may assist instructors to implement learning analytics tools to get actionable data for analysis in order to serve meaningful results to students. However, researchers suggest data served by instructors to students should not discourage them from learning. Therefore, instructors should take responsibility to utilize student engagement indicators/tracking systems properly to shape student outcomes.
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