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Summary
In this article, Rachel Abenavoli, Natalia Rojas, Rebecca Unterman, Elise Cappella, Josh Wallack, and Pamela Morris argue that research-practice partnerships make it possible to rigorously study relevant policy questions in ways that would otherwise be infeasible.

Randomized controlled trials of small-scale programs have shown us that early childhood interventions can yield sizable benefits. But when we move from relatively small, tightly controlled studies to scaled-up initiatives, the results are often disappointing. Here the authors describe how their partnership with New York City’s Department of Education, as the city rapidly rolled out its universal pre-K initiative, gave them opportunities to collect experimental and quasi-experimental evidence while placing a minimal burden on educators.

They argue that this type of research can answer the most pressing ECE questions, which are less about whether ECE can make a difference and more about the conditions under which early interventions are effective at scale. They offer three recommendations for researchers, policy makers, and practitioners who are considering partnership work: build a foundation of trust and openness; carefully consider whether rigorous causal research or descriptive research is the right choice in a given situation; and be flexible, seeking opportunities for rigorous research designs that may already be embedded in early childhood education systems.
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Despite decades of research and substantial public investment in early childhood education (ECE), there is still a wide gap between education research and education practice. What happens in classrooms and school districts isn’t always based on the latest research evidence, and research studies aren’t always designed to solve key problems of practice or yield information with direct implications for practitioners or policy makers. Although tightly controlled research studies such as randomized controlled trials produce the strongest evidence of programs’ efficacy, findings from these studies—though methodologically rigorous—aren’t always relevant to fully scaled local systems with broader priorities, unique constraints, and large, diverse populations to serve. Research-practice partnerships (RPPs) are a promising approach to make education research more relevant because they help align the focus of research and the needs and priorities of practitioners and policy makers. They also provide unique opportunities to rigorously evaluate program models at scale and draw clear, causal conclusions about programs’ effectiveness in local contexts.

This article describes the development of co-designed studies conducted in the context of a multiyear partnership between researchers at the Steinhardt School of Culture, Education, and Human Development at New York University (NYU) and early education leaders in New York City’s Department of Education (DOE) after the city began an ambitious reform: an effort in just two short years to turn a preschool system that served about 19,000 children into one that served about 70,000. In the initial phase of our partnership, our teams developed capacity and infrastructure to monitor the rapid expansion of Pre-K for All, as the program is called. NYU brought existing research evidence and descriptive data to bear on the city’s important policy questions, and the DOE shaped the emerging research agenda by identifying priorities, sharing information and data, and building internal capacity for collecting and using data. Building on this critical early work, regular communication across our teams, and a foundation of trust established in the early years of the partnership, we’ve developed a research agenda to test a core component of the system: the Pre-K for All professional learning (PL) model for supporting program quality. Our jointly designed research studies focus on the city’s high-priority questions using a range of rigorous methods that yield causal, actionable evidence about PL and its effects on classroom processes and child outcomes. By working together to rigorously answer questions of high practical relevance as the programs are being implemented at scale, our partnership aims to generate the kind of information that is useful to policymakers and researchers in the city and beyond to best support the learning and development of young children through prekindergarten at scale.

**Embedding Rigorous Evaluations in Systems at Scale**

Prekindergarten, on average, can improve children’s academic and social outcomes, at least in the short term. But its effects vary as a function of program quality. Developmentally appropriate classroom curricula and teacher PL are hallmarks of high-quality prekindergarten programs, and program quality is associated with gains in children’s school readiness skills. As in other disciplines, randomized controlled trials meet the highest standards of scientific
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rigor and provide the strongest evidence of effective approaches. Several tightly controlled evaluations have shown that specific curricula targeting math, literacy, or social-emotional skills, together with aligned support for teachers, lead to changes in teaching practice and children’s skills in the targeted domains. Using randomized trials to document programs’ efficacy is a critical step in translating research to practice, but there’s a large discrepancy between the magnitude of impacts produced by programs tested in relatively small, tightly-controlled studies and those produced by national, state, or district-wide programs implemented at scale in the real world. This discrepancy may be due in large part to differences in program implementation and support (for example, less frequent or less intense coaching, more variable implementation in the classroom), either because programs are too costly for districts to fully implement across an entire system or because the initial developers lack the capacity to support large-scale dissemination of programs in their original form. The gap between impacts produced in efficacy trials and those achieved at scale could also be due to differences in population (for example, differences among the children served, the teachers doing the implementing, or the coaches supporting them) or even to unintended negative consequences (for example, program quality that is poor or inequitably distributed at scale), especially if rapid scale-up outpaces the capacity to support dissemination.

Given the disconnect between impacts documented in smaller efficacy trials and impacts produced at scale, we need research that can provide clear, causal, and actionable answers about how to create high-quality, large-scale prekindergarten programs. Randomization is the gold standard for evaluating program impacts, but when evaluating fully scaled programs already in operation, the advantages associated with randomization must be balanced against practical considerations. Experimental research designs are challenging to embed in large, complex systems, and randomization may be difficult for a number of reasons, including infeasibility, competing priorities, or concern about withholding potentially effective approaches from sites or children who need them. For example, certain research designs may not be possible or ethical in districts committed to offering prekindergarten to all children or PL opportunities to all teachers, or when program implementation is already well under way. Or districts may decide to target services to specific subgroups or allow individuals to opt in to programs when capacity and resources are limited, rather than mandate policies or specific curricula across a large and diverse system. These choices may represent the best decisions from a policy perspective, but they may limit research opportunities and preclude traditional randomized designs.

An RPP offers a unique opportunity to navigate the challenges of evaluating large prekindergarten systems, embed rigorous research designs at scale, and answer policy-relevant questions. Factors that characterize RPPs—such as frequent and regular communication, a foundation of trust, and commitment to a shared vision and long-term collaboration—pave the way for research and policy partners to find research solutions that align with district priorities and constraints while maximizing the rigor with which research studies are designed and conducted. In contrast to university-led research projects, where practice and policy partners may have only
a small role in planning, research-practice partnerships are well-positioned to recognize hidden opportunities for research that may otherwise be missed, to make small adjustments to existing processes that may be neutral for policy but beneficial from a research perspective, and to quickly identify challenges and their solutions.

Our multiyear partnership between NYU researchers and DOE leaders overseeing Pre-K for All shows how RPPs can maximize methodological rigor when evaluating programs and policies at scale. We’ve worked in a large, complex system with unique priorities and constraints to take advantage of existing opportunities for research (such as capitalizing on randomization that has already occurred) and embed new opportunities that increase our ability to draw clear, causal conclusions about program impacts (for example, by making slight adjustments to assignment processes). Our recent work seeks to answer policy-relevant causal questions about PL, a key component of the system expected to support program quality and therefore child outcomes. To generate useful information to advance practice and policy, we’ve sought methodological approaches that could answer our high-priority questions, were feasible to embed in the existing system, and met standards of scientific rigor that would permit causal inferences and contribute to early childhood education science.

History and Evolution of the Partnership

New York City’s is the largest school district in the nation, serving 1.1 million students from prekindergarten through 12th grade. Pre-K for All represents a commitment to providing free, full-day, high-quality prekindergarten to every four-year-old in the city, and it is arguably one of the most swiftly and broadly deployed educational policy initiatives in the nation. In just two years, the DOE hired thousands of new teachers and more than tripled the number of children in preschool, from 19,000 students in 560 programs before the 2014 rollout to about 70,000 children per year in over 1,500 sites starting in 2015–16. To expand as rapidly as it did, Pre-K for All built on an existing (though decentralized) public and private early childhood system. Today, Pre-K for All serves about 60 percent of its students through programs in community-based organizations (called New York City Early Childhood Centers or NYCEECs) that contract with the DOE; the remaining programs are in district schools and DOE-created prekindergarten centers. All are held to the same quality standards, are integrated across data platforms for functions such as child enrollment and screening, are assessed similarly for program quality, and are offered the same PL opportunities and onsite coaching.

The NYU-DOE partnership began in the spring of 2014 when the city announced the Pre-K for All expansion. Soon after the announcement, NYU faculty gave a briefing on the state of ECE research to the city, and they were invited to collaborate with the DOE and the mayor’s office. NYU then raised resources to capitalize on the first 12 months of implementation as an opportunity to monitor the expansion (for example, through descriptive analyses and data visualization; see below) and build a foundation for data collection, data-based decision-making, and research. At all phases, the NYU team provided technical assistance to the DOE—for example, by supporting the use and interpretation of data and
bringing prior research to bear on issues of policy and practice. At the same time, the DOE involved NYU in developing key decision-making processes and discussing the possibilities and constraints in bringing prekindergarten to scale. Over time, NYU’s role shifted from key resource for the city’s expansion to partner in conducting research.

In 2014–15, the first year of the partnership, the NYU team supported the DOE’s efforts to launch Pre-K for All, helping the city take the pulse of the rapidly developing system. The DOE opened and licensed centers, hired teachers, and reached out to families to tell them about and help them sign up for Pre-K for All. Simultaneously, the DOE expanded its use of data for decision-making, built its own data team internally, and created a system of data collection and review that could support prekindergarten quality. The city also invested in a large-scale study of the program, led by the private research firm Westat, to learn from parents, administrators, DOE staff, and others about how the program was perceived and to get an early read on how children were faring across the city in the new system. NYU worked closely with Westat in this first year, helping to develop and administer tablet-based assessments of children’s school readiness. The NYU team also created maps that combined key neighborhood characteristics, the location of Pre-K for All expansion sites, and child assessment data. Presenting this information visually allowed us to identify “hot spots,” such as neighborhoods where children were most academically at risk. It also supported quality assurance and helped the DOE deploy its resources strategically. And the city was able to answer such questions as “Do Pre-K for All classrooms and sites vary widely in the extent to which they serve children at greatest socio-demographic, academic, and behavioral risk?” and “Are the gains made by children during their Pre-K for All school year similar to or different from other large urban school systems?” This work together laid the foundation for the partnership.

In the partnership’s second year, 2015–16, we made a coordinated effort to align Pre-K for All’s quality infrastructure with research-based practice, using methods appropriate for a large and diverse system. NYU reviewed the research to help the DOE develop research-based quality standards and select evidence-based PL tracks or program models that were aligned to those quality standards (we discuss this process in more detail below). We also worked together to construct a data-based decision-making process to assign the sites to tracks and to allocate onsite coaching support (for example, how often sites would receive support and whether the coach would be an instructional coordinator, a social worker, or both). Our two teams communicated regularly via weekly phone calls, periodic in-person meetings, and frequent emails, and our partnership grew stronger.

In 2016–17, the partnership’s third year, the NYU and DOE teams worked closely to develop observational and survey-based measures of teacher practice to guide implementation of the PL tracks. The NYU team also received funding from the Foundation for Child Development to provide information on the teacher workforce (see the article in this issue by Jacqueline Jones). As part of this work, NYU examined how teachers with different training and experience were distributed across the city and collected data on teachers’ formal PL (training and coaching), informal PL (advice networks), and work climate (satisfaction,
support, and stress) to identify barriers and opportunities for bringing PL to classrooms.

Technical assistance, descriptive information, and data visualization were critical in the initial phase of the partnership, when the city’s priorities included monitoring the Pre-K for All expansion and deciding how best to allocate support and resources. But as the city’s chief concerns shifted from understanding the Pre-K for All landscape toward testing and strengthening components of the system, our research questions shifted from descriptive to causal. Given that PL is one of DOE’s key supports to help Pre-K for All sites improve program quality, we jointly developed a set of research questions that focused on how PL affects teachers and children. We turn now to that work and our efforts to embed rigorous evaluations of PL in the system.

**Embedding Rigor to Evaluate Professional Learning**

As we said above, in its early phase the partnership developed a differentiated PL system that supports all prekindergarten teachers and leaders. Because needs vary among leaders and teachers and from site to site, the city decided to offer multiple PL options, called “tracks,” each year. This approach better meets the needs of a large and diverse population and increases buy-in among program leaders and teachers, who have disparate training, experience, and interests. Each year, each site is assigned to one of several tracks, each with its own theme or focus. The first track to be introduced, in 2015–16, was NYC Pre-K Explore, which integrates the evidence-based math curriculum Building Blocks with interdisciplinary Units of Study that the DOE developed to support children’s higher-order thinking and problem-solving.12 It evolved from discussions in the early phase of the partnership, when the DOE and NYU together reviewed evidence-based models to support children’s learning. Three other tracks were introduced in 2016–17:

- **NYC Pre-K Thrive**, in which sites learn evidence-based strategies to support children’s social-emotional development, grounded in research on the evidence-based family engagement intervention ParentCorps;13
- **NYC Pre-K Create**, an arts-based approach that integrates visual art, dance, theater, and music into instruction to promote learning and engagement; and
- **NYC Pre-K Inspire**, now called Teaching Team Learning Communities, which focuses on topics aligned to the district’s quality standards (for example, creating a positive classroom culture, engaging children in meaningful activity) that support instructional goals for early childhood education.

Each year, Pre-K for All program leaders and teachers attend three to four full-day PL sessions tied to their tracks. All sites also get onsite support from an instructional coordinator and/or a social worker; the frequency of visits and the makeup of the support personnel (that is, instructional coordinator, social worker, or both) depends on the site’s needs. Explore sites also receive coaching designed to support implementation of Building Blocks and
its integration with the Units of Study, and Create sites work with a teaching artist to support implementation in the classroom.

Today, much of the partnership’s work focuses on which approaches are effective and for which outcomes. We’re not trying to find out whether prekindergarten “works” relative to no prekindergarten. Research along those lines wouldn’t tell the DOE what it needs to know to operate a system in which all four-year-olds are guaranteed a prekindergarten seat and all teachers participate in some form of PL. Instead, we’re working to understand the implementation and impacts of different PL approaches with distinct theories of change and targeted outcomes for teachers and children. This focus can not only help the DOE refine and strengthen its system in New York, but also contribute to early childhood education more broadly.

In an ideal world, we might randomize prekindergarten sites to different models of PL, which would give us useful causal evidence about how the models affect the desired outcomes. But with the system already fully scaled and well under way, simple randomization of children or sites to PL tracks isn’t always feasible or consistent with the DOE’s other principles or priorities. The DOE has prioritized choice in Pre-K for All as a way to meet the needs of its large and diverse population of about 70,000 prekindergarten children in over 1,800 sites. To increase access and equity for all children, families can apply to prekindergarten anywhere in the city, no matter where they live. At the same time, site leaders’ preferences are strongly weighted in the algorithm the DOE uses to place sites in PL tracks; this aligns with the DOE’s stance that differentiating PL by both needs and interests will maximize the benefits for teachers, and that having a choice in the PL assignment process will increase buy-in and implementation quality on the part of leaders and teachers. This is a sensible approach from a policy standpoint, but given the possibility of selection bias, it makes it harder to conduct research that permits strong causal inference. The strongest test of a program model is one that compares individuals who receive the program with individuals who don’t receive the program who are equivalent before the program begins (and this is what randomization ensures); if different kinds of sites or families make different kinds of choices about what PL to receive or what prekindergarten program to attend, the assumption that teachers and children are equivalent from the start may not hold. Because traditional randomized designs are at odds with the city’s commitment to choice, we’ve worked together to identify and/or embed randomization in the existing Pre-K for All choice processes, rather than impose a separate research design.

A Natural Experiment: The Explore Evaluation

As the DOE shifted in 2016 from expanding to strengthening the system, we had a series of conversations to map out new research efforts. Together, we decided to focus on how Pre-K for All’s PL system affected outcomes at the setting level (for example, what changes do we see in teacher practices and classroom quality?) and to focus on the Explore PL track, the first track launched by the DOE. As we planned this work, we explored potential experimental and quasi-experimental designs (that is, designs in which researchers simulate a randomized controlled trial by identifying treatment...
and control groups, even though true randomization didn’t occur) that would meet our dual goals of using rigorous methods and honoring the city’s emphasis on choice. This emphasis on choice was (and continues to be) reflected in the DOE’s PL track assignment process: before the 2016–17 school year, the DOE developed a systematic method for assigning prekindergarten sites to the four PL tracks based on criteria that included the tracks’ limited capacity (that is, for certain tracks, there is a maximum number of sites that can be served each year), program leaders’ preferences among the PL tracks, and the sites’ needs. Sites’ needs were determined by factors such as the proportion of children at the site who were from high-poverty neighborhoods or living in temporary housing. Given the selection factors (preference and need) that could contribute to track assignment, it was critical to carefully shape our evaluation to circumvent these factors at the design stage or address them through our sampling or analytic approach.

We first considered the gold standard for causal research—random assignment of sites to PL tracks. Because only a limited number of slots were available in three of the PL tracks (Explore, Create, and Thrive), the DOE’s assignment algorithm was designed to randomly assign sites to tracks if certain conditions were met (for example, if the number of sites wanting to participate in a given track and meeting other criteria exceeded the number of slots remaining). We considered whether we could capitalize on this randomization for the Explore evaluation but determined that doing so wouldn’t be possible in the 2016–17 school year. Although some randomization occurred, too few sites were randomized for this approach to give us an adequate sample size. In addition, although the process for assigning sites to tracks was data-based and systematic, it was also multidimensional and complex. Thus it didn’t easily lend itself to a research design used successfully in other evaluations where children above a clear cutoff receive an intervention (for example, children born before a certain date can enroll in prekindergarten) and are compared to similar children just below the cutoff who don’t receive the intervention (this is called a regression discontinuity design).

Although these options weren’t feasible, in the process of working closely together to develop our research plans, we discovered a hidden natural experiment of the sort frequently used in educational, economic, public health, and policy research. Natural experiment refers to an instance when two otherwise identical groups are affected differently by an event that is unrelated to either the treatment or the outcome and is outside of the researchers’ control. Because a natural experiment mimics random assignment, it can answer causal questions while avoiding some of the practical and ethical challenges inherent in experimental research at scale.

The natural experiment we uncovered was the lucky result of a delay in decisions about funding the Explore PL track; the delay occurred due to factors outside the strict control of the DOE, NYU, and the programs themselves. When it came time to assign sites to PL tracks, the DOE didn’t know whether funding for a new cohort of Explore sites would be available. So the department ran the site assignment process under two scenarios. Scenario A assumed funding for Explore was available, and sites could be assigned to Explore, Create, Thrive, or Inspire. Scenario B assumed no funding for Explore was available, and sites could be
assigned only to Create, Thrive, or Inspire (see figure 1). Because funding for Explore seemed unlikely to materialize, the DOE notified sites of their track assignment under scenario B; that is, under the assumption that the Explore track wouldn’t serve a new cohort of sites. Shortly thereafter, though, the DOE secured funding for an additional Explore cohort. Sites that had been assigned to Inspire under scenario B but would have been assigned to Explore in scenario A were offered the opportunity to switch to Explore; sites that had been assigned to the Create and Thrive tracks under scenario B were not given the choice to switch because the DOE had committed to serve a certain number of program leaders and teachers in those tracks.

As figure 1 shows, the Explore track ultimately comprised sites that both had and hadn’t been assigned to Explore under scenario A. We selected a subset of Explore sites as our study sample. The treatment group in our natural experiment included sites that would have been assigned to Explore in scenario A and, in the end, were assigned to receive it after all. Our comparison group comprised sites that would have been assigned to Explore according to scenario A but were placed in a different track. This comparison group allowed us to examine what might have happened to sites in our Explore (treatment) group, on average, if they had been assigned to the other tracks. In our research, we use these inadvertent treatment and control groups to estimate the effects of Explore training and coaching on classroom quality and teachers’ math instructional practices.

We were able to identify and take advantage of this natural experiment only because of the relationship we had established across our teams, which included open communication and frequent contact. Had the NYU team members been external researchers, we probably wouldn’t have learned about the chain of events that led to the natural experiment; had the DOE not been willing to partner on this research and share details about the process—some of which may not have seemed relevant at first—we wouldn’t have recognized the opportunity that the funding delay gave us to learn about Explore implementation and impacts. We expect that this is the case in other contexts as well. Natural experiments may not be as rare as
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**Figure 1.** Explore Natural Experiment as a Result of Funding Delay

<table>
<thead>
<tr>
<th>DOE developed two scenarios</th>
<th>Explore funding secured</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scenario A</strong></td>
<td>Final assignment with natural experiment</td>
</tr>
<tr>
<td>Explore funding</td>
<td></td>
</tr>
<tr>
<td>No Explore funding</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thrive</th>
<th>Inspire</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sites were assigned &amp; notified according to Scenario B, while assumption was no funding.</td>
<td>Inspire sites given option to switch to Explore</td>
</tr>
</tbody>
</table>

Thrive sites stay in track

Create sites stay in track

Natural experiment sample
we might think, but they may go unnoticed when external researchers aren’t in the know about such events and policymakers aren’t on the lookout for such opportunities. RPPs are a way to avoid missed opportunities to rigorously estimate effects in the absence of a traditional randomized controlled trial.

Before our main analyses testing Explore’s effects on program quality and teacher practice, we conducted preliminary analyses to ensure that the natural experiment was a valid approach for evaluating Explore. First, we examined whether treatment and control sites were equivalent at the beginning of the school year, as would be expected in a randomized controlled trial. Documenting equivalence would give us confidence that any differences we observed at the end of the year were due to the treatment (that is, to Explore PL) and not to pre-existing differences between sites. This was important to investigate because factors other than the natural experiment (for example, site leaders’ second choice among the PL tracks) contributed to the final track assignments, given the way sites were reassigned after the DOE secured Explore funding. We tested differences between our treatment and control groups across a range of child- and site-level characteristics and found a few significant and/or marginal differences between Explore and non-Explore sites; for example, control group sites had higher classroom quality scores on a widely used rating scale. In all cases, the differences we observed had the potential to bias estimates of treatment impact downward rather than upward. But they still raised the possibility that observed differences in teachers’ practices in the spring could reflect pre-existing differences rather than participation in Explore.

Following our primary analyses testing Explore’s effects, we also ran supplemental analyses to examine whether our findings were consistent across different subsamples and under different analytic assumptions. For example, we tested whether our findings were similar across the full sample, among district schools only, and among sites with the same PL preferences (for example, sites that listed Explore as their first choice and Create as their second choice) since this ultimately influenced their track assignment. Restricting the sample in these ways allowed us to estimate impacts among treatment and control sites we knew to be equivalent on key characteristics at the start of the year. This strengthened our confidence that any positive impacts we observed at the end of the year were due to participation in Explore and not pre-existing differences, especially when different analytic approaches produced results that were similar in pattern, magnitude, and significance.

Using Existing Randomization: Application Lotteries

We’ve just seen that the close partnership and regular communication between NYU and the DOE let us capitalize on a natural experiment to answer a policy-relevant question when the opportunity presented itself and to generate critical information about the Explore PL track. But new research questions emerged as the Pre-K for All system continued to expand and evolve over time. As an RPP with the mission of using data and research to strengthen the system broadly, we were well-positioned to expand our focus and answer new questions. For example, how do the other PL tracks affect children’s outcomes? What are the effects among new cohorts of sites and children?
In the absence of natural experiments that could help us answer these new questions, we have considered other designs for understanding how PL affects teacher practice and child outcomes. One approach that’s been used in New York at the high school level and increasingly in other settings at the prekindergarten level takes advantage of the fact that children are randomized to sites via lotteries that occur when a site receives more applications than seats; we call these sites oversubscribed. In such cases, some children are randomly assigned to the oversubscribed site (“lottery winners”) and other children are assigned to a site lower on their preference list (“lottery losers”). This lets researchers estimate both the effect of winning a lottery in and of itself (known as \textit{intent-to-treat effect}) and the effect of winning a lottery and then enrolling in a given site (known as \textit{local average treatment effect}).

In New York, parents can apply to up to 12 Pre-K for All sites for their children, in order of preference. At the same time, the DOE places each child in a “priority group” for each site, which is based on criteria such as living in a certain zone or district, whether the student has a sibling at the site, and whether the child was a student at that site as a three-year-old (see figure 2). To understand whether we could use Pre-K for All application lotteries to answer our research questions about PL, we used a prior year of Pre-K for All application and enrollment data to examine issues of internal validity (the extent to which the child-level lottery design would allow us to establish the causal effect of PL) and generalizability (the extent to which our findings would apply to Pre-K for All children and sites outside our lottery sample). First, we identified the number and distribution of lotteries that occurred through the Pre-K for All
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**Figure 2. Lotteries in Three Hypothetical Sites**

<table>
<thead>
<tr>
<th>SITE A: 36 Seats Available</th>
</tr>
</thead>
<tbody>
<tr>
<td>Priority Group 1: 70 children want seats</td>
</tr>
<tr>
<td>70 children enter lottery</td>
</tr>
<tr>
<td>- 36 lottery “winners” placed at site</td>
</tr>
<tr>
<td>- 34 lottery “losers” placed elsewhere</td>
</tr>
<tr>
<td>Priority Group 2: 20 children want seats</td>
</tr>
<tr>
<td>No remaining seats</td>
</tr>
<tr>
<td>All 20 children placed elsewhere (no lottery)</td>
</tr>
<tr>
<td>Priority Group 3: 10 children want seats</td>
</tr>
<tr>
<td>No remaining seats</td>
</tr>
<tr>
<td>All 10 children placed elsewhere (no lottery)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SITE B: 54 Seats Available</th>
</tr>
</thead>
<tbody>
<tr>
<td>Priority Group 1: 30 children want seats</td>
</tr>
<tr>
<td>All 30 children placed at site (no lottery)</td>
</tr>
<tr>
<td>Priority Group 2: 30 children want seats</td>
</tr>
<tr>
<td>30 children enter lottery</td>
</tr>
<tr>
<td>- 24 lottery “winners” placed at site</td>
</tr>
<tr>
<td>- 6 lottery “losers” placed elsewhere</td>
</tr>
<tr>
<td>Priority Group 3: 20 children want seats</td>
</tr>
<tr>
<td>No remaining seats</td>
</tr>
<tr>
<td>All 20 children placed elsewhere (no lottery)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SITE C: 18 Seats Available</th>
</tr>
</thead>
<tbody>
<tr>
<td>Priority Group 1: 7 children want seats</td>
</tr>
<tr>
<td>All 7 children placed at site (no lottery)</td>
</tr>
<tr>
<td>Priority Group 2: 5 children want seats</td>
</tr>
<tr>
<td>No remaining seats</td>
</tr>
<tr>
<td>All 5 children placed at site (no lottery)</td>
</tr>
<tr>
<td>Priority Group 3: 3 children want seats</td>
</tr>
<tr>
<td>No remaining seats</td>
</tr>
<tr>
<td>All 3 children placed at site (no lottery)</td>
</tr>
</tbody>
</table>
application process. Building on previous work that used lotteries to estimate the impacts of the city’s Small High Schools of Choice, we developed an algorithm to identify sites where lotteries occurred, as well as the individual children who won or lost those lotteries. To ensure that we accurately identified lotteries and lottery participants during this process, NYU researchers met several times with DOE partners to discuss the application process and nuances in the data. We then confirmed that the assignment process produced enough lotteries for each PL track to give us adequate sample size to test the PL tracks. We found that the lotteries were well distributed across the city and across different types of sites, indicating that lottery sites represented the full range of geographic and setting type diversity within the Pre-K for All system.

We also examined whether lotteries produced treatment and control groups (lottery winners and lottery losers, respectively) that were similar at the start of the school year. Because only limited demographic data were available on prekindergarten children and their families at the time of application, we used information about children’s application choices themselves (for example, the number of choices listed, the proportion of choices in children’s home districts, and the type and quality of children’s top choices) as baseline characteristics, as well as demographic data that were available once children enrolled in Pre-K for All (but that weren’t available for those who didn’t enroll). Across these analyses, we found that the choice patterns and demographic characteristics of lottery winners and losers were generally well-balanced. This indicates that the lottery process did in fact create groups of treatment children and control children who were similar at the start of prekindergarten, a necessary condition for drawing causal inferences about the effects of PL.

To better understand the treatment contrast (that is, the difference between what treatment children experience and control children experience), we also examined the extent to which lottery winners and losers complied with their lottery assignments and the effect of winning a lottery on children’s prekindergarten experiences. As expected, we found that winning a lottery for a site in a given track was indeed associated with greater exposure to that track during the prekindergarten year (for example, winning a lottery for an Explore site increased children’s exposure to Explore). However, analyses also revealed that winning a lottery was associated with exposure to site characteristics other than PL (for example, higher program quality), making it difficult to isolate the effects of PL under this design. NYU, the DOE, and a team of methodological experts then considered multiple options for addressing the fact that lottery winners and lottery losers attended sites that differed in ways other than PL. For example, we considered using complementary quasi-experimental methods to test each track relative to a matched (but non-randomized) control group comprising only children in Inspire sites, and using secondary, descriptive analyses to examine how much of the treatment effect was attributable to PL versus other site characteristics. We also considered and ultimately switched to a different design altogether—a site-level randomized design—when we learned that sites would be assigned to PL track via the DOE’s track assignment process. In our case, this design turned out to be better than the child-level lottery design because
it allowed us to experimentally isolate the effects of PL (our primary research question) and produce the clearest and most relevant evidence for NYC DOE.

Creating Randomization in Track Assignment

We’ve described two examples of how events or processes occurring in the education system can be used to conduct rigorous evaluations at scale: a natural experiment involving site-level assignment that occurred at a single point in time, and child-level randomization that occurs each year during the application process. In both examples, the existing system is taken as a given; that is, we capitalized on randomization that occurs as a by-product of the system and didn’t manipulate the system for research purposes. In contrast, a third approach we’ve explored involves tweaking the system to create new opportunities for rigorous research.

Recall that Pre-K for All sites are assigned to PL tracks through a complex algorithm. Although the algorithm is revisited each year, assignment has always relied on program leaders’ rank-ordered preferences among the PL tracks, site need, and each track’s capacity. Our NYU and DOE teams have worked together to explore whether and how this PL assignment process might be adjusted to ensure more randomization to enable rigorous research in the future.

In our discussions, we considered the advantages of randomization for understanding the causal impacts of the different tracks and producing clear, actionable findings the city could use to strengthen and refine its PL model. The DOE is interested in carrying out more research on PL tracks, and it recognizes the value of maximizing the rigor of that research. But it has also underscored a rationale for prioritizing program leaders’ preferences in track assignment—they see this approach as critical both for meeting the sites’ individual needs and interests and for building buy-in among leaders and teachers. Indeed, the DOE’s early data on teachers’ attendance at PL sessions indicated high attendance among programs that received their first or second choice, with a notable drop-off in attendance for programs who received their third-choice track. Keeping in mind the two goals of honoring program leader preference and conducting high-quality research as our starting points, our partnership has searched for ways to embed randomization in the DOE’s process for assigning sites to PL tracks in a way that still prioritizes choice.

Figure 3 illustrates one approach we came up with, simplified for illustration purposes (for example, we haven’t included various preceding steps or exclusion criteria). Briefly, we jointly developed a process in which subsets of sites could be stratified by similar first and second preferences among tracks and then randomized. For example, sites that listed Explore and Inspire as first and second choices (in either order) would be grouped together and then randomized to either Explore or Inspire. Through this process, all the sites would receive either their first or second choice. At the same time, site-level randomization would make it possible to evaluate the causal effects of one track relative to another among sites with similar preferences (and other characteristics). Thus we can embed rigor and opportunities for research while still honoring program leaders’ preferences.

As in the Explore evaluation we described above, we wouldn’t have thought of this
approach outside the context of an RPP built on a history of joint efforts and a foundation of trust and mutual respect for each other’s perspectives, expertise, and commitment. Finding this potential solution required flexibility on the part of both researchers and policy partners as we worked together toward the shared goal of embedding research that generates the strongest evidence for understanding and strengthening the PL system.

**Challenges**

We’ve shown how the NYU-DOE partnership navigated a complex system to find or create opportunities to conduct rigorous and relevant research. But these examples also reveal challenges. Any research project involves tradeoffs, and the designs we’ve used in our work have limitations. In the case of the Explore natural experiment, we found that despite randomness in track assignment due to funding delays, the treatment and control groups weren’t fully equivalent on all site-level characteristics. In our broader evaluation of the Pre-K for All PL system, we’ve faced other challenges. For example, although the lotteries that are created during the application process ensure that children who win lotteries (treatment participants) and lose lotteries (control participants) are equivalent in expectation, the sites they attend are not. This means that the treatment contrast we can estimate using this experimental approach isn’t as precise as we might like, given that the sites that lottery winners attend differ from the sites that lottery losers attend with regard not only to PL tracks but to other characteristics as well. These differences may contribute to differences in children’s experiences and outcomes, which required us to consider complementary methods and alternative designs to isolate the effect of PL.

The methodological issues we’ve encountered underscore a few important points. For one thing, conducting rigorous research in fully scaled systems is messy. We’ve found that the advantages of capitalizing on rigor that already exists in such a system outweigh the disadvantages. But it’s not always a perfect solution. It’s critical to conduct an extensive set of analyses to examine the validity and limitations of the intended research designs, and then to revisit and revise the designs or analytic approach.
on the basis of these findings. Using multiple analytic approaches to answer the same research question may also be a useful way to allay some of the methodological challenges of evaluating fully scaled programs.

Another problem is that the research process may be slower than the evolution of the system, program, or population we seek to study, a challenge other partnerships have also experienced (for example, see the article in this issue by Christina Weiland and Jason Sachs). The delay between planning a study and executing it can challenge both researchers and their practice and policy partners. Because local education programs or initiatives are constantly evolving, research designs and measurement protocols that may be perfectly appropriate at a given time may not be appropriate a year later because components of the system have changed. Indeed, these sorts of changes are expected and desired by leaders who work to improve the system’s implementation. From the policy partners’ perspective, multiyear research projects may cause district leaders to feel locked in to certain decisions or restricted in the programmatic changes they could make to strengthen the system.

We’ve encountered some of these challenges of studying an evolving system in New York City, where the DOE invests significant time and resources to improve the quality of Pre-K for All—including efforts to modify and refine the PL model that is a focus of our joint research. On one hand, this means that the system is continually improving and innovating, which ideally leads to better outcomes for children. On the other hand, our research may be too slow at times to contribute to these changes, and the right time to freeze and evaluate a constantly evolving system isn’t always clear. The communication structures in our RPP and a foundation of trust built over the years have made it possible for the DOE to raise these kinds of concerns with NYU early and work toward mutually agreeable solutions. Flexibility has been key in this process: thanks to flexibility in our funding and flexibility in our partnership, we’ve adjusted aspects of our research plans while staying true to the key aim of evaluating the impacts of different PL models on teachers and children.

Another challenge of partnership work at scale is navigating a large district central office and a large university. To ensure shared understanding and alignment across partners, we’ve relied on frequent communication through multiple channels with the many people who have a stake in our work. We’ve also thought about how and when to loop in researchers and/or policy partners during meetings and planning processes versus when to move the work forward internally in our respective organizations. For example, both NYU and DOE need to be involved when developing research questions or discussing possible research approaches. But examining the validity or limitations of particular methodological approaches likely doesn’t require as much DOE involvement. Likewise, rather than involve NYU researchers in every planning meeting before a new initiative is rolled out, in some cases the DOE brings in researchers only at key decision points, toward the end of a planning process, or when there may be implications for research.

**Successes**

Our partnership’s work has a number of implications for practice and policy in New York City, for early childhood education more broadly, and for the way we use and conduct research within and outside our
partnership. Most importantly, our work supports the DOE’s efforts to refine and strengthen Pre-K for All. Over the course of our partnership, NYU has helped the DOE by sharing emerging trends in research, lending expertise about methods and measurement tools, and telling the DOE about other districts undertaking similar efforts or facing similar problems. The DOE has identified priorities, shaped our research agenda, provided opportunities for rigorous research, and navigated potential barriers to our joint work. By thinking and planning together, particularly around PL and program quality standards, we developed the framework for monitoring and supporting quality in prekindergarten sites across the city. As findings emerge from our evaluations of the PL system, these too will guide further adaptations of the Pre-K for All system—including both incremental improvements such as strengthening onsite implementation support and larger changes such as discontinuing tracks that aren’t shown to be effective. By identifying components of the system that are working well, as well as areas that could be improved, our co-conducted research provides concrete information for decision-making and helps the DOE secure additional funding to support effective program models. Indeed, promising findings from the first year of the Explore natural experiment provided initial support for continuing to invest in that track. Understanding whether certain approaches are more effective for different types of sites or children will be especially important as the DOE seeks to refine differentiation of PL within the system, including the ways that PL might be sequenced over multiple years.

Our partnership’s work has also strengthened the quality and relevance of our research, and therefore enhanced our contributions to education science broadly. New York is unique in some important ways, but findings from our work are generalizable to other large urban districts. We expect our work to advance the scholarship on PL in early child education by focusing on implementation and impacts in fully scaled real-world systems. As we’ve said, most of the rigorous evidence about whether PL models or curricula are effective comes from smaller, tightly controlled trials where program developers typically had a hand in program implementation and/or evaluation. By identifying programs that are effective at scale under real-world conditions across a diverse population, our work will produce evidence that’s more relevant to the realities faced by cities, states, and districts and thus more likely to support practice and policy.

Our work has also increased the capacity of NYU and the DOE to sustain research-practice partnerships. By developing structures for regular communication and feedback, engaging partners at different levels of the organization, and establishing a successful track record, we’ve developed a culture and shared language around rigorous research, evidence, and data. That’s allowed us to jointly identify new research opportunities and new ways to use data or prior research to guide decision-making.

Our experiences in the partnership have influenced our work outside the partnership as well. As policy makers, we’ve increasingly emphasized data and research in other areas of decision-making. As researchers, we’ve become more flexible and creative with the research tools at our disposal and learned to find opportunities for rigor even when we don’t have strict control over randomization. In addition, in the examples we’ve described here, we examined the
extent to which the research designs were appropriate for answering our questions of interest. We also identified limitations in our designs and came up with ways to overcome them. These issues are particularly salient in our work evaluating Pre-K for All, where we as researchers have less control over the assignment processes underlying our research designs. But carefully testing the assumptions and validity of a given approach is no less important in other research. The same can be said about whether a sample is representative of the population being studied and whether results can be generalized to other contexts. Given that the DOE needs to understand how PL is working across the system, we’ve had to carefully consider how findings from the Explore natural experiment sample and the lottery subsample might or might not be applicable to other Pre-K for All sites and children. Paying more attention to these issues has carried over into our work outside the partnership.

**Recommendations for Researchers and Policymakers**

RPPs are uniquely positioned to capitalize on existing opportunities and/or negotiate small tweaks in existing systems to strengthen the rigor of research designs. In our experience, this is made possible by a sense of trust built over the years that characterizes effective and sustained partnerships. Open communication channels and flexibility on the part of both researchers and policy partners have also been critical. Below we offer three recommendations for researchers, policymakers, and practitioners who are considering partnership work to advance the science and practice of early childhood education.

**Build a Foundation of Trust and Openness to Research.**

The current phase of our research is possible only because of the joint work that preceded it and the relationships we cultivated through years of close collaboration. In our partnership, NYU has remained committed to supporting the DOE’s efforts across a range of initiatives, and the DOE has remained open to and invested in high-quality research as a means to strengthen Pre-K for All. From its earliest stages, NYU and the DOE made this partnership a high priority, followed through with timely and high-quality work, and dedicated staff and funding to support the effort. We’ve found that shared understanding of—and responsiveness to—each partner’s goals, concerns, and expertise are critical to the partnership’s health. A foundation of trust allows partners to be open and candid, which helps in building a relevant and rigorous research agenda. Identifying mutually agreeable research aims and designs comes more easily when policymakers are transparent about their goals and priorities beyond research and when researchers are honest about the advantages, limitations, and potential burdens on the system of different designs.

We encourage anyone looking to establish or sustain an RPP to engage members at multiple levels of each institution, communicate regularly, and find opportunities to meet in person. Engaging a range of people with varied roles and expertise helps to build a culture of using research to improve practice, helps sustain the partnership as people transition in and out, and brings new opportunities to light that might be missed if collaboration were confined to a select few. Establishing project-specific meetings has helped us focus on a particular task or
issue, while standing check-ins allow partners to share general updates, raise issues or questions, or tee up new ideas. This structure ensures that we make steady progress on planned work while also letting new research opportunities come to light as we keep each other in the loop about other efforts outside the partnership. These factors helped us uncover and understand the Explore natural experiment, for example, and identify ways to embed randomization in the process for assigning prekindergarten sites to tracks. Regular check-ins, with many members of our partnership at the table, have let us identify and capitalize on new opportunities for research or research-based decision-making as they emerge, or shape our research agenda in ways that better align with new priorities or upcoming initiatives.

Consider the Right Time for Causal versus Descriptive Research

Although rigorous evaluation is often critical to guide practice and advance ECE scholarship, descriptive research can also be useful for RPPs. As we said earlier, our partnership’s initial research efforts were primarily descriptive, and we shifted to causal methods only when our jointly developed research agenda changed its focus to the PL system and its impacts. Our perspective is that trustworthy, well-sampled descriptive data are invaluable to senior leaders as a foundation to evaluate whether new policy initiatives are on the right track. Moreover, we expect that senior leaders benefit from gaining fluency with quantitative data about children’s school readiness and program quality as a necessary first step toward more complex questions that might involve more sophisticated analytic approaches.

A few factors contributed to our shift from descriptive to causal research. First, the city’s priorities changed from monitoring the system during a period of rapid expansion to strengthening quality within it. Second, after a few years of Pre-K for All, the DOE and NYU agreed that certain components of the system were ready for evaluation. We first focused on impacts on program quality and then expanded our focus to child outcomes once the system stabilized to some degree after a period of rapid expansion and development. Third, by this point, our partnership was strong enough—thanks to trust built during the first phase—to engage in evaluations with higher stakes than the descriptive work we first took on. Other factors might come into play in other settings, such as program scale, resource or other constraints, the speed with which results are needed to make decisions, the structure of the system or program under investigation, or the nature of the process being studied. It should be clear that we don’t recommend maximizing rigor at all costs. Researchers and policy makers should carefully consider when and where causal versus quasi-experimental versus descriptive research is most appropriate given the research questions and context.

Be Flexible

With the examples in this article, our intention is to encourage research and policy partners to think creatively together about:

1. whether rigor that can be used for research purposes may already exist in a system and;

2. whether there are ways to add rigor while staying true to other priorities and operating within existing constraints.
Indeed, certain programmatic constraints such as limited funding or capacity present unique opportunities for rigor, and these can be used to the advantage of research and policy partners rather than being seen as barriers. In this article, we discussed three approaches to rigorous research that fit our needs and constraints in New York City—capitalizing on a natural experiment, using existing randomization of children to oversubscribed prekindergarten programs, and creating new opportunities for rigorous research by incorporating randomization into the way sites are assigned to PL tracks. We encourage research and policy partners to consider these types of designs, as well as other approaches. For example, waitlist designs (when an intervention is withheld from a control group for a certain period of time but is offered to that group once the research is complete) may be suitable when a new program or initiative can’t be rolled out instantly; randomization may be possible when an intervention has limited capacity to serve prekindergarten teachers or students; regression discontinuity designs may work well when clear cutoffs are used to make decisions about how to allocate resources or assign children or sites to interventions. And as we’ve said, descriptive work may be preferable depending on the focus of the research question, the stage of the program being studied, or the stage and strength of the partnership itself. Finding the optimal design requires researchers to be willing to deviate when necessary from randomized controlled trials and explore other, more feasible approaches that still maintain high standards of rigor, including quasi-experimental designs when randomization isn’t possible in any form.

It is also worth noting that our partnership was established to support the monitoring and strengthening of the Pre-K for All system broadly, rather than to answer a specific question or evaluate a specific component of the system. That has given us the flexibility to revisit and revise research aims and successfully adapt to evolving priorities and emerging questions, setting our approach apart from more traditional university-driven research. For example, we shifted from descriptive work to evaluation of the PL system when the city needed answers about how to improve quality, and we adapted our early plans to evaluate impacts on child outcomes to evaluate impacts on program quality after recognizing that program-level results would be more helpful to the DOE in the first few years of the PL system’s implementation. The guiding principle for our multiyear collaboration thus far has been to put science to work, and our process has supported our broad goal of a sustained partnership that facilitates bidirectional influence of rigorous research and policy/practice in ways that are useful to the city first and to education science generally second.

Our work shows that it’s possible through partnerships to build studies that can provide strong causal evidence that’s directly relevant to policymakers and meets the standards of rigor that are necessary for scholarship, even when constraints or competing priorities in large systems make it impractical or impossible to use randomized controlled trials. With flexibility and persistence, researchers and policy partners are well positioned to produce the kind of evidence that advances understanding of key issues in ECE, directly supports programming and decision-making on the ground, and maximizes benefits for prekindergarten leaders, teachers, and children.
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