Addiction to the Smartphone in High School Students: How It’s in Daily Life?
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Abstract

Nowadays, the serious situation that affects the entire world goes beyond the social, cultural, economic problems and other conflicts that occur day by day. These were left aside to move to a global alert; we refer to the pandemic crisis that all the nations of the world are facing. Confinement forced people all over the world to stay at home; therefore, communications through electronic devices became very necessary. This study does not seek to analyze the pandemic crisis; its purpose is to analyze the use that students give to their mobile phone, to determine if this has generated addiction, in addition to identifying if use differs in men and in women. Participants were 184 high school students enrolled in a public sector institution in the Port of Veracruz, Mexico. To obtain the data, the SAS-CV test was used. This contains questions related to the profile of the respondent and 10 items in Likert format. It was distributed via electronic devices for their response. The data were statistically analyzed using polychoric correlation matrices and factor analysis with component extraction. The main findings demonstrate the obtaining of three components: physiological, dependence and distraction, which account for 68% of the total variance, and it was also shown that there are no differences by gender.
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INTRODUCTION

Buying a mobile phone could seem harmless up to a certain point, since we have been convinced that it is a tool used by the individual to communicate with the surrounding society; however, how much has this tool become an essential need in daily life? Does constant use influence behavior? Does it cause addiction? Hence, the purpose of this study is to determine if high-school students are addicted to mobile phones and if this addiction differs in relation to gender.

State of the Art

Regarding addiction to mobile phones, the findings by Ling (2002) demonstrate that mobile phones work as a means to keep a direct and controlled communication between parents and children. Having a mobile phone has also allowed teenagers to shape an identity as part of a social group, where they have the possibility of creating a unique and exclusive language as part of said group of people. This coincides with the arguments of other similar studies (Mante & Piris, 2002; Protegeles, 2005).
Likewise, Ling highlights the differences by gender, since his research proved there is a larger number of women who send text messages, unlike men, who make more phone calls; these results match other studies on the subject (Bianchi & Phillips, 2005; Madell & Muncer, 2004).

In the chronological analysis of mobile phones made by Ling (2002), it is stated that in the year 1997 its use was oriented mainly to work matters and more men than women where in possession of a mobile phone. In 1999 there were no differences by gender because both used them; however, there was a debate about whether the use of mobile phones posed a risk if used while driving or because it emitted electromagnetic radiations, so there were people who chose not to have one. Before 2001, people of different ages owned a mobile phone, being women more prone to buy mobile phones than men; in May 2001 there was an increase in the ownership of mobile phones by men, surpassing women.

In another study carried out by Mante and Piris (2002), they point out that young Dutch people use mobile phones to send text messages as a fast way of communication since it is low-cost, convenient and indirect, thus avoiding to be face to face and exposed to confrontation. On the other hand, Madell & Muncer (2004) demonstrated that men who do not own a mobile phone declared as their reason the fact they do not need it. Ownership is more common in young people than adults and more women than men have and use mobile phones to develop and maintain contact with others in their social relationships; several studies have obtained similar results on this issue (Carbonell et al., 2018; Geser, 2006; Hakoama & Hakoyama, 2011; López-Fernández et al., 2017; Roberts et al., 2014).

Similarly, Kamibeppu and Sugiura (2005) carried out a study in Tokyo, where a questionnaire was applied in five public institutions to 651 middle-school students. The researchers found that the mobile phone was mainly used for e-mails, rather than phone calls. The results also showed students use mobile phones to forge friendships, though its use caused them to be awake for most part of the night, creating as well a certain insecurity about the possibility of not keeping their mobile phones at all times with them.

Srivastava (2005) mentions that in 2002, the acquisition of mobile phones surpassed that of landline phones and both e-mails and text messages became part of the preferred social communication for people who owned a mobile phone. Moreover, the inclusion of a calendar, radio, photo and video camera has increased the number of buyers who want to have everything in a single device.

Bianchi and Phillips (2005) conducted a study by surveying 195 phone users. Among their findings, they discovered age, extroversion and low self-esteem can be factors linked to the use of mobile phones. Said study ascertained that extroverts showed a higher probability of risk-taking, and that young drivers are more prone to cause automobile accidents by using their phones while driving. This matches the study by Hakoama and Hakoyama (2011).

Geser (2006) states that men perceive a mobile phone as a symbol of power and independence, not as a connection to a social environment as perceived by women. On the other hand, Sánchez-Carbonell et al. (2008) proved the use given to mobile phones can cause a maladjustment behavior, but it does not generate addiction due to the small emotional disturbance it causes. Likewise, they found there was no danger of using it as a way to hide the identity of the user, as sometimes shown by social networks or online games. Additionally, they mention mobile phones can be considered as a personal object which is dominant per se and allows socialization through phone calls, text messages, video recording or sharing and listening to music in the different contexts a person can encounter.

The elements crucial to creating addiction are the loss of control, sense of impotence and dependence on “something” which causes sensations of desire, pleasure, euphoria and relief while having it or using it. On the other hand, if one does not have it or use it, there are sensations of anxiety, irritability and hostility. Likewise, addiction is made up by those effects which harm the person both internally (thoughts, feelings, emotions) and externally (family, job, school, friends) (Sánchez-Carbonell et al., 2008).

The findings of Beranuy et al. (2009) point to mobile phones not being a cause of addiction, but there is a problem with the impulsive and abusive use of certain applications. This use is more evident in young people than in adults and, compared to men, women are more prone to excessive use in order to communicate.
emotions. In a study carried out in Sweden by Thomée et al. (2011), 4,156 young people between 20 and 24 years old were surveyed with a questionnaire and followed up for a year. At the beginning of the study they displayed a high degree of mobile phone usage: in the case of men, it was associated to symptoms of depression and sleep disorders, while in the case of women it was associated to depression symptoms. Later, at the end of the year, they were surveyed again, finding the following: in women the excessive use of mobile phones was related to stress and sleep disorders, while the stress caused by accessing applications or staying connected at all times was associated in both genders to sleep disorders and depression symptoms.

Alternatively, to identify if the use of mobile phones had an influence in children’s behavioral problems, Divan et al. (2012) applied questionnaires to 28,745 children over seven years old in 2008, evidencing significant traits of behavioral disorders in those children who were exposed to mobile phones in the prenatal and postnatal stages. Afterwards, the studies by Carbonell et al. (2012) assert that the preferred way to connect to social networks or maintain communication with other young people is through the mobile phone. This leads to a being constantly aware of the phone so as not to lose contact with their social environment, whether by a phone call or text message. This comes from a fear of being left out of the group of friends they belong to and their activities. In consequence, they feel the need to respond as soon as they receive a call or message.

In contrast, Lepp et al. (2015) carried out a study where a questionnaire was applied to a random sample of 454 students. Said research proved extroverted young people who use the mobile phone just a little experienced less boredom, had a tendency towards challenges and were oriented to the detection of opportunities and benefits compared to other groups. They also found those who used their mobile phones more showed higher leisure angst, unlike other surveyed groups.

According to Roberts et al. (2014), the use of mobile phones can be a way to evade problems such as: low self-esteem, guilt, insecurity, boredom, stress, anxiety or couple issues, to mention a few, by compensating or forgetting their current feelings. In a study by Tosell et al. (2015), it is mentioned that the applications of e-mail, text messages, Facebook and internet drove the use of mobile phones in addicted users, while the use of games was the same among both addicted and non-addicted users. It was also determined that the mobile phone is not the source of addiction as such. Rather, it is the content which can be accessed through it what drives excessive use, as shown by other research on the matter (Beranuy et al., 2009; Sánchez-Carbonell et al., 2008).

The high use of mobile phones by young people has been predominant among female users, as a way to keep interpersonal relations, as highlighted by De-Sola et al. (2016), who also declared its use is linked to personality traits like neurosis, extroversion, impulsiveness, self-esteem, self-image and identity. Additionally, it was associated to stress, anxiety, sleep disorders and to a lesser extent, depression, as well as the use of alcohol and cigarettes. Likewise, Sung (2016) proved in a study that single adults showed more addiction to mobile phones than those who were married and mobile phones are used as a way to reduce some tension regarding the environment where they are. The study concludes with the suggestion to advise those adults who present traits of mobile phone addiction in order to create awareness of the matter and avoid excess.

Other studies such as those by Gutiérrez-Rentería, Santana-Villegas, and Pérez-Ayala (2017) evaluated the use that Hispanic young people between 18 and 25 years of age make of their smartphone. The results yielded evidence that indicates the use they give to their smartphone, with applications that satisfy the need for communication among young people, since they use WhatsApp at least five hours a day, which makes it the social network of greater importance to communicate between friends and family. They also showed a direct relationship between hours of use, choice of the brand, the choice to use the smartphone for social networks, all with respect to gender.

The current rapid changes in the digital environment have brought about new communication processes in contemporary society. This is particularly true in adolescents, who are increasingly involved in new technologies to communicate with each other. All this, thanks to the appearance of different mobile communication applications, which have served as communication channels between youth to name a
population. On this idea, Leiva, Benavides, and Wilkinson, (2017) carried out a study in which they sought to measure the emotions of young Hispanics in Chile, Mexico and the United States. The main findings show similarities and differences with regard to motivations and smartphone use among Hispanics. Their findings highlight the differences in terms of the time they spend on social networks, the personal and commercial value they give to information, as well as preferences towards mobile devices. In addition, the analysis allowed them to identify three archetypes which they called "always connected", "entertained" and "safe". This last archetype refers to users who need their phones to feel personal safety.

In other recent studies on mobile phone addiction, it is possible to find the one by Carbonell et al. (2018), who applied a survey to 792 college students, finding an increase in the use of social networks as a result of mobile phone use, as well as music applications. They highlight the importance of taking into account the studies done in the period of 2006-2016, since there is a difference between mobile phones from said time and current ones. The first mobile phones did not allow internet access, and now smartphones have an endless number of applications which allow indiscriminate access at any time. Thus, it is important to consider the cultural influence and context of the research on technology and instruments used, in order to update them if necessary to know the perception on their use.

In South Korea, Cha and Seo (2018) did not find a relationship between the demographic characteristics of Koreans and mobile phone addiction. Furthermore, they found that mobile phones are used to access social networks and play online as a way to relieve stress and keep in touch with others. People addicted to mobile phones reduce face to face contact, leading Cha and Seo to point out the relation between excessive use and shyness and loneliness experienced by an individual, who will increase its use the more he or she experiences these feelings.

About the subject of mobile phone addiction, Oviedo-Trespalacios et al. (2019) conducted a research in Australia, discovering anxiety as one of the traits related to mobile phone use, which is also linked to unsafe behaviors, such as driving a vehicle while using mobile phones, something that can lead to severe accidents. Another finding was that women between the ages of 18 and 25 years old used mobile phones more frequently.

Finally, it is important to point out that the mobile phone is playing a very important role in every human activity; it constitutes a tool and a means to carry out these activities. An example of this is information consumption. Young people report that their phones are the most important source of news (Albarello, 2020).

At this point, the theoretical arguments have been previously described and, in order to answer the research questions and contrast the work hypotheses, the method followed for the empirical study is described next.

**DESIGN AND METHOD**

Considering that the object of study is focused on determining the factor structure underlining mobile phone addiction, the method responds to the hypothetical-deductive quantitative paradigm. This research has a non-experimental design since the independent variables (X) are not manipulated to modify their effect (Y). From the hypothetic-deductive paradigm, the present study tries to contrast the hypothesis suggesting high-school students have mobile phone addiction and the existence of a difference by gender (Behar, 2008). Additionally, this study is transversal as the application of the instrument took place at a single time. The type of study is descriptive, correlational, of difference of means, and explanatory.

Firstly, the characteristics associated to the demographic profile of the surveyed population are described, in order to develop the statistical analysis of the sample data next. With the factor structure obtained, we will have the bases to explain the component matrix variance given by the results and with the one-factor ANOVA analysis, it will be possible to infer if there is a difference by genders.

**Participants.** The participants were high-school students of a public academic institution in the Port of Veracruz, Mexico. The sample was non-probabilistic because it was only authorized to survey all enrolled
students who agreed to participate. The total were 184 students who were invited to participate and whose main requirement was to be enrolled in one of the study terms (semesters) and up to date in their school obligations. Besides, they were informed that anonymity would be guaranteed at all times by the confidentially criteria of the participants.

**Instrument.** The SAS-SV (Smartphone addiction scale– short version) scale designed by Kwon, Kim, Cho & Yang (2013) was used. The SAS-SV scale is a validated scale originally built in South Korea, but published in English (Kwon et al., 2013b). It is made up of 10 items which are classified on a Likert-type dimensional scale whose response range is: 1 means rarely, 2 occasionally, 3 frequently, 4 often and 5 always. The total score is between 10 and 60, the highest score being the indicator of the presence of "smartphone addiction" in the last year. The original SAS-SV showed very acceptable internal consistency Cronbach’s alpha: 0.91 (Lopez-Fernandez, 2015). For its application, this scale was designed electronically (Google forms) and given to all the classroom teachers so that whenever they considered appropriate, students could answer the survey, whether in their mobile phones, laptops or other devices from which they could access the platform where the survey was located. The estimated response time was approximately from 7 to 10 minutes.

**Procedure.** In order to answer the research questions and prove the hypotheses, the technique of exploratory factor analysis (EFA) was used. To validate the data matrix Cronbach’s alpha index was used for internal consistency. Afterwards, the correlations calculation was done to identify if the data matrix is an identity matrix or not, which could prevent the use of this technique. Other measures which allow justifying the pertinence of the factorial technique are Bartlett’s test of sphericity with KMO, $\chi^2$ test with $n$ degrees of freedom and significance < 0.01, the measure of sample adequacy (MSA) and factorial loadings. The decision criteria are: reject $H_0$ if calculated $\chi^2$ is bigger than $\chi^2$ from tables and do not reject if not.

EFA explains the set of observed variables by an underlying structure of variables called factors (Kline, 2000-2005), with the aim that the covariance of every indicator in the scale of every dimension of the proposed variable can be empirically identified (Yela, 1966). On this matter, literature suggests that the type of correlation to be applied depends on the measurement level (Ogasawara, 2011).

It is recommended to use a Pearson correlation for continuous variables, a Tetrachoric (TCC) matrix for dichotomic variables and a Polychoric (PCC) correlation matrix if the variables are composed, dichotomic or ordinal, if all of them are ordinal or if there is a combination of ordinal and continuous.

Furthermore, in the specific case of instruments designed with Likert scales, such as the mobile phone use scale, the use of polychoric and tetrachoric matrix (depending on the case) is necessary for the factor analysis (Ogasawara, 2011; Richaud, 2005). Lastly, the variance analysis (ANOVA) is carried out to contrast if there are significant differences among variables in relation to gender.

**Data Analysis**

The results of the data analysis were: Cronbach’s alpha index, which measures the reliability and internal consistency of the instrument, was 0.781, an acceptable number according to theoretical criteria (Hair, Anderson, & Tatham, 1979).

The sample was composed of 85 men (51.8%) and 79 women (48.2%) whose ages were: 14 years old (16 cases - 9.8%), 15 years old (52 cases - 31.7%), 16 years old (26 cases - 15.9%), 17 years old (54 cases - 32.8%) and 18 years old (16 cases - 9.8%). Next, the data base is analyzed to observe the behavior of the mobile phone addiction phenomenon. For this, the descriptive terms presented in Table 1 are analyzed first, later the differences of means by gender are measured and finally, the data matrix is assessed, using the polychoric correlations and factorization.

The value of the mean shows that the frequencies of smartphone use or affectation to determined actions is in the range of “occasionally” and “frequently” considered by the scale of mobile phone addiction, where 1) means rarely, 2) occasionally, 3) frequently, 4) often and 5) always.
The indicators X7, X8 y X9 are apparently more concentrated in the frequency level 3 according to the Likert scale: in the first place, this means that participants of the study frequently refer to how smartphones have an influence in their daily lives, since they regularly check notifications of social networks and they dedicate more time than they should to the use of their smartphone. The mean of the rest of the indicators is in the range of rarely and occasionally.

To strengthen the test, it is analyzed if there is a difference of means by gender and then the ANOVA test is calculated with statistic $F$ and its significance, which are presented in Table 2.

It is possible to see in Table 2 the values of the statistic $F$ with its level of significance, which considers how if the intra-groups significance level (sig.) is lower or equal to 0.05; then the hypothesis of equality of means should be rejected. On the contrary, if the value is higher, then, the equality of means is accepted, meaning there are no significant differences among the groups. In the case of indicators X1 and X10, the values are less than 0.05, so it can be assumed that there is a difference of means by gender in these indicators, which is not the case for the remaining eight indicators (X2 al X9).

Table 3 presents the Levene statistic to prove the hypothesis of equality of means and the hypothesis of equality of population variances.

With the purpose of contrasting the hypothesis of equality of population variances, the statistic of Levene is calculated. The criteria establish that if the critical level (sig.) is ≤ than 0.05, the hypothesis of equality of variances is rejected. Conversely, if it is > the hypothesis of equality of variances is accepted. The value obtained for X1 and X4 (≤ 0.05) suggests the rejection of the hypothesis of equality of variances, which does not happen in X2, X3, X5 to X10 where there is seemingly an equality of variances.
The matrix of polychoric correlation among variables is shown in Table 4 (the 10 items).

As observed in Table 4 with the polychoric correlation matrix, the values of the 10 items in the scale show acceptable correlations, proving it is not an identity matrix, meaning there would be no correlation among variables. Furthermore, it is necessary to justify the pertinence of the factorial technique; hence we calculate Bartlett’s test of sphericity with Kaizer, which should be in a range between (0 and 1), the value of \( \chi^2 \), the values of sample sufficiency and variance and significance < 0.05. All of these are presented in Table 5.
The value obtained from the contrast of Bartlett’s test of sphericity, $\chi^2$ with $45 \, df = 819.00; (p<0.00001)$ shows we can reject the null hypothesis assuming the variables under analysis are not correlated, which is why in this case we can consider the correlations matrix to be adequate for factorization. Additionally, the measure of sample adequacy Kaiser-Meyer-Olkin (KMO=0.83756) also reveals that the correlation matrix is adequate for analysis. With the results of Bartlett’s test of sphericity and KMO (>0.80) which is significant ($p<0.05$), it is possible to do the factorial analysis. With this consideration, we have the possibility of analyzing the factorial structure of the instrument used in this study; therefore, the sample adequacy and explained variance is calculated from the parallel analysis. Table 6 presents the value obtained from the sample adequacy and explained variance.

In Table 6 the eigenvalues representing the explaining power of the extracted variance are presented. It can be seen that there are three factors extracted under the eigenvalues criteria > 1 and thus, 68.86% of the assimilable variance is explained by these three factors. With the purpose of extracting the indicators with higher scores, a Varimax orthogonal rotation is carried out. This procedure is selected to achieve a better result; the application of an orthogonal rotation facilitates the interpretation of the components and helps to assimilate each of the variables in an axis. The number of uncorrelated variables can be reduced in this manner. Table 7 presents the rotated component matrix.

<table>
<thead>
<tr>
<th>Table 4. Polychoric correlation matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
</tr>
<tr>
<td>X1</td>
</tr>
<tr>
<td>X2</td>
</tr>
<tr>
<td>X3</td>
</tr>
<tr>
<td>X4</td>
</tr>
<tr>
<td>X5</td>
</tr>
<tr>
<td>X6</td>
</tr>
<tr>
<td>X7</td>
</tr>
<tr>
<td>X8</td>
</tr>
<tr>
<td>X9</td>
</tr>
<tr>
<td>X10</td>
</tr>
</tbody>
</table>

Source: own

<table>
<thead>
<tr>
<th>Table 5. Bartlett’s test of sphericity, $\chi^2$ and (KMO) index. Polychoric correlation matrix adequacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaiser-Meyer-Olkin Measure (KMO)</td>
</tr>
<tr>
<td>BC Bootstrapping 95% confidence interval (0.826 a 0.887)</td>
</tr>
<tr>
<td>Bartlett’s test of sphericity</td>
</tr>
<tr>
<td>$df$</td>
</tr>
</tbody>
</table>

Source: own

<table>
<thead>
<tr>
<th>Table 6. Sampling adequacy and variance explained</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>X1</td>
</tr>
<tr>
<td>X2</td>
</tr>
<tr>
<td>X3</td>
</tr>
<tr>
<td>X4</td>
</tr>
<tr>
<td>X5</td>
</tr>
<tr>
<td>X6</td>
</tr>
<tr>
<td>X7</td>
</tr>
<tr>
<td>X8</td>
</tr>
<tr>
<td>X9</td>
</tr>
<tr>
<td>X10</td>
</tr>
</tbody>
</table>

Source: own

The value obtained from the contrast of Bartlett’s test of sphericity, $\chi^2$ with $45 \, df = 819.00; (p<0.00001)$ shows we can reject the null hypothesis assuming the variables under analysis are not correlated, which is why in this case we can consider the correlations matrix to be adequate for factorization. Additionally, the measure of sample adequacy Kaiser-Meyer-Olkin (KMO=0.83756) also reveals that the correlation matrix is adequate for analysis. With the results of Bartlett’s test of sphericity and KMO (>0.80) which is significant ($p<0.05$), it is possible to do the factorial analysis. With this consideration, we have the possibility of analyzing the factorial structure of the instrument used in this study; therefore, the sample adequacy and explained variance is calculated from the parallel analysis. Table 6 presents the value obtained from the sample adequacy and explained variance.

In Table 6 the eigenvalues representing the explaining power of the extracted variance are presented. It can be seen that there are three factors extracted under the eigenvalues criteria > 1 and thus, 68.86% of the assimilable variance is explained by these three factors. With the purpose of extracting the indicators with higher scores, a Varimax orthogonal rotation is carried out. This procedure is selected to achieve a better result; the application of an orthogonal rotation facilitates the interpretation of the components and helps to assimilate each of the variables in an axis. The number of uncorrelated variables can be reduced in this manner. Table 7 presents the rotated component matrix.
Table 7 displays the three extracted components, which are integrated by the indicators with the highest scores (>0.5). The composition of the components is the following:

For component 1: The users frequently feel pain in the wrists, back and neck due to the use of smartphones ($X_{1.3}, 0.794$), they cannot stand to be without their phones ($X_{1.4}, 0.755$) and often have their phones in their mind when they are not using them ($X_{1.6}, 0.710$). This causes the users to feel impatient and irritable when they do not have their smartphone at the moment ($X_{1.5}, 0.664$); apparently, these indicators can be related to physical and mental characteristics and so, they could be interpreted as a physiological component.

For component 2: Regarding the second component, the surveyed users display a high frequency use of reviewing social network notifications in their mobile phones ($X_{1.8}, 0.917$), producing in them the feeling that their life is highly influenced by the use of their smartphones ($X_{1.7}, 0.905$) and they are even using their smartphones for more time than they should, causing in the user a feeling of concern ($X_{1.9}, 0.531$). This factor or component can be defined as a dependency component.

For component 3: Finally, there is a third component made up by indicators regarding the difficulty of concentrating, whether it is in class, doing homework or even at work, because of the use of their smartphones ($X_{1.2}, 0.817$). Furthermore, the use of smartphones has caused a distraction for the student when doing a properly planned work ($X_{1.1}, 0.558$). This factor or component can be defined as a distraction component.

### DISCUSSION AND CONCLUSION

The aim of the study was focused on determining if high-school students presented mobile phone addiction and if this addiction differs in relation to gender, the results on this regard were: in the first place, the instrument of mobile addiction designed by Kwon et al. (2013) that was used in this research showed an acceptable internal consistency ($\alpha = 0.781$), while the polychoric correlation matrix showed an acceptable correlation between the studied variables, which were in the range of 0.103 to 0.879 and all of them were positive, proving it is not an identity matrix and it does not present multicollinearity problems.

Afterwards, the exploratory factor analysis allowed obtaining three components, which were orthogonally rotated with Varimix and given the following denominations: physiological component, dependency component and distraction component, together they explained 68% of the variance. Despite the fact that the instrument designed by Kwon et al. (2013) is visualized as unidimensional and its aim is to evaluate mobile phone or smartphone addiction, there too have been studies where the existence of more than one factor was reported, as it was the case in this study.

By examining the indicators of the physiological component, it can be seen that this factor contributes to 46.87% of the variance. In addition, the physiological name derives from the indicators related to the pain
felt in the back, wrists and neck because of the use of smartphones, as well as the feeling of not being able to resist being without the phone or having it constantly in mind, generating a feeling of impatience and irritability in users.

Regarding the dependency component, which explains 11.05% of the total variance, the indicators were found to be related to a high frequency use of mobile phones, since users are constantly reviewing their social networks. This sense of dependency is related to knowing what people are thinking about him/her, making people aware of what they are doing, where are they going on holidays or even if they are just in a restaurant or doing any sort of activity, constantly posting on their social networks and thus, people are constantly checking their social networks to see who is watching them or giving them a like. The former leads to an excessive use or at least more use than advisable of mobile phones, which apparently is already a concern for the user.

Finally, there is a third component which explains 9.94% of the variance, referred to as distraction component because its indicators are related to the loss of concentration caused by the use of mobile phones when doing a task or activity, either inside or outside the class, or just about anywhere. This excessive use is already affecting users negatively when doing a proper planning of a task or activity. Consequently, when engaging in an activity without a defined plan, no matter how basic, there is greater chance of mistakes. This distraction is caused by the excessive use of smartphones.

These traits which were found in each component and were the reason for the given name were seemingly identified in other research. For instance, Hooper and Zhou (2007) associated the use of smartphones to six behavior categories: habitual, dependent, compulsive, addictive, mandatory and voluntary so these authors suggest mobile phone use can be classified in these categories.

Nonetheless, excessive use of mobile phones should not necessarily be seen as a negative addiction, as stated by Cassidy (2006), who points out that the person who spends a lot of time using this mobile technology could significantly reduce his/her chances of developing other harmful habits, such as alcohol and tobacco consumption.

With regards to this study’s aim of determining if there were differences in mobile phone addiction in relation to gender, results showed no significant evidence of this. Even though it is true that in the ANOVA test (Table 2), the values of $X_{1}$ and $X_{10}$ indicators were less than 0.05, leading us to assume the existence of difference by gender means, the other eight indicators ($X_{2}$ to $X_{9}$) did not show the existence of any differences. At the same time, the hypothesis of equal variances in the population with the Levene statistic (Table 3) was contrasted and it was possible to see that the values obtained for $X_{1}$ and $X_{4}$ are $\leq 0.05$, suggesting the hypothesis of equal variances must be rejected; however, the rest of indicators ($X_{2}$, $X_{3}$, $X_{5}$ to $X_{10}$) showed evidence of equal variances.

In both cases, the indicator $X_{10}$ showed a similar behavior regarding the existence of differences by gender, but in the factorization, specifically in the calculation of the rotated matrix for the extraction of components, this indicator did not have a significant loading according to the Varimax rotation and for this reason it was excluded from the components matrix (Table 7).

Not finding differences by gender, these results seem to match other studies like the ones by Billieux et al. (2008) and Cuesta (2019). Although results in this research suggest there are no differences by gender in the studied population, there have been significant differences in gender in other studies, for example, Beranuy et al. (2009) proved the abuse of smartphones to bring about more negative consequences in women; similarly, Takao et al. (2009) identified a higher probability of excess use of smartphones in women compared to men. In the same manner, Chóliz, Villanueva, and Chóliz (2009) found Spanish women between 12 and 18 years old displayed a higher use of the mobile phone than men.

After this analysis and as a constructive self-critic, it is recommended to widen the sample of other surveyed populations in Latin American contexts; moreover, this sample was non-probabilistic and auto-selected, firstly because of the easiness to apply the questionnaire and secondly, for the economic constraints to collect data, so it would be worth to select stratified samples for comparative studies.
It would be important to study other possible implications on the physical damage caused by the addiction to mobile phones as well. One such study was carried out by Heinrich, Thomas, Heumann, von Kries, and Radon, (2011), who have pointed out that there have been studies to research the neurological and neuropsychological effects which could harm the cranial base, even cause intracranial tumors, all this because mobile phones work with the emission and reception of low-frequency electromagnetic waves.

Other possibilities would be to carry out studies in the Mexican context where phone harassment could be measured, replicating the studies by Turan, Polat, Karapirli, Uysal, and Turan, (2011) or research the negative effect of sensorial interference caused by the excessive use of mobile phones while driving an automobile, as studied by Backer-Grøndahl and Sagberg (2011).

It would also be convenient to develop studies such as those of Albarello (2020) to be able to identify the use that Mexican students give the smartphone, in a kind of comparison with Argentine students, to verify if their behavior is similar, as users of news spaces. In addition, it is suggested to explore in parallel studies, not only the addiction that could prevail in students towards the internet and the mobile phone, but specifically to social networks, as was the study by Leiva, Benavides, and Wilkinson, (2017), since in the findings they reported, they identified excessive use of WhatsApp.
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**ANNEX 1**

**Indicators of the SAS Short Version**

- X1 Missing planned work due to smartphone use.
- X2 Having a hard time concentrating in class, while doing assignments, or while working due to smartphone use.
- X3 Feeling pain in the wrists or at the back of the neck while using a smartphone.
- X4 Won't be able to stand not having a smartphone.
- X5 Feeling impatient and fretful when I am not holding my smartphone.
- X6 Having my smartphone in my mind even when I am not using it.
- X7 I will never give up using my smartphone even when my daily life is already greatly affected by it.
- X8 Constantly checking my smartphone so as not to miss conversations between other people on Twitter or Facebook.
- X9 Using my smartphone longer than I had intended.
- X10 The people around me tell me that I use my smartphone too much.
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