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Abstract

Videos have become an indispensable part of both online and blended learning environments. However, the design of such videos requires careful consideration of multimedia learning principles to reduce the cognitive load during the instruction. In this regard, the purpose of this study is to investigate the effect of text-positions presented at two videos on eye-fixation duration and remembering. An experimental research with one-shot case study design was employed to meet this purpose. Two videos about financial issues were selected from a public TV channel archive: one of them included on-screen texts located at the bottom, and the other included informative texts located on the right side of the screen. A total of 61 students first watched these videos by interacting with an eye-tracking device in a human-computer interaction lab and then completed a retention test. The results indicated a significant positive correlation between total eye fixation duration and retention test scores. Additionally, the fixation duration of the participants was higher when the texts were presented on the right side of the videos than that when texts were presented at the bottom. The total fixation durations for longer text were higher than those for shorter text.
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INTRODUCTION

Videos are potentially useful media in learning (Gaudin & Chaliès, 2015) that appeal to different senses of learners in an educational setting. They may provide both verbal and non-verbal stimulus, which makes them more suitable for human cognition to process information (Paivio, 1986). They allow students to experience the learning content at their own learning pace (Leo & Puzio, 2016) and provide a flexible learning environment in which learners pause, replay and rewind the learning content (Howard, Meehan, & Parnell, 2018). Along with the pedagogical functions these videos have and the rapid developments in information technologies, their popularity has increased in education and training in recent years (Bétrancourt & Benetos, 2018; de Koning, Hoogerheide, & Boucheix, 2018). They have been used as a multimedia learning tool in traditional (Nadelson, Scaggs, Sheffield, & McDougal, 2015) blended (González-Gómez, Jeong, Airado Rodríguez, & Cañada-Cañada, 2016) and online (Cooper & Higgins, 2015; D. Zhang, Zhou, Briggs, & Nunamaker, 2006) learning environments.

As a form of multimedia material, videos include both texts and visuals simultaneously (Mayer & Moreno, 2010). The design-related issues of these materials consist of the psychological aspect of message design (Zhang, 1996) to which educators need to pay more attention to reduce the extraneous cognitive load and to facilitate the essential processing during the learning (Mayer, 2001). In this regard, both the cognitive theory of multimedia learning (CTML) and cognitive load theory (CLT) provide several strategies to make
them more suitable for human cognitive architecture (Fiorella & Mayer, 2018; Sweller, van Merriënboer, & Paas, 2019).

Several design strategies have been employed by a variety of researchers in recent years to understand whether they improve learning outcomes in multimedia learning environments. While some of the studies (Biard, Cojean, & Jamet, 2018; Boucheix, Gauthier, Fontaine, & Jaffeux, 2018; Colliot & Jamet, 2018) have reported positive results, others (Hoogerheide, van Wermeskerken, van Nassau, & van Gog, 2018; Merkt, Ballmann, Felfeli, & Schwan, 2018; van Wermeskerken, Ravensbergen, & van Gog, 2018) have not found an effect. Biard et al. (2018), for example, have reported the segmenting technique effective in managing essential processing during the learning, implicating that complex video lessons should be segmented into predetermined meaningful units. Likewise, it has been found that different camera viewpoints on videos may enhance students learning performance (Boucheix et al., 2018), suggesting that the camera perspective can be switched during the instruction depending on the demands of the learning task. On the other hand, Hoogerheide et al. (2018) have found that students perceive the same-gender models on the videos as more similar to them. However, they have not provided clear evidence about the influence of this similarity on learning performance and self-efficiency. Similarly, it has been reported that the presence of the instructors’ image on the videos may cause extraneous processing, and thereby may draw learners away from the learning material (van Wermeskerken et al., 2018), but improves the learner’s engagement and motivation (Colliot & Jamet, 2018). Given the related researches in the field, the research trend in multimedia learning can be categorized into three groups: (1) extending the scope of existing multimedia design principles, (2) providing new design principles, and (3) integrating individual differences to the designing process of multimedia materials (de Koning et al., 2018). From this point of view, there is still a need for evidence-based principles to understand in which condition and for which content instructional videos with multimedia principles do and do not enhance educational outcomes.

How to present informative-texts on videos is also a design-related issue of multimedia materials. Any empirical evidence about this issue may extend our understanding of the spatial contiguity principle and may give insights into new design strategies for information-rich video lessons. From this point of view, while preparing and presenting the informative texts on videos, the dual-channel and the limited capacity assumptions of the multimedia learning need to be considered. The dual-channel assumption takes its origin in the dual coding theory (Paivio, 1986) and insists that humans possess two separate channels for visual and auditory information. The capacity of each channel is limited in memory. Therefore, only a limited amount of information takes place at one time in the channels (Mayer & Moreno, 2003). When the cognitive demands of the learning task exceed the limited capacity in one or both channels, the learner becomes cognitive overload (Sweller et al., 2019), a situation that influences learning adversely (Mayer, 2001). In this regard, the position and the length of the informative-texts may influence extraneous cognitive and consequently increase or decrease the working memory resources that are essential to facilitate learning.

Mayer and Moreno (2003) provided several overload scenarios for multimedia learning environments. One of these is the overload caused by the confusing design of the material. They suggested two strategies to deal with this problem: eliminating the redundancy and aligning. The redundancy effect can be eliminated by avoiding the use of the on-screen texts with their narrations. The spatial contiguity effect, on the other hand, can be ensured by aligning on-screen texts near to the corresponding visuals. The literature provides empirical evidence for the contiguity effect that students perform better learning outcomes when texts are integrated to the visuals than texts and visuals presented separately (Bétrancourt & Bisseret, 1998; Ginns, 2006; Johnson & Mayer, 2012; Mayer, 1997). It might be beneficial to note that in an integrated design, these two sources of information (i.e., visuals and texts) should be unintelligible in isolation (Sweller, Ayres, & Kalyuga, 2011). In other words, if a visual provides all the information that is necessary to learn, there is no need to integrate texts to the visuals. However, there are also several cases where the texts are presented as an additional information source on videos, which are comprehensible in isolation. How viewers inspect these materials and how they process the texts presented in different positions of the screen may be valuable for educators to design video lessons in a way that may reduce the cognitive load. In this sense, the results
of the present study may include insights into the design of these video materials in online-learning environments.

**Videos in Education**

In the 2000s, researchers in the field have asked the question that ‘do dynamic visualizations improve learning’ (Bétrancourt & Benetos, 2018). Since then, a variety of studies have investigated the use of videos in different settings in terms of different educational outcomes. Some of them have indicated that instructional videos are an effective tool for enhancing students’ learning performance (Love, Hodge, Grandgenett, & Swift, 2014; Nagy, 2018; Tang et al., 2017; Traphagan, Kucsera, & Kishi, 2010; van der Meij, 2017), satisfaction (Nagy, 2018), motivation (Tang et al., 2017; van der Meij & van der Meij, 2013), and task completion (van der Meij, 2017). On the other hand, the current literature has questioned ‘why and when do these materials improve learning’ and ‘for whom these materials are more effective’ (Bétrancourt & Benetos, 2018). In the commentary by Bétrancourt & Benetos (2018), three levels of explanations, addressing representational, cognitive and perceptual, and instructional approaches, have been provided to answer these questions.

First, the representational approach refers to “identifying the semiotic and communicational properties of video compared to other types of representational formats” (Bétrancourt & Benetos, 2018, p. 472). It is assumed that videos support learning performance once they have been prepared by following the cognitive demands of the learner. It is also asserted that dynamic visualizations are more effective than static visualizations in conveying more complex information (Tversky, Morrison, & Betrancourt, 2002) and for dynamic contents that include continuous events changing over time. Second, cognitive and perceptual approaches focus on the design aspects of dynamic visualizations that may help learners to allocate cognitive resources to the essential part of the learning material. This approach is common in multimedia literature because of the prevalence of cognitive theories in the field. In this regard, the related literature has been growing by providing novel design principles or extending “traditional” ones (de Koning et al., 2018). Finally, videos have been used in different instructional purposes: (1) engaging learners with learning resources, (2) demonstrating how to perform a procedure, (3) giving opportunity to observe experts in real-life situations, and (4) providing a learning output that may have potential to make learners more active in learning process (Bétrancourt & Benetos, 2018).

**Eye-Movements during a Cognitive Processing Tasks**

The number of studies regarding eye-movements has increased in recent years, thanks to the availability of advanced video-based eye-tracking systems (Rayner, 2009; Schütz, Braun, & Gegenfurtner, 2011). These systems have been employed to test the effectiveness of multimedia learning principles during instruction (Mayer, 2010) and may be used to gain insight about the cognitive load (Huh, Kim, & Jo, 2019; Sweller et al., 2011). Modern eye-trackers allow researchers to analyze the areas that frequently interest users.

The information gathered from these eye-tracking devices can be used for at least three purposes depending on the research goal: (1) how certain multimedia-effects (e.g., redundancy, spatial contiguity, etc.) occur, (2) making improvements on the design of the multimedia materials, and (3) providing access to cognitive process of learners during the interaction with the material (van Gog & Scheiter, 2010). The present study focuses on the second purpose by aiming to understand how to present a large amount of text information based on the eye-movement patterns of learners while processing predetermined text positions on financial videos.

Researchers in applied psychology are highly interested in two core concepts about eye movements: fixations and saccades (Rayner, 2009). Fixation refers to the time interval when eyes remain still on something to acquire new information (Henderson, 2017; Rayner, 2009). This human gaze control is operated by the visual properties of a particular scene or the cognitive demands of a particular task (Henderson, 2007). Saccades, on the other hand, are the fast eye-movements that reorient the fixations from one point of interest to another during a task (Henderson, 2017; Noton & Stark, 1971; Rayner, 1998). These eye movements can be measured by eye-tracking systems and may tell more about how visual perception occurs during cognitive
processing tasks (Noton & Stark, 1971; Reichle, Pollatsek, Fisher, & Rayner, 1998), including reading (Drieghe, Rayner, & Pollatsek, 2005; Rayner, Slattery, Drieghe, & Liversedge, 2011), visual search, scene perception (Rayner, 2009). Results from early studies demonstrated a consistent connection between saccades and attention (Deubel, 2008; Gersch, Kowler, Schnitzer, & Dosher, 2009; Hoffman & Subramaniam, 1995), fixation and attention (Henderson, 2007), and fixation and depth of learning (She & Chen, 2009). It was also shown that there is a correlation between saccades and acquired information detected from a scene to which the learner makes a saccade (Hoffman & Subramaniam, 1995).

Gaze control can be described as the process of directing fixation to a particular region of a scene during a perceptual, cognitive, and behavioral task (Henderson, 2003). Several factors may affect this behavior, including salience, recognition objects, plans, and values (Schütz et al., 2011). First, the stimulus salience has a moderated effect on guiding eye movements (Schütz et al., 2011). In this regard, visual aspects of a scene have a critical role in driving initial fixation placement (Henderson, Weeks, & Hollingworth, 1999). In simple terms, a colorful or a bright design may attract the eye movements (Henderson, 2007). For example, Ozcelik, Karakus, Kursun, and Cagiltay (2009) have reported that color-coded materials draw more learner attention than those of monochrome materials.

Second, learners tend to recognize objects rather than their features in general due to the natural assumption that saccadic target selection is driven by objects (Schütz et al., 2011). During a well-learned task, for example, viewers first scan the location of relevant objects in the setting before completing the task (Hayhoe, Shrivastava, Mruczek, & Pelz, 2003; Henderson, 2017) and eye-fixations are oriented towards the objects being manipulated in this setting (Land, Mennie, & Rusted, 1999).

Third, eye tracking and neural recording studies have shown the influence of tasks on eye movements (Hayhoe & Ballard, 2005). Learners are persuaded by several goals to accomplish these tasks. In doing so, eye movements are mediated by relevant task demands (Schütz et al., 2011). Even if some part of the material is visually unnoticeable, viewers may direct their fixation location towards the task-relevant regions of a scene (Henderson, 2007). For example, Land et al., (1999) investigated the eye movement patterns during a primary everyday task. They reordered eye movements of subjects while they were making tea in a kitchen. The overall goal, making tea, consisted of a group of sub-goals such as filling the kettle, warming water to the teapot, and so forth. These lower-level visual and motor events were described as “object-related actions.” What researchers found was that gaze control behavior of the subjects was closely related to the objects (e.g., kettle, taps, etc.) that were related to these actions.

Finally, although it has been disregarded so far, values play an important role in eye movements (Schütz et al., 2011). Physical actions of people like moving the hand may cause several positive or negative consequences in the environment. These consequences may lead to further actions of people in a given situation. Particularly, tasks, including reward expectations, play an important role in guiding eye movements (Hayhoe & Ballard, 2005). Similarly, the term value refers to the expected reward or gain when selecting targets or deciding to make eye movements. In this regard, it has been shown that saccadic-eye movements are closely related to the relative value of actions (Platt & Glimcher, 1999). Furthermore, the level of interest (Catrysse, Gijbels, & Donche, 2018) and experience in the domain specific knowledge may also affect the eye-movement patterns during a scene perception or a reading task.

Text Positions at Multimedia Materials

The organization of the information on the screen has a crucial role in effective display design (Austin, 2009). As a display element, informative texts are attached to the visuals to facilitate learners’ perception of the message. There is empirical evidence that the integration of texts to visuals improves learning (Bétrancourt & Bisseret, 1998). Likewise, such an argument led to the contiguity principle in multimedia learning (Mayer, 2001). This principle asserts that the corresponding texts and visuals should be presumably presented with a small distance (Johnson & Mayer, 2012; Mayer, 2001; Moreno & Mayer, 1999). In this regard, Ginns (2006) conducted a meta-analysis by synthesizing the results of 37 studies and reported large mean effect size ($d = .72$) for spatial contiguity principle, providing some evidence in favor of using an integrated design (i.e., texts are located near to the corresponding visuals) in multimedia learning.
An integrated screen design can be in two forms in digital contexts: static texts on static visualizations (e.g., graphics) and fleeting texts on dynamic visualizations (e.g., videos). It is relatively easier to apply spatial contiguity principles on static visualizations (Schmidt-Weigand, Kohnert, & Glowalla, 2010) by locating semantically relevant texts near to the corresponding visuals. However, reading a changing text over time as well as scanning dynamic visuals and listening audios may cause cognitive load during the information processing (Kruger & Steyn, 2014).

Mayer, Steinhoff, Bower, and Mars (1995) investigated how an integrated design could be applied to illustrations of science textbooks. Their study provided insight into the textbook design with annotated illustrations having both informative texts and corresponding pictures. The contiguity principle was also suggested for instructional animations to promote learning (Mayer & Anderson, 1992; Mayer & Moreno, 2002; Mayer & Sims, 1994). On-screen texts should be close to their related animations rather than being presented far apart (Mayer & Moreno, 2002). However, setting the text layout on the screen is a complicated issue in interactive environments like 3D animations (Chigona, Sonnet, Ritter, & Strothotte, 2003). Considering the possibility that a standard text may block the appearance of a 3D object whose position changes in time, Chigona et al. (2003) suggested a shadow model in which texts are presented behind objects. Additionally, it has been shown that instructional videos having informative texts at the bottom of the screen (subtitle) are more effective in teaching vocabulary concepts than pictures with texts (Al-Seghayer, 2001). However, there is still no precise design principle suggesting the best text positions for instructional videos to which students allocate more cognitive resources.

Purpose of the Study

Contrary to the static visualizations, a video allows for multiple presentations of information. In other words, the message can be supported with images, graphs, texts, and sounds in a way that complements each other. Examining the eye-movements of the learners while they are interacting with these videos may provide valuable data about how they perceive the dynamic on-screen texts and where they look at during the interaction. Therefore, the purpose of this study is to investigate the use of on-screen texts presented at different positions of a finance video (see Figure 1) in terms of retention and eye-fixation duration. The study may also provide insight into how learners process the short and long texts (Drieghe et al., 2005; Rayner et al., 2011) at different segmentation of a video based on eye-movement patterns. Furthermore, the study may contribute to extend our understanding of integrated screen design in an information-reached multimedia learning environment. In this manner, we expect to propose suggestions for those who are dealing with an intensive amount of text on videos. Consequently, the following research questions guided to the study:

- Is there a correlation between total fixation duration during viewing a specific text position and the retention score gathered from the fixed text position?
• Is there a mean difference between the total eye-fixation durations of the participants at the bottom of the screen and on the right side of the screen?

• Is there a mean difference between the retention mean scores obtained from the bottom and right text positions presented on each video?

**METHOD**

**Participants**

The sample was taken from both graduate (n = 13) and undergraduate (n = 51) students from the department of educational technology at a state university in Turkey. While selecting the participants, the following criteria were addressed; (i) students should be native Turkish speaker since the material was prepared in Turkish, (ii) low experience in finance, and (iii) volunteered to continue participation in the study.

A questionnaire was developed to determine participants’ experience in financial issues. A total of 77 students completed the test. Consequently, 64 students (33 males, 31 females) having low experience in financial issues were selected based on the responses gathered from the questionnaire. Students whose experience score higher than six did not involve in the study, which was done to control for the biasing effects of the experience as the split attention effect is smaller for high-experience students than those of low-experience students (Moreno & Mayer, 1999). Participants’ age ranged from 20 to 28 years (M= 22.13, SD= 2.50).

Before performing the related analysis, the data were cleaned to remove participants whose weighted gaze sampling frequency below 90%. This was done because a lower percentage implies that the participant looked away from the monitor, which was not the desired situation in this study. Therefore, those three cases whose sampling frequency was 46%, 73%, and 81% were removed from the dataset to ensure the data quality. Consequently, the analysis was conducted with 61 cases whose weighted gaze sampling frequency ranged from 94% to 98% (M= 95.48, SD= 1.01).

**Procedure and Setting**

A one-shot case experimental design was employed in the present study. A pilot study was conducted in advance with a PhD candidate who had experience in eye movement studies. The main purpose of the pilot study was to foresee any possible problems we might encounter during the real experiment process and to provide adequate solutions for these problems in advance. During the pilot study process, what was expected from the participant was clearly explained, and the participant was allowed to think aloud. The participant interacted with the media by using the eye-tracker in the human-computer interaction (HCI) lab. After completing two instructional videos, the retention test was applied. Based on the opinions of the expert, and observations of the researchers, the actual design of the implementation process was finalized.

Three days before the actual implementation, all of the participants (n = 77) filled the prior knowledge test. A total of 65 students whose total prior knowledge score below seven was invited to the study. Because one of the selected students gave up to participate in the study on the day of actual implementation, the study was conducted with a total of 64 students. First, video materials were uploaded to the eye-tracker device within a special software. Then, all participants were called into the HCI laboratory one by one. The experimenter informed each participant that he or she would be interacting with two videos about financial issues, that his or her eye-movement patters would be recorded, and he or she would be receiving a retention test about the issues presented at the videos. They were also informed that the purpose of the experiment was to understand how they process the video materials (without evoking their covert attention towards the text positions). Before starting the eye-tracker calibration process, they signed the consent form.

Each participant was seated in a comfortable position in front of the eye tracker monitor, in a distance that was approximately 60 cm away from the monitor. The 16-point calibration process was initiated for each participant at the beginning of each session. After the calibration of the eye-tracker, the participant kindly
informed to watch the first video material without moving his or her head. As soon as the first video display was completed, the second video was presented. The order of the videos was counterbalanced across participants. In other words, the videos were not played in the same order for every participant to minimize serial-position effects. After both of the videos were watched, each participant received approximately two minutes rest before completing the retention test.

Apparatus
A Tobii 1750 binocular eye-tracking system was used to monitor and record the eye movements of participants during the interaction with video materials. The system hardware is integrated into a 17-inch TFT display with a resolution of 1280–1024 pixels. The sampling rate was 50 Hz. The spatial resolution of the system was less than 0.5°. Four text positions illustrated in Figure 1 were determined as “areas of interest” (AOI) on the system. To determine the eye-fixation duration on these AIOs, the criteria that the eyes remained fixed more than 100 milliseconds on a 50-pixel area was used (Duchowski, 2003). The Tobii Studio 2.2.8 software was used to calibrate the eyes of participants with the eye-tracker system.

Data Collection
The data directly related to the research questions were collected from three sources: prior knowledge and retention test, and eye-tracker records. The prior knowledge test was administered in the class. The total experience score was obtained from the prior knowledge test. Additionally, the retention test was administered in the HCI laboratory, and each participant was given adequate time to complete the test. The correct answers of questions were counted for each participant to derive four retention scores addressing four text regions.

The eye-tracker, on the other hand, provided two types of data for inferential and descriptive statistics. For the descriptive part of data collection, the users’ eye movements were analyzed based on the gaze-plots. By this way, it is intended to figure out where the participants were focusing on while watching the media. For the inferential part of data collection, area of interests (AOIs) were selected on each video, which are the text regions illustrated in Figure 1. This method allowed us to collect all the eye-fixation data and only the data directly related to the presentation of the informative texts. In the end, total fixation data (in seconds) were obtained for each of the defined text positions.

Materials
Two types of materials were used in the study: videos and paper-based materials. First, two videos were prepared to collect information about the gaze control behavior of students. The videos were about financial issues in the stock market. The videos displayed reports of financial news by an expert in the economy, publicly broadcast on a national TV channel in Turkey. Both of the materials focused on similar issues about the topic. The duration of each video was approximately 3 minutes. They were simple and straightforward to present the main message.

Two text positions (layouts) were identified for each video by considering the text positions commonly used in daily life: the bottom and right side of the screen (see Figure 1). Each video also included areas of short and long text. Short-text areas have been prepared in a way that includes brief information about the daily foreign exchange rates in the market. Likewise, long-text regions have been designed to present important global business and market news in a sentence format. Consequently, the first video included short and long text regions at the bottom; similarly, the other one also included short and long text regions on the right side.

Attention allocation is generally affected by eye-movement patterns such that more eye-fixation directed towards a particular part of the screen reflects a considerable attention engagement on that part (Ferber & Murray, 2005). As noted by Schütz et al. (2011), the salience of the material is one of the factors that may influence the visual perception. In this regard, the following strategies have been employed to control the attention engagement of students that may be derived from external factors related to the visual aspects of the videos:
Both of the videos have focused on the same topic of a financial conversation.

Similar contents have been presented in the corresponding text regions. The contents on-screen texts were different from those of spoken ones.

The same font and background colors have been selected for the informative texts.

The size of “area of interest” for short-text regions is equal for each video, and so do for long-text regions.

To manipulate the contents inside the selected text regions, each video was embedded directly into a special software developed with Adobe Flash CS6 and programmed with Action Script 3.0. The following procedure was applied during the designing and programming process of the software (see Figure 2).

First, the content being presented at the text regions was obtained from publicly available websites, then tabulated and summarized by the researcher.

A content pool consisting of twelve long and twelve short texts were extracted from the summarized content repository. The number of characters in each corresponding text region was close to each other. In other words, while short texts included characters between 12 and 18, long texts included characters between 72 and 80.

Both short and long texts in the pool were randomly assigned to corresponding text regions of the video materials. Consequently, each video had a pool of six short and six long texts to be presented in the related areas.

When the letters (texts) on the screen replace with new ones, a disruption on the eye movement patterns occur (Rayner, 1998). To control the display change effect in the text regions, the texts were changed at ten-second intervals for each region in an orderly fashion. To do so, a sorting algorithm has been applied to determine the display order of the texts on the screen. This algorithm allows creating two new arrays with six indices for each text region of a video. Then, it randomly assigns six short texts to one array and six long texts to another array. When the software is started, the video appears in the full-screen mode and presents different short and long texts at each time. After ten seconds elapsed, the text at the following indices of the array is presented in the related region of the video. Text in each index of the arrays appears three times on the screen for each video.

The paper-based materials, on the other hand, included a prior knowledge test and a retention test. Before putting the materials into the final form, the questions were checked by an instructional technologist with PhD in terms of content and construct validity. Participants received these materials on individual 8.3 X 11.7-inch sheets of paper.
Prior knowledge (experience) test

This questionnaire consisted of two parts: (i) basic background information, and (ii) interest in financial issues and prior knowledge. The first part included several demographic questions, such as age, gender, educational background, and language. The second part aimed to identify whether participants interest in financial issues and to determine their prior knowledge in the economy. To do so, a 7-item knowledge checklist and a 5-item self-rating question (1= very little, 5= very much) were prepared. While preparing the questions, we inspired from the prior knowledge test developed by Moreno and Mayer (1999) to assess a different topic. The checklist included the following seven items: “I regularly follow economy news,” “I regularly read financial publications,” “I feel excited when I watch financial issues,” “I have purchased a share from the BIST (Borsa Istanbul) recently,” “I regularly follow the daily exchange rates,” “I know why The Turkish Central Bank has reduced Turkey’s growth forecast for the current year,” “I can explain waves in financial market.” Participants were asked to put a checkmark next to the items if the proposed statement was appropriate his or her. Additionally, on the self-rating question, participants were also asked to place a checkmark indicating their knowledge in finance (economy). The experience scores of participants were calculated by counting the number of domain-related items and adding the score addressing the level of knowledge in the economy from the self-evaluation question. Consequently, the total score that could be obtained from the questionnaire ranged from 1 to 12.

Retention test

There are two goals of multimedia learning, which are remembering and understanding (Mayer, 2001). Remembering refers to the ability to recognize or reproduce the presented material, and it can be measured through retention tests (Mayer, 2001). In the present study, a retention test was used. At the top of the sheet, the following instruction was attached: “Please do not select any option if you do not remember the answer of the given question.” The test contained eight multiple-choice and four true-false questions to measure to what extent participants remember the information presented in the text areas. Each multiple-choice question possessed a question stem and four options. One of the options provided under the stem for each question was related to the content presented with the texts on the videos. The test was prepared in a way that includes an equal number of questions from the information presented at the four text areas on the videos. Each correct answer on the retention test yielded one point; thus, the total score that can be obtained from the test was 12.

Data Analysis

IBM SPSS 21 was used for statistical analyses. To answer the first research question, the Pearson Correlation analysis was performed. Additionally, three separate analyses were conducted to seek the second research question: comparison of (i) total fixation durations, (ii) fixation durations between short text regions, (iii) fixation durations between long text regions. Kolmogorov-Smirnov and Levene tests were used to check normality and homogeneity of variance assumptions before further analysis. When both of the assumptions were satisfied, one-way ANOVA was performed, if not so the Mann-Whitney U-test was conducted. The same procedure was also applied to the last research question.

RESULTS

The Relationship between Eye-fixation and Retention

The first research question concerns whether there is a relationship between the participants’ total fixation on the predetermined text regions and their retention scores received from the questions referring to these regions. Concerning this question, a correlation coefficient was computed between total fixation and retention scores. The results showed that there was a statistically positive correlation between the two variables, r = .29, n= 61, p=.025, which means that total eye-fixation duration shared 8% of the variability in total retention scores.
A further correlation coefficient was also computed between fixation duration and retention for four text regions separately. First, there was no significant relationship between the fixation duration and retention scores addressing to the short-text area presented at the bottom of the video, \( r = .24, n = 61, p = .061 \). Second, the eye-fixation duration of the long-text area presented at the bottom was not significantly correlated with the retention scores participants obtained from the questions related to this area, \( r = .22, n = 61, p = .083 \). On the other hand, a correlation for the data obtained from the short-text area presented at the right side of the video revealed a significant relationship between fixation duration and retention score, \( r = .40, n = 61, p < .01 \), which means 16% of the variance is explained. Finally, there was also a statistically significant correlation between two variables at the long-text area presented on the right side of the video, \( r = .27, n = 61, p = .035 \), which means there is only 7% of variance that is explained.

### The Difference between Eye-fixation Duration at Two Videos

The second question seeks the mean difference between the total fixations of participants on the text positions presented at the videos. To test this research question, the Mann-Whitney U-test was conducted to compare the ranks for the total fixations in seconds on text positions presented at the bottom and on the right. The intersection of the first two rows and the first column of Table 1 shows means and standard deviations for eye-fixation durations for two groups. The results indicated a statistically significant difference between the two layouts, \( U (122) = 2892, Z = 5.28, p < .001, r = .48 \), with the sum of rank 78.41 for the text on the right side and 44.59 for the text on the bottom. These results revealed that participants remained more fixed on the texts presented at the right side of the video than texts presented at the bottom of the video.

Additionally, a further one-way ANOVA was conducted to figure out the difference between fixation durations obtained from short text regions presented at the bottom of the video and the right side of the video. The analysis results revealed a statistically significant difference between two groups, \( F (1,121) = 19.20, MSE = 120.49, p < .001, \eta^2 = .16 \), which means that participants more fixed the short text regions presented at the right side of video than short text regions presented at the bottom of the video.

Furthermore, the Mann-Whitney U-test was also conducted to compare the ranks for the total fixations on long text positions presented at the bottom and right side of the video. The results indicated that the eye-fixation duration was significantly affected by the long-text position, \( U (122) = 2779.5, Z = 4.71, p < .001, r = .43 \), with the sum of rank 76.57 for the long text on the right side and 46.43 for the long text on the bottom. These results revealed that participants more fixed on the long texts presented at the right side of the video than long texts presented at the bottom of the video.

### The Difference between Retention Scores at Two Videos

The third research question concerns whether the participants more remember the information presented at the bottom of the video than information presented at the right side of the video. The intersection of the first two rows and the second column of Table 1 shows means and standard deviations for eye-fixation durations for two groups. The one-way ANOVA analysis revealed no significant difference between two layouts in participants’ retention scores, \( F (1,121) = .05, MSE = 1.58, p = .83, \eta^2 < .01 \) which means that retention scores did not differ in terms of text layouts.

### Table 1. Means and standard deviations of eye-fixation durations and retention scores

<table>
<thead>
<tr>
<th>Text positions</th>
<th>Eye-fixation duration</th>
<th>Retention score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( M )</td>
<td>( SD )</td>
</tr>
<tr>
<td>Bottom of the video</td>
<td>72.99</td>
<td>27.52</td>
</tr>
<tr>
<td>Right side of the video</td>
<td>100.72</td>
<td>21.46</td>
</tr>
<tr>
<td>Short text at the bottom</td>
<td>15.79</td>
<td>9.70</td>
</tr>
<tr>
<td>Short text at the right</td>
<td>24.49</td>
<td>12.12</td>
</tr>
<tr>
<td>Long text at the bottom</td>
<td>57.20</td>
<td>21.73</td>
</tr>
<tr>
<td>Long text at the right</td>
<td>76.23</td>
<td>15.14</td>
</tr>
</tbody>
</table>
As a further test of remembering, retentions scores obtained from short text regions were compared between two layouts with one-way ANOVA. The results indicated a statistically significant difference between two layouts in retention scores, $F(1,121) = 4.35, MSE = .48, p = .04, \eta^2 = .04$. These results revealed that participants remembered more information from the short text regions presented at the right side of the video than short text regions presented at the bottom of the video.

A final one-way ANOVA was also performed to compare the retention scores participants obtained from the questions addressing the long text regions between two layouts. The analysis revealed no significant difference between two layouts in retention scores, $F(1,121) = 1.32, MSE = 1.05, p = .25, \eta^2 = .01$, which means that retention scores obtained from long text regions presented at the bottom of the video did not differ from text regions presented at the right side of the video.

**DISCUSSION**

The present study was designed to elaborate on the two text layouts frequently used at videos in terms of eye-fixation duration and retention. A one-shot case experimental design was employed to examine participants’ total fixations on the predetermined text regions and retention scores they got from a retention test, including questions referring to the information presented in these regions. The results indicate a significant correlation between total eye-fixation duration and retention test scores. However, the magnitude of the correlation was different across four text regions and some (i.e., short-text area at the bottom and long-text area at the bottom) of which was not significant. The study also suggests that learners fixate more on the texts presented at the right sight of the screen than texts presented at the bottom. Additionally, contrary to the expectations, the study did not find any significant difference between the retention scores related to the text positions.

Previous studies have demonstrated a positive correlation between fixation and attention (Ferber & Murray, 2005; Henderson, 2007), and fixation and transfer (She & Chen, 2009), complying with the present results. However, a possible correlation between fixation duration and retention score was not analyzed before our study. Although we did not observe a strong relationship between these variables, a significant positive correlation has been observed between fixation and retention. This is an important result because meaningful learning requires a good retention ability (Mayer, 2001) and the goal of multimedia instruction is to help learners to transfer previously learned concepts to new situations. In this sense, the present finding draws our attention to the layout difference of informative texts on videos, and how viewers perceive these texts while interacting with videos. However, there are still many questions that need further investigation: e.g., which external factors are more related to the total fixation on instructional videos, and to what extent these factors predict the goals of the multimedia instruction.

**Visual Processing of Texts on Videos**

Early studies in eye movements have demonstrated that viewers direct their fixations towards informative and interesting regions of a scene (Henderson, 2003). The characteristics of the given task (e.g., reading, scene perception, visual search, etc.) also influence the gaze control behavior (Rayner, 2009). In a reading task, for example, fixation duration and location might be affected by several factors including text difficulty (e.g., being content or functional word, and number of the letters in the word), reading skills (e.g., beginner or dyslexic reader, and skilled reader) and the characteristics of the writing system (e.g., English or Chinese) (Rayner, 2009). In a scene perception, on the other hand, the salience of the material (Henderson, 2007; Schütz et al., 2011) and the cognitive knowledge structure of the viewer (Henderson, 2007) play a critical role in guiding eye movements. In this regard, the present study covers both of these task demands. In other words, it focuses on not only how viewers process text information in different forms (short and long texts), but also how they perceive these texts on a dynamic visualization (video). As a result, due to the complicated structure of the visual processing task and the lack of experimental control in one-shot case studies, several concerns may arise about the generalizability of findings. To lessen this concern, the following strategies were employed while designing the study: (a) selecting similar texts, (b) assigning the texts to the related...
regions of the video randomly, (c) designing the corresponding text regions in way that are visually close to each other, (d) using similar contents in each video, and (e) selecting low-experienced participants.

The content of each text in the corresponding text regions was similar to each other. Texts in short-text regions consisted of two lines: the names and the amount of parities, with the characters of 12 to 18. The count of characters in the long-texts, on the other hand, was in the range of 72 to 80. While long texts presented at the bottom of the video consisted of three lines, long texts presented at the right side of the video contained eight lines. The results of this study indicated that the total fixation on the texts presented on the right side of the video is statistically higher than that on the texts at the bottom and viewers more fixed on both short and long text regions presented at the right side of the video than corresponding text regions presented at the bottom of the video. A possible explanation of this is that learners may perceive any text presented at the bottom of a video as an additional information source.

On the other hand, texts presented on the right side of the screen may be associated with the main message delivered with the video. At this point, there might be a concern of the end-of-line effect in reading rather than layout differences. Concerning this issue, we attempted to control the length of the texts by selecting texts covering similar content classify, and containing characters close to each other. Nevertheless, the role of the line difference between long texts at the bottom of the video and long texts presented at the right side of the video might be arguable to some extent. However, any influence caused by the number of words per line might have revealed a divergent result regarding the total fixation since it has been shown that readers more fixate long words than short words (Reichle et al., 1998).

Kruger and Steyn (2014) have reported that the word count and the number of lines in a subtitle do not play a vital role in the processing of English subtitles in a lecture delivered in English. However, the length of a word (e.g., short or long) may affect the fixation durations. Readers may skip some words during a reading task depending on the number of words presented in the regions (Drieghe et al., 2005; Rayner et al., 2011). The probability of fixating is increased as the length of a word increased (Rayner, 2009). Similarly, the probability of fixating a word is decreased as the length of the word decreases (Rayner, 1998). Furthermore, the gaze control of readers is also affected by the predictability of the words in the text (Drieghe et al., 2005), and semantic relations between the words in the text regions and the main message of the video (Morris, 1994). The result of lower fixations on short text regions in the present study might be interpreted as the skipping effect in reading, as reported by previous studies. Therefore, it can be concluded that viewers more fixate on long text regions than short text regions in a scene perception task. However, a note of caution is due here because every individual has a unique way of looking at the components presented on a screen (Noton & Stark, 1971). In other words, viewers not only look at the salient regions or objects on the screen but also look at a part of the scene based on their cognitive knowledge structures (Henderson, 2007). However, the total fixation duration for the text regions might change based on the experience level of participants in the field (e.g., the stock market or economy).

Recognition of Informative Texts

One goal of multimedia representation is to present information in an efficient way (Mayer, 2001). The goal of multimedia instruction, on the other hand, is to deliver the information in a way that promotes both remembering and understanding (Mayer, 2001). Researches in the field have contributed to our understanding of how to design effective multimedia materials with the emphasis of extending the scope of these principles and establishing new ones (de Koning et al., 2018). At this point, the present study aims to improve our understanding of how to place informative texts on videos to enhance their memorability. This might be considered an important issue because instructional videos have become widespread in education (Bétrancourt & Benetos, 2018), and many students have already taken online courses supported by video materials. However, the present study did not find any significant difference between the total retention scores of the participants. Besides that, the study yielded diverse findings for information-retention for short and long texts. This was an unexpected result because the fixation duration of participants was higher for the text regions presented at the right side of the video than texts presented at the bottom. It is difficult to
explain this result, but it may be argued that the fixation duration might not be a good predictor for learning outcomes.

Previous studies have suggested the use of spatial contiguity principle on static visualizations (Bétrancourt & Bisseret, 1998; Mayer, 1997; Mayer et al., 1995), and dynamic visualizations (Johnson & Mayer, 2012; Mayer & Anderson, 1992; Mayer & Moreno, 2002; Mayer & Sims, 1994). The presentation type of the multimedia content used in these studies meet on a common ground, demonstration of a fact including several procedures, such as a lesson about how car brakes work (Johnson & Mayer, 2012), operation of a bicycle (Mayer & Anderson, 1992), and how the human respiratory system work (Mayer & Sims, 1994). The role of the informative texts in these studies is to support the main message of the lesson by describing a concept or process illustrated on relevant visuals. On the other hand, the video materials used in the present study pursue neither a goal of teaching a “how-to” problem nor an instructional purpose. Instead, they merely cover the topic of recent financial issues and include informative texts addressing the news in the stock market and economy. Therefore, the results of the study might not be generalized to other domain-specific video materials.

Limitation of the Study and Implications for Further Studies

Due to several reasons, the results of the present study cannot be interpreted as conclusive, but suggestive. First, it might be relatively easier to manipulate the salience of the material. However, the plans and values may change depending on the characteristics of the viewer. In this sense, although the eye-tracking technique provides a good opportunity to gather saccade maps and fixation data (Catrysse et al., 2018), it may not give detail information about the intentions and the goals of learners. To understand where and why learners look a particular part of a scene; therefore, the eye-tracking technique needs to be accompanied by different strategies. In this study, we did not employ any additional method, so these restrictions should be considered while evaluating the results. Second, the content presented at the videos was about financial issues, was not an illustration of a fact requiring procedural learning demands. From this point of view, the results of this study may include cues about how to place informative texts on instructional videos delivered through online learning environments. However, the results might not be generalized for the presentation of all learning contents via video material, so further research is required to confirm and validate these results.

The present study has focused on the retention ability of the participants. However, the ultimate goal of multimedia instruction is to enable understanding, the transfer of the acquired information from the multimedia materials to new situations. In this regard, further studies are needed to understand whether informative texts, which are intelligible in isolation, presented at different positions of videos, play a critical role in the learning of different subjects.

An experienced user may perceive a scene different than those of novice users. Henderson (2007), for example, explains this situation by giving a simple example, learning the current time. If someone had prior experience with this task, most probably, he or she would look at the location where the time is provided. In this case, the salience of the materials in the visual field may not be effective in driving attention. Similarly, retention scores and fixation durations of experts in the field (e.g., stock market expert, etc.) may be different from unexperienced (novice) users. Therefore, further studies are required to understand how experienced users control their eye movements in such a task and whether there is a performance difference in retention scores between inexperienced users.

CONCLUSION

The study aimed to explore the role of the text positions placed at videos on eye-fixation duration and retention by applying the method of eye-tracking. A positive relationship has been observed between total fixation time and retention. However, the magnitude and the significance of the correlation is changed depending on the text positions. Additionally, viewers focus on texts longer if they are presented on the right side of the video than those positioned at the bottom of the video. Surprisingly, the study did not detect any
difference between the retention scores learners obtained by giving correct answers to the questions referring to the texts presented at the bottom and on the right side of the instructional videos. Although the present study is based on a limited sample of content (financial issues), the findings suggest that while designing videos with on-screen texts, the right part of the screen is likely a better option if the prerequisite of the designer is to control the gaze behavior.
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