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Testing programs are often classified as high or low stakes to indicate how stringently they need to be evaluated. However, in practice, this classification falls short. A high-stakes label is taken to imply that all indicators of measurement quality must meet high standards; whereas a low-stakes label is taken to imply the opposite. This approach can result in inappropriate allocation of resources and inadequate attention to needed evidence. We argue that “stakes” are better thought of as a profile of consequences. We suggest generalizable criteria for evaluating and responding to stakes in testing, with applications to licensure, employment, and K–12 accountability testing.
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The distinction between high-stakes and low-stakes decisions plays an important role in designing and evaluating testing programs. It is generally accepted that testing programs that are used to make important decisions with serious consequences need to be evaluated against high psychometric standards (Geisinger, 2011; Mehrens & Popham, 1992; National Research Council, 1999; Plake, 2002, 2011). For example, in its chapter on the rights and responsibilities of test takers, the Standards for Educational and Psychological Testing (American Educational Research Association [AERA], American Psychological Association [APA], & National Council on Measurement in Education [NCME], 2014) suggested the following:

As with standards for the various phases of test development, when relevant standards are not met in test use, the reasons should be persuasive. The greater the potential impact on test takers, for good or ill, the greater the need to identify and satisfy the relevant standards. (p. 141)

The distinction between high and low stakes is intended to serve an important function by signaling when consequences of testing are more or less serious (for one or more groups of stakeholders) and, hence, when assurance of quality is more or less critical—for example, when an estimated reliability of .70 may be sufficient versus when an estimate of .90 is needed (e.g., Nunnally, 1975).

However, in practice, the simple dichotomous distinction has at least two limitations. First, in fact, there is no sharp distinction between high stakes and low stakes; the stakes or consequences vary along a continuum from very high stakes to very low stakes, and the perceived ordering of stakes tends to vary over stakeholders. The second limitation, which is the main focus of this paper, is that a simple dichotomous labeling may lead to an undifferentiated response to the concerns, or stakes, associated with the program. By this we mean that labeling a test as “high stakes” tends to be interpreted to mean that all basic indicators of measurement and testing quality (e.g., reliability, validity, scoring accuracy and consistency, accuracy of equating and scaling, fairness, test security) must meet high standards, whereas the label “low stakes” is taken to mean that not much, if any, evidence of measurement and testing quality is required.

This “all or nothing” dichotomy is not constructive. For high-stakes programs, it means that limited resources (staff, time, expertise, money) may not be properly allocated (i.e., spread too thin), and for low-stakes programs, it means that some important aspects of measurement and testing quality may inadvertently be placed in jeopardy; even low-stakes
programs can have some substantial consequences. We propose, instead, that stakes be thought of as a profile of consequences, rather than as a dichotomy, so that a differentiated response pattern occurs where attention can be focused on those aspects of measurement and testing quality that are most impactful (carry more consequence).

We begin by describing the basic differences between what are commonly referred to as high- and low-stakes testing programs (where the “program” includes tests, administration practices and policies, and procedures for generating and reporting scores that are to be used for certain purposes). We then introduce the notion of a profile of different kinds of stakes as a function of score use, testing conditions and context, and stakeholders. We conclude the paper with examples of how one might identify the stakes associated with a testing program and address measurement issues associated with these stakes.

Tests and test scores in and of themselves (thought of as measures) do not have stakes (Plake, 2011). It is only when the scores are used to make consequential decisions that the testing program, involving the testing procedures and the decisions based on the scores, can be said to have stakes.

It is clearly useful to think about the uses of test scores and the consequences associated with these uses in developing a testing program and in evaluating its effectiveness, but anyone who has tried to evaluate the probable consequences of a testing program with any precision is likely to recognize the difficulty of this task. However, it is not necessary to be able to unambiguously categorize a testing program as high or low stakes or to precisely rank programs in terms of their stakes for the evaluation of stakes to be useful. A relatively rough ordering of the overall stakes associated with the proposed uses of a testing program can be helpful in allocating resources, and a recognition of the different kinds of stakes inherent in a score use can draw attention to design issues that may need to get special attention.

Rather than simply classifying score-based decision programs as high or low stakes (or higher or lower stakes), we suggest that the consequences that are of most concern (and that give the score-based decisions their stakes) should be identified, and efforts should be made to address these consequences. In other words, we suggest that attention and resources be focused on those potential limitations of the testing program (e.g., modest reliability, sources of construct-irrelevant variance, gaps in test security) that could make negative consequences more likely or more severe or could make intended outcomes less likely. For example, licensure tests generally have high stakes for test takers, as failing to pass denies an opportunity to engage in professional practice and, thereby, can lead to economic and psychological hardship, but passing allows the candidate to practice his or her chosen profession (Downing & Haladyna, 1996). In this case, the stakes for the test taker and the public are concentrated almost exclusively on the accuracy of the pass/fail decision, and concerns about precision focus on decision consistency and on minimizing the standard error at the required passing score (AERA et al., 2014; Mehrens & Popham, 1992; Wyse & Babcock, 2016). In contrast, other high-stakes testing programs (e.g., college admissions tests) tend not to have fixed passing scores, and concerns about precision tend to emphasize the reliability of scores across a wide range of scores. Both licensure testing programs and admissions testing programs are considered high stakes, but the issues that merit extra attention because of the stakes are different in the two cases.

The General Distinctions

According to the Standards for Educational and Psychological Testing (AERA et al., 2014), a high-stakes test is “a test used to provide results that have important, direct consequences for individuals, programs, or institutions involved in the testing” (p. 219), and a low-stakes test is “a test used to provide results that have only minor or indirect consequences for individuals, programs, or institutions involved in the testing” (p. 221). So the basic distinction involves a difference between “important, direct consequences,” and “only minor or indirect consequences,” for individuals (test takers), programs, or institutions. In the Standards (AERA et al., 2014), the role of stakes (or consequences) tends to be prominent in determining how specific standards are applied, for example, in the comments associated with particular standards (e.g., Standards 6.6, 6.13, 9.5, 12.1, 12.10, and 13.4) where stakes or consequences are invoked to indicate when a standard is especially important and needs to be fully implemented.

In describing a testing program as high or low stakes, the focus is on typical or expected outcomes. Consequences that affect particular test takers because of a unique personal situation or characteristic, but do not affect any substantial group of test takers, are not generally considered in categorizing testing programs as high or low stakes (but such unique situations are to be accommodated in particular cases, if appropriate and feasible). That is, the fact that we can imagine or know of a situation in which a score use could have a serious consequence in some unique, unusual circumstances does not make the testing program as a whole high stakes.
As noted earlier, consequences and therefore stakes are not associated with the test itself but, rather, are mainly attributable to the uses of (or decisions made from) test scores. The scores from a given testing program may be used for higher stakes decisions (e.g., admissions, promotions) or for lower stakes uses (e.g., feedback to students or teachers). Furthermore, a test score may have several uses, each with different potential consequences, and the different consequences may have different implications for the kinds of evidence needed to evaluate the program.

So, if a test initially designed to support low-stakes decisions is repurposed (Wendler & Powers, 2009) or retrofitted (Fulcher & Davidson, 2009) so that scores are used to make high-stakes decisions, the kinds of evidence needed to support that new, more consequential use, would need to be considered. And although consequences are associated with the use of test scores, the context and conditions of testing can moderate the impact of the consequences; therefore, they are also relevant to evaluating stakes. For example, a test that costs the test taker much more, in time or resources, to take than another test, may be perceived to carry higher stakes for that reason.

Consideration of stakes is further complicated by the fact that a testing program tends to impact multiple stakeholders, not just test takers (Geisinger, 2011; Lane, Parke, & Stone, 1998), and the stakes for a testing program are likely to be interpreted differently by different stakeholders (Lottridge, Winter, & Mugan, 2013; Plake, 2011). Depending on the testing purpose and intended score use, stakeholders may include students, job candidates, parents, schools, administrators, employers, and the larger community (Lane et al., 1998). An important example of stakeholder-moderated stakes occurs in the case of testing for K–12 accountability. The consequences for students (test takers) tend to be low in accountability programs, as the scores, for the most part, are used to make decisions about schools or teachers and do not have much, if any, direct impact on students (Geisinger, 2011; Koretz & Hamilton, 2006; Lane & Stone, 2002). However, the consequences for administrators and schools can be high, as failure of schools to meet defined standards of performance or improvement could result in their being restructured, converted into charter schools, or taken over by the state (Goertz & Duffy, 2003). As a result of the differences in perceived consequences (positive and negative) of state testing programs across various stakeholder groups, we have some groups of parents opting their children out of testing (Bennett, 2016).

**Stakes: More Than a Simple Dichotomy**

Just as validity is not a property of a test but of underlying assumptions, explicit claims, proposed interpretations, and intended uses of the test scores (Cronbach, 1988; Kane, 2013), stakes are not a fixed property of a test; rather, the stakes are inextricably tied to consequences of score use (e.g., Amrein & Berliner, 2002; Cizek, 2001; Cole & Osterlind, 2008; Geisinger, 2011). However, the use(s) of scores from testing programs tend to have different kinds of consequences, and consequences come in varying degrees and durations.

Furthermore, stakes associated with the same testing program tend to be evaluated differently by different stakeholders and can also depend on the conditions and context surrounding the testing (AERA et al., 2014; Bennett, 2016; Geisinger, 2011; Stone & Lane, 2003). Consider, for example, a relicensure program. Failing the test could result in a more extensive relicensure process, and it could interfere with the individual’s current employment status. The impact of not passing the test is significant and consequential for test takers who fail; therefore, such programs are considered high stakes. However, these stakes would be even higher if the test is offered only once or twice a year and a nontrivial registration fee is required for each test occasion; if the test is offered more or less continuously and only one registration fee is required for a year’s worth of testing opportunity, the stakes associated with the score use would generally be less serious. Although the consequences for the test taker of not getting relicensed have not changed, the first condition (infrequent testing and more cost) would make the consequences more serious than they would be in the second condition (continuous testing and less cost). The point is that classification of stakes is not a simple dichotomy of low or high, nor is it simply a function of the type of the test or even of the test-score use. There are many factors that determine the consequences, or stakes, associated with any testing program.

Rather than characterizing testing programs as high or low stakes, it would make sense to identify the specific kinds of stakes that are of most concern, to focus on actions that are likely to mitigate any negative consequences associated with the program, and if possible, to enhance the positive consequences. For example, consider Standard 6.6 in the Standards: “Reasonable efforts should be made to ensure the integrity of test scores by eliminating opportunities for test takers to attain scores by fraudulent or deceptive means” (AERA et al., 2014, p. 116). The comment associated with this standard emphasizes the importance of score integrity in cases “where the results may be viewed as having important consequences” (AERA et al., 2014, p. 116) but focuses on precautions against student cheating during testing (e.g., requiring adequate
space between students, monitoring the testing sessions, preventing communication with outside accomplices). It is certainly important to ensure the integrity and accuracy of scores in any high-stakes testing program, but the precautions that are most critical depend on the kinds of consequences that are of most concern. In contexts where the stakes are most salient for individual test takers (e.g., college admissions, licensure), focusing on test-taker cheating is appropriate; in contexts where the stakes are high for institutions (e.g., K–12 accountability programs) but minimal to nonexistent for students (Stone & Lane, 2003), precautions against individual cheating should probably take a back seat to precautions against institutional malfeasance (e.g., inappropriate test preparation, tampering with scores after the fact). In thinking about how to design and conduct testing programs given the associated stakes, it is important first to identify the kinds of stakes at issue. In the next section, we identify four criteria that are relevant to evaluating the seriousness of consequences.

Criteria for Evaluating Consequences

Geisinger (2011) proposed several factors that determine the stakes associated with a testing program, including possible negative consequences for various stakeholders and various aspects of test use that influence the likelihood or severity of these consequences, such as (a) whether or not the test score is the sole source of information for making a decision, (b) the frequency with which a test is given and the opportunity for retaking the test, (c) how multiple scores earned by a test taker on the same test are considered (e.g., when the test taker repeats the test on different occasions is only the highest score counted, is an average of the scores counted or is the initial score weighted more heavily in the decision making?), (d) whether the scores earned are made public, and (e) the extent to which the test results are explained to test takers.

Geisinger (2011) associated higher stakes with programs for which a test score was the sole source of information but pointed out that this is, by and large, not considered a reasonable measurement practice (see, AERA et al., 2014). He associated higher stakes with programs (a) in which the tests are infrequently offered and for which retake opportunities are limited, (b) that average scores across multiple occasions or place disproportionate emphasis on the initial score, (c) for which scores are made public, and (d) that offered no or few explanations of test scores to the test takers.

Having explicit criteria against which to gauge the stakes of a testing program is important, as criteria tend to enhance the consistency with which programs are characterized in terms of stakes. Further, the identification and evaluation of the consequences of testing programs can help to identify specific negative consequences that need to be controlled through appropriate measurement practices and policy decisions. Geisinger (2011) offers a useful architecture for thinking about testing stakes, one that is oriented toward policy-based factors (e.g., whether test scores are made public). We offer a complementary set of criteria to facilitate the evaluation of stakes that may be somewhat more molar, yet are still actionable. We suggest four criteria: the direction of the consequences (negative vs. positive), the impact of the consequences, their likelihood, and their reversibility.

Direction of the Consequences

Testing programs resulting in only or mostly positive consequences for test takers (or other stakeholders) tend not to be subject to the same level of scrutiny as tests that can generate negative consequences. In evaluating the consequences of score use, doing no harm should be a primary concern (as suggested by the Hippocratic Oath). As Cronbach (1988) suggested: “Validators have an obligation to review whether a practice has appropriate consequences for individuals and institutions, and especially to argue against adverse consequences” (p. 6). In particular, concerns about stakes tend to occur mainly when the results are used to deprive some individuals of some opportunity or benefit, such as a license to practice a profession or occupation, admission to an institution, access to a high school diploma, or to impose some sanction (as in K–12 accountability programs).

Two kinds of negative impact have been of particular concern in education: differential impact against particular groups (which may or may not be associated with identifiable sources of bias) and negative systemic effects (e.g., teaching to the test). These negative consequences are particularly salient because they have a clearly identifiable negative impact on clearly identifiable groups of students (i.e., the students who may have been treated unfairly and the students subjected to a limited curriculum). In addition, of course, these consequences can be serious, can have an impact on large numbers of students, and can be hard to correct after the fact. Negative consequences, especially specific, well-defined negative consequences, tend to be widely accepted as serious public concerns.
Although it is true that test takers are often the focus for discussions of negative consequences, testing programs tend to have stakes for multiple stakeholders, and so the extent to which a consequence is negative may depend on the particular stakeholder group of interest. For example, employment tests tend to have serious consequences for applicants who want to be offered a job and employers that want to hire the best applicants. K–12 accountability tests can carry high stakes for administrators and teachers, but they carry low stakes for students (Koretz & Hamilton, 2006; Stone & Lane, 2003).

Evaluating stakes across multiple stakeholder groups tends to be complicated, and the evaluation is not compensatory. Testing programs tend to be considered high stakes if they have serious consequences (especially serious negative consequences) for one or more stakeholder groups, even if the consequences for other stakeholder groups are neutral or somewhat positive.

**Impact of the Consequences**

A consequence is important to the extent that it tends to have significant impact on test takers, institutions, organizations, agencies, or the public directly affected by the test score use. Applying this criterion can be difficult because, as we have noted, testing programs can have a range of consequences for a range of stakeholders, and the evaluation of the importance of any consequence for any stakeholder is somewhat subjective. However, as we suggested earlier, in assigning stakes to testing programs, it is not necessary to get a precise ordering of the programs in terms of the relative importance of various consequences, and a rough ordering can be achieved.

For example, licensure testing outcomes have serious consequences for test takers because scores are used to decide eligibility for work in the test taker's chosen field. Test takers generally have dedicated several years of study and, in many cases, delayed income generation to prepare for a profession (e.g., physician, pharmacist, accountant) or skilled occupation (e.g., plumber, electrician, cosmetologist), and a failure to get a license would have a substantial negative impact on the test taker. A false-negative decision would be particularly problematic, because it would have no countervailing benefit in terms of protection of the public.

On the other hand, academic placement tests used to decide if incoming first-year university students may place out of beginning English composition would generally have less serious consequences. For placement, the downsides of a false-negative misclassification are taking one semester of beginning English and paying for the course; this is not a trivial consequence, but it is generally less serious than the consequences associated with a false-negative decision on a licensure examination.

**Likelihood of Substantial Consequences**

Consequences (especially negative consequences) that are more likely to occur are generally of greater concern than those that, although possible, are not probable. For example, if the same form of a multiple-choice test is administered repeatedly in a context with significant consequences, the items are likely to become known, and this type of security breach can undermine the meaning of the scores and the fairness of the decisions based on those scores; the high likelihood of this threat to fairness makes it a major concern in many cases. On the other hand, if students are encouraged to bring a basic calculator to a mathematics test, the possibility that a few students will forget to do so does not increase the stakes associated with the testing program. The suggestion that a negative consequence may occur under certain unusual circumstances does not necessarily raise the stakes associated with the score use.

**Duration and Reversibility of Consequences**

An outcome that is short-term or easily reversible tends to have lower stakes than an outcome of similar importance that is of extended duration or difficult (if not impossible) to reverse. In a K–6 context, a language proficiency test, for example, that incorrectly assigns a student to a lower language ability class may be corrected relatively quickly. A student-teacher whose first-week evaluation indicates a shortcoming with managing student behavior can readily take corrective action with the assistance of the supervising teacher. Educational assessments used formatively are intended to help students to acquire various knowledge, skills, and competencies, and their consequences are generally positive; any negative effects of the feedback are likely to be short-lived compared to the potential long-term benefits of the constructive feedback.
A false-positive licensure decision, however, tends to have long-lasting consequences; in many fields, once an individual is licensed to practice, it can be quite difficult to revoke the license. At the other extreme, tests that may be taken multiple times during a year, or, in cases of some Internet-based tests, continuously on demand, make it possible for test takers to achieve success after a false-negative decision much more readily than is the case for tests administered less frequently, thus minimizing the impact of the false-negative decision. Whether or not test takers should be permitted to retake a test as many times as they want until they pass is another matter, as the likelihood of a false-positive decision also increases with multiple opportunities to retake (Millman, 1989); such false positives can negatively impact the public if the test taker who eventually passes is poorly prepared for practice (Clauser & Nungester, 2001). A false-positive decision in an employment setting also may be long lasting and therefore costly to the employer.

**Promoting Positive Consequences and Limiting Negative Consequences**

As noted, identifying and evaluating the consequences associated with a score use tends to be a challenging and somewhat subjective endeavor; therefore, estimates of the stakes associated with a testing program are likely to be rough, rather than precise. The four criteria outlined previously (see also Geisinger, 2011) can be useful in evaluating the overall level of stakes for a testing program, but probably more importantly, they can help to identify specific consequences that contribute to the stakes associated with the program. To the extent that some aspect of the program is likely to generate serious negative consequences or to seriously interfere with the obtainment of intended benefits, these aspects need to be addressed.

The distinction between higher stakes and lower stakes programs is useful, but labeling a program as high or low stakes does not, in itself, provide much guidance on how to improve the program. Given that high-stakes testing programs can have different profiles of consequence, it would probably be more useful to identify the specific consequences that are of concern and to address these consequences directly rather than simply to categorize some programs as high stakes and thereby require a high level of attention and scrutiny on all aspects of measurement-related quality while allowing all other programs to escape such scrutiny.

An effective way to deal with questions about stakes, consistent with the notion that each test has a definable profile of consequences, is to spell out the proposed interpretation and intended uses of the test scores (Kane, 2013), including the likely consequences of the proposed uses and of the testing conditions and context (e.g., retesting policies). Based on these analyses, the most important consequences, positive and negative, could be identified, and efforts to improve the quality of the assessments could be focused on enhancing the positive consequences and controlling the negative consequences.

For example, in a licensure testing program, false-positive decisions (granting a licensure to an individual not ready to engage in practice) and false-negative decisions (not granting a licensure when it is merited) could have serious negative consequences for the public and for the candidate; therefore, the consistency and accuracy of the decisions need to be high. This need implies that the standard-setting procedures followed to identify the passing score must be appropriate and rigorous, and score precision should be maximized around the passing score. The precision of scores around the passing score can be enhanced during the test-development process by including a larger number of items with difficulty levels close to the likely passing score rather than at higher and lower levels. Although as Wyse and Babcock (2016) recently noted, depending on the length of the test and the distribution of test-taker ability relative to the passing score, decision accuracy and consistency may, in fact, be maximized by including items above or below the passing score. In the case of constructed-response tasks, the need to maximize decision consistency could suggest, for example, the rescoring of all responses within a defined band around the passing score.

In K–12 accountability programs, negative consequences that can be anticipated are a narrowing of the curriculum and instruction to emphasize the content covered by the test (Au, 2007; Koretz & Hamilton, 2006; Lane et al., 1998; Lane & Stone, 2002). Under these circumstances, it is particularly important that the test cover the entire curriculum, or at least the most important parts of the curriculum (AERA et al., 2014; Bandalos, Ferster, Davis, & Samuelson, 2011; Elliott, 2015). By way of contrast, there is less evidence indicating that licensure tests have much impact on the curricula and instructional practices of professional schools (Faxon-Mills, Hamilton, Rudnick, & Stecher, 2013), and licensure tests do not need to cover all occupationally relevant knowledge, skills, and judgment (KS); AERA et al., 2014).
**Thinking Through Consequences: Examples of Testing Applications**

In this section, we offer some examples of how one might consider consequences in the context of three testing applications. First, we will examine some of the consequences (or stakes) associated with the three uses of test scores, licensure decisions, employment decisions, and K–12 accountability. Second, we will consider the implication of these consequences for the level of rigor needed for selected aspects of measurement quality for these applications.

**Evaluating Stakes for Licensure Testing**

Licensure is a strict form of regulation, as individuals cannot legally perform the primary responsibilities of the profession or occupation without first obtaining a license (AERA et al., 2014, ch. 11; Shimberg, 1981). The intent of licensure is to minimize the likelihood that unqualified individuals enter a profession or occupation. Schmitt (1995) noted, “Licensure is designed to protect citizens from mental, physical, or economic harm that could be caused by practitioners who may not be sufficiently competent to enter the profession” (p. 4). A license tends to apply to a broad field of practice (e.g., architecture, accounting, teaching) in a range of contexts rather than to a specific job within that field. Licensure tests evaluate current mastery of KSJs needed for the practice of a profession or skilled occupation; they are not designed to predict future performance (Kane, 2004; Schmitt, 1995).

If a [licensure] test is developed to assess the extent to which professionals possess the skills required for practice, it is sensible that examinees with lower levels of those skills will be less-fit practitioners. But examinees who possess these skills may fail to use them; knowing how and doing what is required are two different things. (Clauser, Margolis, & Case, 2006, p. 716)

In discussing licensure and other credentialing examinations, the Standards (AERA et al., 2014) stated:

Criterion-related evidence is of limited applicability because credentialing examinations are not intended to predict individual performance in a specific job but rather to provide evidence that candidates have acquired the knowledge, skills, and judgment required for effective performance, often in a wide variety of jobs or settings. (pp. 175–176)

In licensure testing, the passing score provides the operational basis for identifying candidates who have the KSJs required for entry-level practice. Candidates with scores meeting or exceeding the passing score are allowed to practice; those below the passing score are considered not yet ready to enter the profession. The percentage of candidates passing a licensure test will vary from administration to administration, and in principle, the passing percentage could be as low as 0% or as high as 100%. For licensure programs, serious negative consequences may occur, as noted previously, both for the public and test takers, and so from either of these stakeholder perspectives, licensure tests carry high stakes.

**Evaluating Stakes for Employment Testing**

Employment (selection) testing seeks to identify applicants who will be most successful on the job for which they are being hired. Unlike licensure testing, which is intended to weed out inadequately prepared candidates, “the fundamental inference to be drawn from test scores in most applications of testing in employment settings is one of prediction: The test user wishes to make an inference from test results to some future job behavior or job outcome” (AERA et al., 2014, p. 171).

In employment testing, applicants are typically rank-ordered from highest scoring to lowest scoring on the selection test (or on multiple measures) with the highest scoring applicants being offered jobs or, at least, included in the next stage of the selection process. The number of actual hires is determined, in large part, by the number of open positions, and there is no fixed passing score. We recognize that employment testing covers more than selection (hiring) decisions and includes, for example, decisions related to placement, training, and promotion. However, for present purposes, we focused on selection.

Employment testing decisions also have high stakes, but generally, the stakes are not as high as those associated with licensure tests. The institutional impact of any employment testing program may be significant, but it tends to be limited to the organization doing the hiring. For the applicants who take the test, not getting a job they want can have serious
consequences, but the impact of negative decisions is mitigated in most cases by opportunities to immediately apply for other jobs.

**Evaluating Stakes for K–12 Accountability Testing**

The third example is K–12 accountability testing, which has become widespread in U.S. public schools (Coburn, Hill, & Spillane, 2016; Koretz & Hamilton, 2006). Such testing is often focused on gauging students’ mastery of the state-mandated content curriculum with the goals of identifying where instructional and school-level changes may be most needed to support student learning (Bandalos et al., 2011; Lane, 2014). Although students, in the aggregate, are the focus of the assessment process, the stakes associated with their test scores tend to be higher for administrators and teachers, especially when rewards and sanctions are attached to school-level performance (Lane & Stone, 2002). However, students may be affected by unintended consequences, including a narrowing of the curriculum and instruction to the topics covered by the state-required test (Koretz & Hamilton, 2006; Lane et al., 1998; Lane & Stone, 2002). Although better alignment between the curriculum and the test could improve instructional relevance (Woolley, Rose, Orthner, Akos, & Jones-Sanpei, 2013), state testing programs do not generally cover the full range of competencies included in the state content standards.

All three of these kinds of testing programs can be considered high stakes in that they each tend to have serious negative consequences for at least some stakeholders (see Table 1). Licensure and employment tests have particularly direct, serious consequences for test takers, while K–12 accountability programs may have direct and serious consequences for administrators and teachers and indirect consequences for students. Employment tests can also have serious consequences for employers, and licensure tests can have negative consequences for the public and institutions that rely on the competence of professional practitioners. Note, however, that although all three kinds of testing programs tend to have serious stakes for various groups of stakeholders, the stakes are different in the three cases and the implications for the quality and rigor of the testing program are different, and so the simple label of “high stakes” does not provide adequate guidance for evaluating and improving the programs. Working through responses to the criteria (and the associated assumptions) can help to inform subsequent decisions about the evidence needed to evaluate the program.

The three kinds of testing programs discussed here also differ on the duration and reversibility of the consequences of the decisions being made. A false-negative outcome may be addressed by retaking the licensure test (most likely an alternate form of the test), but how quickly that may occur depends on the retake policy. An applicant who is not hired for a particular job can immediately apply for different jobs, assuming that comparable positions are available. The consequences of not getting a job increases if comparable opportunities are limited. An individual student may not be impacted by a school not meeting targeted expectations in an accountability program, but students in the aggregate, over time, may be subjected to a more restricted curriculum, and some students may be less motivated to learn (Lane & Stone, 2002).

Although the discussion of these three kinds of programs, summarized in Table 1, may suggest a possible rank ordering of the stakes associated with these three testing applications, such an ordering is not too critical; all three kinds of programs have serious enough potential consequences for various stakeholders to be considered high stakes. More important, in each case, are the steps that need to be taken to promote the positive consequences associated with each program and to limit any negative consequences associated with each program.

**Addressing the Consequences That Give Testing Programs Their Stakes**

As noted above, categorizing testing programs as high or low stakes or rank-ordering the programs in terms of their stakes is useful in thinking about how much attention to give to the technical quality of each program, but it does not provide much guidance on how much emphasis to give to specific technical criteria. To identify the technical issues that require the most serious attention, it is necessary to analyze the profile of consequences associated with the program and the technical issues that have an impact on these consequences.

Table 2 emphasizes the test-design and implementation issues that are highlighted by the stakes associated with licensure, employment, and K–12 accountability decisions and the kinds of evidence needed to address how well these issues are being addressed (but it does not reflect all of the criteria that may be of interest).

Note that the relevance of any kind of consequences for any particular testing program will depend on the intended uses of the scores and the context in which the program operates; our discussion of how consequences play out in each
Table 1  Evaluation Criteria Applied to Stakes (Consequences)

<table>
<thead>
<tr>
<th>Evaluation criteria (Consequences)</th>
<th>Licensure testing</th>
<th>Employment testing</th>
<th>Accountability testing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direction of the consequences</strong></td>
<td>Candidates (test takers) and the public may experience direct negative consequences.</td>
<td>Applicants (test takers) and hiring organizations may experience direct negative consequences.</td>
<td>Schools (as a collective of administrators and teachers) may experience direct negative consequences.</td>
</tr>
<tr>
<td><strong>Importance of the consequences</strong></td>
<td>Test takers who fail to pass are denied eligibility to practice their desired profession. A false-positive decision, may place the public in “harm’s way.”</td>
<td>Test scores, generally are only one criterion in the hiring decision, but test takers who fail to pass may be denied access to a job. A false-positive decision, may result in productivity loss and reduced morale for the organization.</td>
<td>Schools may face sanctions, if accountability metrics are not met. Students may face a narrowing of the curriculum and related instruction.</td>
</tr>
<tr>
<td><strong>Likelihood of important consequences</strong></td>
<td>Inaccurate decisions are most likely to occur for test takers and the public with true scores near the passing score.</td>
<td>Inaccurate decisions tend to occur if the test scores are not strongly related to job performance.</td>
<td>Schools already facing resource and funding issues may be more prone to negative consequences than other schools. Meeting accountability metrics may be difficult, given available resources; and positive change may take a long time to develop.</td>
</tr>
<tr>
<td><strong>Duration and reversibility of negative consequences</strong></td>
<td>A test taker who fails to pass may retake the licensure test, but this may take months. It is difficult to revoke a license once granted.</td>
<td>A test taker who is not hired for a job can immediately apply for other jobs, if available.</td>
<td></td>
</tr>
</tbody>
</table>

kind of testing program is general and tentative. The basic point is that it is possible to identify the issues that need to be addressed in order to enhance intended, positive consequences and to minimize the impact of negative consequences.

The definition of the content domain to be covered by the test and the extent to which the test content matches this target content domain is of importance in any testing program — hence, in Table 2, we have coded “domain representativeness” as being of high importance across the three score-use applications — but the specificity of the domain definition, and the methods used to articulate its structure and boundaries, depends on the intended interpretation and use of the scores. Licensure programs are intended to protect the public by weeding out candidates who have not mastered the KSJs that entering practitioners need for safe and effective practice. Domain representativeness tends to be an especially important consideration in the development and evaluation of licensure tests (AERA et al., 2014) because the test scores are interpreted primarily in terms of the level of mastery of these job-relevant KSJs (as determined by a job or practice analysis) and covered by the test. For a licensure examination, it is not necessary to include all of the KSJs needed for practice, but it is important that the KSJs assessed by the examination be relevant to safe and effective practice (AERA et al., 2014).

For employment tests and K–12 accountability tests, domain representativeness is also of importance, especially in defining the constructs to be measured by the test. In the former case, the content is intended to reflect general characteristics needed for success in a particular job or in training programs, but specific KSJ domains are not necessarily the focus, although there needs to be an evidence-based connection (e.g., through a job analysis) between the tested content and job requirements.

In K–12 accountability testing, alignment between the tested content and the state-approved curriculum or content standards is important (Bandalos et al., 2011; Davis-Becker & Buckendahl, 2013; Koretz & Hamilton, 2006; Webb, 1999). Evidence of such alignment, at a minimum, focuses on the overlap between the knowledge and skills represented on the test and the state curriculum or standards and on the extent to which the tested content reasonably reflects the level of cognitive complexity depicted by the curriculum or standards (Bhola, Impara, & Buckendahl, 2003; Webb, 2007). For K–12 accountability programs, it is necessary to cover the state approved standards, because the kinds of performance
Table 2 How the Level or Kind of Evidence Differs Across the Three Score-Use Applications

<table>
<thead>
<tr>
<th>Measurement criteria</th>
<th>Licensure testing</th>
<th>Employment testing</th>
<th>Accountability testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain representativeness</td>
<td>(H) Test content should reflect the specific knowledge, skills, and judgments (KSJs) needed for safe and effective practice.</td>
<td>(H) Test content should reflect characteristics and KSJs needed for success on the job or in training for the job.</td>
<td>(H) Test content should reflect the knowledge and skills defining the state-mandated curriculum or standards.</td>
</tr>
<tr>
<td>Criterion-related validity</td>
<td>(L) Focus is on the extent to which test scores reflect mastery of the KSJs needed in practice rather than on criterion-related validity evidence.</td>
<td>(H) The main validity concern is the relationship between test scores and performance on the job.</td>
<td>(L) The main concern is evidence of the alignment between the test content and the state-mandated curriculum or standards.</td>
</tr>
<tr>
<td>Precision/Reliability of individual scores</td>
<td>(M) Precision should be high around the passing score; less precision is acceptable at other score scale locations.</td>
<td>(H) Scores should be reliable over the range of scores in which decisions might be made.</td>
<td>(L) The focus is on aggregate results for the unit being evaluated, rather than on individual reliability.</td>
</tr>
<tr>
<td>Fairness/Lack of bias</td>
<td>(H) Tested content should not advantage (disadvantage) one subgroup over another.</td>
<td>(H) Testing practices should not discriminate against applicants based on job-irrelevant factors such as race, sex, national origin.</td>
<td>(H) Administrators and teachers should not be accountable for students’ test scores without clear guidelines on what is to be taught and without the resources needed to provide effective instruction.</td>
</tr>
</tbody>
</table>

Note. We classified the evidence in the table as either high (H), moderate (M), or low (L) importance, mostly as a way to illustrate how we believe the same source of evidence may or may not vary across score-use applications.

that are not assessed by the testing program are likely to get less instructional attention than performances that are included.

All three kinds of testing programs need to be supported by validity arguments, but the mix of evidence needed to support the validity of the proposed interpretation and use is not the same in the three cases. As noted above, content-related evidence is important for all three kinds of interpretations and uses. A second kind of validity evidence that plays a major role in some programs is criterion-related evidence (Table 2, second row). Validity arguments for licensure testing tend to focus primarily on domain representativeness (job-analytic evidence) and on the reasonableness of the passing score (standard-setting evidence), and as indicated earlier, there is no expectation that the test scores will provide predictions of the future performance of individual licensees; hence we coded “criterion-relation validity” as being of low importance for licensure testing in Table 2. For employment testing, validity arguments rely heavily on criterion-related, predictive evidence (particularly, the empirical relationship between test scores and criteria of job performance such as supervisor ratings), and so we coded criterion-related validity as being of high importance. Validity arguments for K–12 accountability testing focus on the alignment of test content to the state curriculum or standards (U.S. Department of Education, 2004); so as in the case of licensure testing, “criterion-related validity” is of low importance for accountability testing.

The third row in Table 2 compares the different needs for precision or reliability of individual test scores in the three kinds of testing programs. Employment tests seek to rank-order applicants in terms of their predicted performance on the job and need scores that are reliable over much of their score range; hence, evidence of precision or reliability is of high importance. Licensure tests need to generate consistent pass/fail decisions, and in order to minimize the likelihood of false positives and false negatives, they need to have relatively small standard errors around the passing score; reliability across the range of the score scale is less of a concern. We, therefore, have classified the need for precision or reliability as of moderate importance. For K–12 accountability, where scores are interpreted at a class or school level (cohorts of students) rather than at an individual student level, it is the reliability of class or school means that is the main concern in
evaluating precision, and the reliability of individual student scores is not a major concern; hence, we coded such evidence as being of low importance. If the accountability decisions are based on the numbers of students in different performance levels (e.g., basic, proficient, advanced), it is desirable that precision be high around the cut scores to enhance classification accuracy.

The last row in Table 2 addresses the issue of fairness. A test is said to be fair if it “reflects the same construct(s) for all test takers, and scores from it have the same meaning for all individuals in the intended population” (AERA, APA, NCME, 2014, p. 50). A fair test does not mean that different groups of test takers will perform comparably on that test, but it does mean that observed differences in performance, on average, are not due to factors unrelated to what the test was intended to measure. We see fairness in testing as nonnegotiable, and so we coded it as being of high importance across the three score-use applications.

Fairness in employment testing (for hiring decisions) is, in large part, governed by the Civil Rights Act of 1964, which makes it clear that employers may not refuse to hire (or otherwise discriminate against) applicants due to their race, color, religion, sex, or national origin. Further, disparate passing rates (adverse impact) between test-taker subgroups is taken as an indicator of potential bias, where adverse impact is said to occur if the passing rate (selection rate) for some subgroup of minority test takers is less than 80% of the rate for majority test takers (the so-called 4/5ths rule, e.g., Roth, Bobko, & Switzer, 2006). In such instances, the test user is required to provide evidence that the test scores are predictive of job performance.

Fairness in the context of licensure tends to focus on assuring that neither the test content nor its format and administration systematically advantages (disadvantages) one subgroup of test takers over others. If the program is found to have adverse impact, additional scrutiny will be given to the extent to which the test tasks reflect KSJs that are necessary for safe and effective practice and the possibility that sources of irrelevant score variance are introducing bias.

Lastly, in K–12 accountability testing as such, where there are no direct consequences for individual students, concerns about fairness at the student level tend to be low, but concerns about fairness for the units (e.g., classes, schools) being evaluated for accountability are major concerns.

If the scores are also used to make decisions about individual students, we have an aspect of fairness not encountered in licensure and employment settings, which is the issue of opportunity to learn (Kurz, Elliott, Kettler, & Yel, 2014). This issue relates to the students having been provided adequate access to materials and instruction on the tested content and instructors having information about the content to be covered well in advance of the assessment administration. Elliott (2015) reflected that opportunity to learn includes the time the teacher devotes to instruction that covers different parts of the content in the state-mandated curriculum. The basic concern is that schools, administrators, and teachers should not be accountable for student performance without clear guidelines on what is to be taught and without the resources needed to achieve these educational goals.

As noted earlier, it is not particularly important to rank-order testing programs in terms of stakes. Whether a score use carries higher stakes or lower stakes, we want the testing program to work well—to achieve its intended objectives. So it is probably less important to determine how high the stakes are and more important to determine what the stakes are and, in particular, to determine how to promote intended positive consequences and to limit or mitigate any unintended negative consequences.

Conclusion

The use of the terms, high stakes and low stakes, when referring to a test score use is commonplace. Such labeling is a convenient way of thinking about and discussing tests and testing programs. However, this distinction is, at best, rough and can be misleading. In particular, this simple dichotomy may communicate a set of assumptions about the level of measurement rigor needed that is not adequately differentiated. To the extent that the label “high stakes” invokes an almost automatic, generalized response where all aspects of measurement-related quality (e.g., security, validity, reliability) must be extensive and premium, it can lead to over-emphasizing certain indices and evidence and ineffective use of limited resources (e.g., time, expertise, finances). A more informative approach would be to think about a test score use as having a profile of stakes (or consequences) and identifying positive consequences to be promoted and significant (impactful) negative consequences that need to be controlled or mitigated.

In this paper, we have offered some criteria for evaluating stakes and suggested how careful attention to the delineation of explicit claims, uses, and especially consequences may be helpful in promoting desirable outcomes and in controlling
unintended, negative consequences. We further highlighted how testing context and conditions moderate stakes and so must be taken into account, and we similarly reinforced the need to take into account all stakeholders when thinking about stakes.

We suggest that the particular consequences that give a high-stakes program its stakes should be identified, and particularly rigorous standards should be adopted for those aspects of the testing program that are most critical for promoting positive consequences or for mitigating probable negative consequences. Our point is that the level and kinds of evidence needed to support a testing program, or more specifically, the use of scores from that program, should be commensurate with and reflect the profile of consequences associated with that use. A lower stakes test may not need the same level of rigor as a higher stakes test in most areas, but it may have a need for more evidence in some areas, and a higher stakes program will generally be held to a higher standard than lower stakes programs, but it may not need as much attention in some particular areas as a lower stakes program. In both cases, the issues that determine a program’s stakes need to be addressed by focusing on those aspects of the testing program that are most directly related to its stakes.
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