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Learning progressions (LPs) articulate a trajectory of learning and understanding in a domain in the form of levels or steps in student understanding toward proficiency (Clements & Sarama, 2004; Heritage, 2008; Post, Cramer, Harel, Kieren, & Lesh, 1998; Simon & Tzur, 2004; Weaver & Junker, 2004). LPs have been developed in many areas, including English language arts (Song, Deane, Graf, & van Rijn, 2013), mathematics (Arieli-Attali, Wylie, & Bauer, 2012; Carr & Alexeev, 2011; Clements & Sarama, 2004), and science (Alonzo & Gotwals, 2012; Duschl, Maeng, & Sezen, 2011).

By articulating a trajectory of learning and understanding in a domain, LPs can provide the big picture of what is to be learned, support instructional planning, and act as a guide for formative assessment (Heritage, 2008). An LP enables the capture of connections among the various skills and concepts of a curriculum and can take into account a variety of factors affecting student progression, including maturation (Graf & Arieli-Attali, 2015). In particular, an LP can be useful in the creation of diagnostic tools for formative assessment. By mapping LPs and developing an assessment around them, the assessment can provide teachers with information regarding the location of their students on the progression and from that derive information needed to move the students forward. For example, diagnosing a student as being at Level 2 of a five-level LP implies the student is ready to learn the material of Level 3 but may not be ready for the material of Level 4, even if the curriculum dictates Level 4 material at that point in time. Using this diagnostic information in the classroom may facilitate how teachers guide group activities and address misconceptions. However, extracting useful diagnostic information from an LP assessment requires that students’ classifications to LP levels be valid and reliable.

The purpose of this paper is to describe a framework for validating student classifications into LP levels and describe an implementation of this framework in the context of an LP for rational numbers in mathematics. In the remainder of this section, we argue that an LP, as a theory about learning, needs to be operationalized through assessment tasks and measurement models. This operationalization provides a way to test the predictions of the theory, but such tests are rare in the literature. We then propose a framework for validation of operationalized LPs, present the LP that is the focus of our implementation of this framework, and conclude with specific research questions that were addressed in this validation effort.
Learning Progressions as Testable Theories

At their essence, LPs are theories of the paths students follow in learning a subject. The usefulness of LPs as a practical tool in teaching and learning is dependent on validating the hypotheses that an LP posits about how students progress toward their learning targets (Stevens, Shin, & Krajcik, 2009).

In order to support the empirical evaluation of LPs, Corcoran, Mosher, and Rogat (2009) argued that every LP should include operational definitions of what students’ understanding and skills would look like at each of the stages of progress defined by the progression. In other words, the hypotheses that LPs posit should be testable (Stevens et al., 2009).

These requirements emphasize the link between LPs and the assessments that can measure student understanding of the key concepts or practices and can track student developmental progress over time (Corcoran et al., 2009). In particular, this tracking requires that assessment tasks (or items) have been designed to determine if students achieved a particular LP level. If a particular item requires knowledge and skills that are necessary at a particular level of the LP (but not at a lower level of the LP), then correctly answering this item can provide evidence that a student has achieved this particular level in his or her development.

Measurement Models for Learning Progressions

With assessment tasks thus designed, researchers can try to incorporate the LP information into their models of assessment data. Typically, the purpose of modeling assessment data is descriptive. Using either classical test theory or item response theory (IRT), the information from a test is used to determine where a student is along a given ability scale. However, several psychometric approaches have been developed that incorporate additional information about the construct measured by specifying what processes, strategies, and knowledge are involved in responding to items. This approach is diagnostic in the sense of explaining item responses through cognitive mechanisms.

Item Response Theory Framework

A possible expansion of the traditional descriptive approach to test the diagnostic power of an LP is through the use of explanatory item response models (De Boeck & Wilson, 2004), which are based on the principle that item responses can be modeled as a function of different types of predictors. Specifically, LP levels can be viewed as a characteristic of items that may predict or explain the variability in item responses. Confirming that items associated with higher levels of the LP are also more difficult supports the basic claims of the LP.

A limitation of this approach is that it is focused on the item side of the data, whereas LPs ultimately make claims about students and their mastery of specific levels in the LP. In other words, diagnostic measurement models in the context of an LP need to classify students dependably into one of the LP levels.

Under the IRT framework, this kind of classification of students has been achieved through variations of so-called Wright maps (Wilson & Draney, 2000) that link the continuous latent ability estimate to discrete levels in the learning progression (van Rijn, Graf, & Deane, 2014; Wilmot, Schoenfeld, Wilson, Champney, & Zahner, 2011). Specifically, for each level of the LP, cut scores on the continuous ability scale are created by locating (through the item response functions) the ability levels that correspond to certain probabilities of success on tasks associated with this level. For example, one can set a minimal probability of 65% and set a cut score for this level as the average ability levels that correspond to this probability across all items associated with this level. The validity of the LP is supported inasmuch as the order of cut scores that arises from this process corresponds to the order hypothesized by the LP (lower levels have lower cut scores) and the cut scores associated with a particular level across test forms or item groups are similar.

Cognitive Diagnostic Models

Cognitive diagnostic models, or CDMs (Leighton & Gierl, 2007; Rupp, Templin, & Henson, 2010; Tatsuoka, 2009), present an alternative measurement approach for LPs. CDMs are latent class models (Haagenaars & McCutcheon, 2002) that classify test takers into groups according to the similarity of their responses to test items. The latent classes are defined by attributes or skills that are associated a priori with test items. Each attribute has two possible values, mastery or nonmastery, and each item is defined in terms of the combination of attributes that are required to perform successfully on the item. The
model then probabilistically classifies test takers in terms of their latent pattern of mastery over all attributes from their observable pattern of responses.

As compared with common psychometric models (e.g., IRT), CDMs are based on categorical instead of continuous latent variables. As a result, CDMs directly estimate the skill profile of test takers, as opposed to the two-step IRT approach described above: estimate continuous scores and then discretize them based on (somewhat subjectively defined) cut scores.

The **attribute hierarchy method** (AHM; Leighton, Gierl, & Hunka, 2004) is a special type of CDM that defines attributes that have an ordered, hierarchical relationship, in contrast to most CDMs, which assume that attributes are independent or nonhierarchical. This feature makes the AHM an appealing candidate for the modeling of LPs, which also makes explicit the hierarchical distinctions in student understanding as it becomes more sophisticated (Briggs & Alonzo, 2012).

### A Framework for Testing Learning Progression Classifications

To date, most efforts around LPs have focused on their theoretical development. Although several authors have illustrated different types of validation analyses and report preliminary results (Briggs & Alonzo, 2012; Gotwals & Songer, 2013; Steedle & Shavelson, 2009; van Rijn et al., 2014; West et al., 2012; Wilmot et al., 2011), there have been no attempts to empirically test the validity of classifications from an LP in a comprehensive way.

To facilitate and inform our own efforts to support the use of LPs in instructional planning and formative assessment, a framework for testing classifications from an LP was developed. This framework focuses on validation activities that should be performed following an operationalization of the LP — an assessment development, administration, and analysis effort that follows the development of the LP itself. In particular, the context for this framework was a data collection effort where assessment items were developed and classified as measuring specific LP levels, students were administered these items, and through the application of a measurement model, were classified as masters of specific LP levels. In other words, the LP theory has been operationalized and is being used to classify students into LP levels for instructional or remedial purposes.

Supporting the use of test scores is the purpose of test validation. The *Standards for Educational and Psychological Testing* (AERA, APA, & NCME, 2014) defines validity as “the degree to which evidence and theory support the interpretations of test scores for proposed uses” (p. 11). These standards, following modern validity theory nomenclature (Kane, 2006; Messick, 1995), refer to different types of validity evidence (rather than different types of validities). Two types of validity evidence are particularly relevant to the development of an LP as a theory of learning and development of test items as measures of LP levels: evidence based on response processes and evidence based on content (Leighton, 2004; National Research Council, 2001). Evidence based on response processes is at the heart of an LP as a theory of learning, supported by theoretical and empirical analyses of cognitive reasoning processes by students (e.g., Clements & Sarama, 2004; Confrey & Maloney, 2010; Gotwals & Songer, 2013; Weaver & Junker, 2004). Evidence based on test content is at the heart of evaluating the alignment between the LP and its levels and between items developed to operationalize it and can include logical analyses or expert judgment evaluations of the relevance of item content to the LP (e.g., Arieli-Attali & Cayton-Hodges, 2014).

These two types of validity evidence have been the focus of previous LP development efforts but do not address the evidence in support of classifications of students to LP levels. These classifications are the primary interpretation or use of a particular LP measurement, and we therefore need to gather evidence to evaluate the soundness of the proposed interpretation for its intended use (AERA, APA, & NCME, 2014, p. 19).

The purpose of the proposed framework is to organize evidence for the validity of LP classifications. The framework (see Figure 1) organizes evidence in two ways. First, both item classifications and person classifications should be evaluated. Second, both the reliability and validity of classifications should be examined. Both the item analyses (first column) and reliability analyses (first row) should be viewed as a necessary requirement for the soundness of person classification: Item classifications are necessary to develop person classifications, and reliability of classifications is necessary for validity of classifications. In other words, although the ultimate goal is to validate person classifications (see Figure 1, lower right cell), the potential to gather such evidence would be limited without supporting evidence from the other cells of the framework.

**Reliability of classifications** refers to their consistency. The term is used here, in a more general sense than **reliability coefficients**, to refer to the consistency of scores across replications of a testing procedure (AERA, APA, & NCME, 2014, p. 33). Although reliability and validity are often discussed separately, in fact reliability is closely related to validity because
it ultimately bears on the generalizability and dependability of scores (Kane, 2006). Classification of items into LP levels is typically assessed through measures of interrater reliability of item classifications. Classification of persons into LP levels can be assessed through measures of consistency in person classifications across different sets (or forms) of items. An appropriate statistical measure of consistency for both types of analysis is Cohen’s weighted kappa (Cohen, 1968) because it takes into account chance agreement levels and weighs the severity of disagreements.

**Validity of classifications** refers to predictions made by these classifications concerning the ordering of items and students. Specifically, these predictions should be supported by examining their alignment with empirical data. From the item side, item LP levels are expected to align with item difficulty—items with lower LP levels should be easier than items with higher LP levels. From the person side, person LP levels are expected to align with person test performance—persons with lower LP levels should have lower performance than persons with higher LP levels. Test performance may refer to the LP assessment or to other relevant external measures of performance. These types of analyses support the relative alignment of person classifications (see Figure 1, lower right cell) because they entail a claim about the relation between LP levels and test data. Thus, they can suitably be performed through correlational or analysis of variance methods.

However, person classifications also entail an absolute claim about mastery of specific LP levels (see Figure 1, lower right cell). A person at a specific LP level is expected to master the knowledge and skills necessary to answer assessment tasks that measure this level or any lower level of the LP. Test data therefore should reflect this expectation by showing that items classified at each LP level are answered correctly by a large majority of persons classified at this level or higher. Conversely, data should show that items classified at each LP level are answered correctly at a substantially lower rate by persons classified below this level. Because definitions of “large majority” are necessarily subjective, qualitative or graphical analyses should support this type of alignment. However, odds of at least 2 (67% correct) to 4 (80% correct) are reasonable thresholds for defining this term.

Previous research attempts to empirically test the validity of classifications from an LP considered some of the aspects of the proposed framework, usually focusing on the item side. The reliability of item classification was analyzed through interrater reliability analyses (Wilmot et al., 2011). The validity of item classifications was analyzed through the application of Wright maps, where the position of items on the continuous latent trait scale is plotted to examine (in a qualitative way) whether items from different LP levels are clustered as expected from the LP (e.g., Gotwals & Songer, 2013; Wilmot et al., 2011). The reliability of person classifications was addressed by van Rijn et al. (2014, Table 4) through an analysis of the agreement of person LP classifications among different assessment form pairs. The validity of person classifications was partially addressed by Steedle and Shavelson (2009, Table 4) in an analysis of the probability of showing an LP level on an item conditioned on students’ LP level classification. It is clear from this review that previous research addressed different aspects of validation, but no comprehensive validation effort of LP classifications has been implemented.

Note that the suggested framework focuses on validation of the classifications from an LP and is therefore a validation of a particular operationalization of the LP in the context of a specific assessment. Therefore, it is possible that a specific operationalization (assessment system) would yield limited support for the theory, whereas another would yield more support.
The framework presented here is particularly relevant for a context in which test data are collected during a single point in time from a group of students who are expected to vary in their LP levels. Other contexts may require a somewhat different validation plan. One such context is a contrasting groups study, where student groups who are known to differ in their LP levels (e.g., because of differences in instruction) are compared. In this context, a direct comparison of the LP levels of the two groups would be called for, in addition to validating LP classifications within each of the groups. Another context is a longitudinal study of a group of students whose LP levels are measured before and after they learn the knowledge and skills associated with the LP. In this context too, a direct comparison of the LP levels of the students before and after instruction would be called for in addition to validating LP classifications within each of the groups.

**A Learning Progression for Rational Numbers**

This framework was applied to an LP of rational numbers. Rational numbers have been given special attention in mathematics education research (e.g., the Rational Number Project at the University of Minnesota; see Post et al., 1998) due to their centrality in the learning of mathematics in elementary grades and their predictive value for future mathematics learning, specifically high school algebra learning (Siegler et al., 2012).

The rational number system poses new challenges for the young learner who is familiar only with the whole number system. In addition to the challenge of acquiring a new symbol system, there are difficulties in understanding that there can be different representations of the same quantity (equivalent fractions, as well as the equivalency between fractions and their corresponding decimals; Moss, 2005). The operation of translation between representations or even ordering rational numbers (fractions and decimals) does not come easily for students of all ages (Markovits & Sowder, 1991, 1994; Moss, 2005; Sowder, 1995). Most profoundly, it is difficult for students to grasp that there are different meanings (subconstructs) of the same fraction (Behr, Harel, Post, & Lesh, 1993; Behr, Lesh, Post, & Silver, 1983; Behr & Post, 1992; Kieren, 1995). For example, if a student previously knew that the number 2 stands for a group of two objects, now the symbol $\frac{2}{5}$ is (a) part/whole (i.e., two pieces of pizza out of five pieces); (b) division (i.e., two items divided between five people); (c) ratio (i.e., 2 to 5 ratio); (d) a measure (i.e., 0.4; fixed quantity, number-line representation); and (e) multiplicative operator (i.e., operator that reduces $\frac{2}{5}$ the size of another quantity). It is argued that introducing the rational number system to students requires a shift in understanding from an absolute or concrete way of perceiving the number system to a more relative perception of numbers (e.g., relative to a “whole”), along with acquiring new concepts such as the density of numbers (between each two fractions there is another fraction) — a precursor for continuous versus discrete concepts in later mathematics, and the multiplicative relationship between numbers (rather than additive, as in the whole number system; Moss, 2005). These factors and others make it difficult to master the rational number system, yet these are exactly the factors that explain why it is so important for middle-school students to master rational numbers before progressing to algebra and higher mathematics.

The rational number learning progression that is the focus of this study was developed by Arieli-Attali and Cayton-Hodges (2014) on the basis of research on how students think about the main ideas of rational numbers, what strategies they use — and how these ideas and strategies change over time. The LP spans the curriculum that is normally taught in Grades 2–5 but does not depend on a particular curriculum. An important characteristic of the structure of this type of learning progression is that it does not contain reference to age or grade level expectations but rather describes a sequence of increasing expertise depending on cognitive development (Heritage, 2008). This particular LP follows the conception and structure of learning progressions that are more prevalent in science education (e.g., Corcoran et al., 2009) — that is to say, a progression that covers conceptual understanding through a small number of wide grain–size levels. However, this structure of LPs can also be found in mathematics assessment (Arieli-Attali et al., 2012; Graf & Arieli-Attali, 2015; Graf & van Rijn, 2016; Kalchman & Koedinger, 2005; Kalchman, Moss, & Case, 2001; Wilmot et al., 2011). The benefits and usefulness of such a wide grain-size progression are particularly evident for diagnostic and remedial purposes as students enter middle school and should be ready for algebra.

A notable aspect of this rational number LP is that it combines fractions and decimals under one progression. Research in mathematics education tends to examine rational numbers separately for fraction understanding and decimal learning, viewing the decimal numbers primarily as a notation system. Hence, several groups of researchers have developed elaborated LPs for fraction understanding (e.g., Clements & Sarama, 2004; Confrey & Maloney, 2010; Kalchman et al., 2001), whereas in the decimal literature, researchers primarily discuss common misconceptions and errors due to the notation and representation system, with some suggestions for possible progressions or acquisition steps (e.g., Roche,
However, numerous studies have shown that ideas about fractions and decimals go hand in hand, and separating them for the purpose of teaching may not be ideal (e.g., Confrey, 1994; Moss & Case, 1999; Resnick et al., 1989; Thompson & Saldanha, 2003). Intertwining fraction and decimal concepts has a developmental value. From a developmental point of view, once students grasp a particular concept within the fraction system or the decimal system, they are ready to learn (or implicitly already perceive) that concept in the other number/notation system. For instance, once a student perceives the concept of a fraction as a “measure” (i.e., a number on a number line), one of the manifestations of this understanding is that the student can “translate” from that fraction to its corresponding decimal (e.g., 2/5 is another name for 0.4 and he or she will be able to find 2/5 on a number line not only divided by 5 but also divided by 10). However, because learning depends on both maturation and instruction, it is possible for a student to show evidence of one level with fractions and a lower level with decimals because that student has not yet received decimal instruction (Arieli-Attali & Cayton-Hodges, 2014). The notion, however, is that the cognitive underpinnings necessary to achieve standing on a level may be present, even if instruction has not yet made possible the ability to perform at that level with both fractions and decimals.

The LP is presented in detail elsewhere (Arieli-Attali & Cayton-Hodges, 2014), but a summary of the LP appears in the appendix, and example items from each level are presented in Figure 2. The progression starts with the part-whole conceptual understanding of both fractions (using area representation, such as pizza pies) and decimals (using the money system, for example), develops into the concept of a fraction/decimal as a number in a continuum (e.g., on a number-line representation) and the ability to translate between them (grasp the equivalency between different representations of the same value), and later becomes the ability to operate fluently with fractions and decimals. The LP includes six levels. Level 0, which is the most intuitive level where no fractional understanding yet exists apart from a basic conception of halving and doubling, often characterizes students in the beginning elementary grades. Five more levels follow that describe conceptual development through Grades 2–5.

**Empirical Study**

The purpose of the empirical study reported here was to apply the framework presented above for the validation of classifications made according to an LP for rational numbers. As a specific application of this framework, several design decisions were made, three of which are noted here. First, we decided to use a CDM (specifically, the AHM) as the measurement model for classification of students into LP levels. As a latent class model, the CDM is particularly suitable
as a measurement model for the categorical LP levels, but alternative models could have been used, including Bayesian networks (West et al., 2012) and IRT approaches (van Rijn et al., 2014). Second, we used state assessment scores as the external measure against which LP classifications were compared. These scores were preferred over alternatives (such as class grades) for their comprehensiveness as measures of mathematics achievement and high reliability. Third, we administered the assessment to middle school students, who already completed instruction for both fractions and decimals curricula. Due to this decision, we can also assume that lack of decimal instruction was not an obstacle in this study.

This study was based on results from a pilot study of a formative assessment system that was designed to measure mastery and fluency with concepts of the number system and operations with numbers. We classified 400 items in terms of LP level of understanding, a cognitive diagnostic model of student mastery level within the LP was fitted to the data, and analyses were conducted to assess the reliability and validity of these classifications.

The research questions were informed by the validation framework and accordingly were concerned with both the reliability and validity of LP classifications and also with both item-related issues and student-related issues. Item-related questions were as follows:

1. What is the reliability of item classifications to LP levels, as evidenced by the interrater agreement in their classifications?
2. What is the validity of item LP classifications, as evidenced by the contribution of item LP levels in explaining item response variance?

Student-related questions were as follows:

1. What is the validity of student classifications, as evidenced by the alignment between the expected responses of students according to their model-based LP levels and the actual responses of students?
2. What is the validity of student classifications, as evidenced by the relation between student LP classifications and test scores as well as external measures of mathematical ability?
3. What is the reliability of student LP classifications, as evidenced by the relation between student classifications based on different test forms?

Method

Participants

For this study, a New Jersey middle school was recruited. The school was paid 10 dollars per participating student. All Grade 6–8 students (in almost equal numbers per grade) in the school participated, 693 in all. Girls and boys were 50% each, and 48% were Asian, 31% were White, 12% were Hispanic, and 8% were Black. The average mathematics ability of the students, as indicated by their state assessment scores, was relatively high: 258, 249, and 234 for Grades 6–8, respectively. The corresponding standardized differences for the average New Jersey student were .51, .54, and .43 (calculated with data from the New Jersey Department of Education, 2014, p. 67). In other words, the average school scores were about half a standard deviation above the state mean.

Instruments

The test items that were used in this study are part of Quick Math (Attali & Arieli-Attali, 2015a, 2015b), an adaptive practice and assessment system of elementary and middle school mathematics. This system is itself part of the CBAL® research initiative to develop assessments that maximize the potential for positive effects on teaching and learning (Bennett, 2011). Quick Math is used to assess and strengthen procedural and representational fluency with concepts of the number system and operations with numbers.

Questions can be generated on the fly from item models (Bejar, 1993), which are problem schemas having parameters that can be instantiated with specific values. For example, the model “X + Y =?”, where X and Y can be whole numbers in the range 1 – 10, has two parameters that can be instantiated to display an actual exercise.

From a practical standpoint, the use of item models greatly expands the potential number of exercises while at the same time allowing repetition, the cornerstone of practice. From a theoretical standpoint, item models provide an opportunity for a construct-driven approach to item development because they can be tied to a mapping of the construct through an
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analysis of the cognitive mechanisms related to item solution and item features that call on these mechanisms (Embretson, 1983). In this context, these item models constitute foundational tasks that form the basis for understanding number properties and operations. In particular, many of the item models in Quick Math (Attali & Arieli-Attali, 2015a, 2015b) were focused on rational numbers and have been informed by the work on the rational number LP (Arieli-Attali & Cayton-Hodges, 2014). Other item models focused on whole number concepts and understanding.

The set of items used in this study comprised 50 item models with eight instances from each model, with a total of 400 items. Instances were generated to cover a representative range of model parameters.

Design

The complete set of 400 items was divided into four nonoverlapping sets (or forms), with each set composed of two instances from all 50 item models. Each set was further divided into two subsets with 25 item models (and two instances) in each. Each participant was randomly assigned to one of the sets and was further randomly assigned to take one of the subsets in the first test session and the other in the second test session.

Procedures

Teachers were asked to schedule two test sessions for each class at their convenience. Each test session lasted one class period (the median time to complete each session, including instructions and posttest questions, was 20 minutes) and was conducted in a computer lab. The two sessions were completed within 1 day of each other by most students (70%) and within 5 days by almost all students (except a few make-up sessions).

Analyses

First, we report descriptive statistics for response accuracy and response time, including Cronbach’s alpha reliability coefficients and validity coefficients with respect to students’ state assessment scores. Next, we report interrater agreement results for the classification of the items to the LP levels.

Third, we explore the potential of LP levels to predict response accuracy and response time and explain the variation across item models and instances within models. To do that analysis, the results of unconditional linear mixed models were compared with those that include the LP levels covariate. The mixed models included crossed random effects for person and item models, as well as instance-within-model. For response accuracy, a generalized linear model with the Bernoulli distribution and logistic link function was used. This model is similar to a one-parameter IRT model, except that items (models and nested instances) were treated here as random effects rather than fixed effects (see De Boeck, 2008). Treating items as randomly selected from a population naturally fits the concept of item models and instances drawn from it (as is used in Quick Math, Attali & Arieli-Attali, 2015a, 2015b) but also presents several measurement advantages (De Boeck, 2008).

The linear component of the model is a linear combination of predictors:

\[ \eta_{pi} + \theta_p + \beta_i \]

where \( \theta_p \sim N(0, \sigma_{\theta}^2) \) is the random person ability effect and \( \beta_i \) is the item easiness effect:

\[ \beta_i = \beta_L X_{iL} + \epsilon_i \]

where \( \beta_L \) is the weight of the LP level (0–5), \( X_{iL} \) is the value of item \( i \) on the LP level property, and \( \epsilon_i \sim N(0, \sigma^2_{\epsilon}) \) is the random residual item variance. This model is referred to as the linear logistic test model with error (De Boeck, 2008).

To estimate the contribution of the LP levels to the prediction of item variance, the percent reduction in estimated item (both model and instance) variance from the unconditional to the conditional model was calculated.

Finally, we estimated an AHM from the response accuracy data for each form using the R package CDM (Robitzsch, Kiefer, George, & Uenlue, 2016). Formally, a deterministic-input, noisy-and-gate model (see Rupp et al., 2010, p. 116) with a reduced or restricted skill space was used. The LP levels (0–5) were defined as attributes, or skills, which resulted in six attributes for the Q-matrix. To account for the hierarchical nature of the LP, a reduced skill space was defined (Leighton...
et al., 2004) that corresponded to a linear attribute hierarchy (Gierl, Leighton, & Hunka, 2007), where the attributes were sequentially ordered in a single chain. In such a chain, knowing that a student has mastered a particular attribute (say, the one corresponding to Level 4 in the LP) implies that the student has mastered all preceding attributes in the chain (Levels 0 through 3). Formally, the reduced skill space is defined through a 6x6 lower triangular matrix (that is, all entries below and on the main diagonal are 1). In this matrix, if \( i > j \), then the entry \( ij \) is 1, signifying that if a student masters Level \( i \) in the LP, then he or she should also master all levels lower than \( i \). As a consequence, instead of the full space of \( 2^6 \) patterns of skills, only seven skill patterns are possible: Students can be classified as masters of Level 5 (which entails they master all lower levels too), or Level 4, or Level 3, or Level 2, or Level 1, or Level 0, or nonmasters of Level 0 (for examples of setting up this model in the CDM package, see Robitzsch et al., 2016).

The models were evaluated in terms of their absolute model fit by computing a range of indices proposed in the literature. Two indices are based on summaries of the discrepancies between observed and expected (according to the model) pairwise item response correlations: The statistic MADcor denotes the average absolute deviation between observed pairwise item correlations and model-predicted correlations (DiBello, Roussos, & Stout, 2007), and the SRMSR (standardized root mean square root of squared residuals; Maydeu-Olivares, 2013) is also based on comparing these correlations. It is generally recommended that values of .05 or lower indicate excellent fit (Maydeu-Olivares, 2013).

A related index based on the difference of Fisher transformed correlations was proposed by Chen, de la Torre, and Zhang (2013). For each item pair, the transformed correlation and its standard error are derived to compute a z-score (denoted \( Z_2 \)) to test whether the residuals differ significantly from zero, applying the Holm procedure to adjust for multiple comparisons. The authors proposed the use of the maximum of these \( Z_2 \) measures as a global test of absolute model fit (indicating whether or not at least one item pair does not fit the model). However, due to the large number of items in our data (and a very large number of item pairs), we report on and analyze instead the number of significant item pairs.

The validity of student classifications to LP levels based on the models was analyzed by (a) calculating convergent validity relationships with test scores and state assessment scores, (b) conducting a graphical analysis of the alignment between the expected responses of students according to their model-based LP levels and the actual responses of students, and (c) calculating the reliability of student LP classifications from two submodels, each based on half of the items.

### Results

**Descriptive Results**

Table 1 presents psychometric properties of response accuracy and response time, or slowness (natural log of time in seconds to answer). The average percentage correct score was 68%, and average mean log response time was 2.58 (corresponding to 13 seconds). The internal consistency of response accuracy was very high, with Cronbach’s alpha coefficients around .97 for the 100-item scores and slightly lower for the 50-item-model scores (each score the sum of two instances from each item model). The internal consistency of response time was similar, with Cronbach’s alpha coefficients of .96 for the 100-item scores and slightly lower for the 50-item-model scores.

The validity coefficients of the accuracy scores (number of correct responses across the two sessions) with respect to the students’ state assessment scores (obtained a year before the study) were high: .84, significantly higher than the correlation between students’ mathematics grades for the entire year and state assessment scores and .68 (\( p < .01 \) for the test of correlated correlations). The validity coefficients of the slowness scores (average of log seconds) with respect to

<table>
<thead>
<tr>
<th>Form</th>
<th>( N )</th>
<th>( M )</th>
<th>( SD )</th>
<th>( \alpha ) items</th>
<th>( \alpha ) models</th>
<th>( M )</th>
<th>( SD )</th>
<th>( \alpha ) items</th>
<th>( \alpha ) models</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>172</td>
<td>0.680</td>
<td>0.203</td>
<td>0.967</td>
<td>0.960</td>
<td>2.601</td>
<td>0.349</td>
<td>0.962</td>
<td>0.957</td>
</tr>
<tr>
<td>2</td>
<td>178</td>
<td>0.668</td>
<td>0.200</td>
<td>0.966</td>
<td>0.958</td>
<td>2.561</td>
<td>0.359</td>
<td>0.963</td>
<td>0.957</td>
</tr>
<tr>
<td>3</td>
<td>173</td>
<td>0.678</td>
<td>0.199</td>
<td>0.966</td>
<td>0.958</td>
<td>2.586</td>
<td>0.357</td>
<td>0.963</td>
<td>0.957</td>
</tr>
<tr>
<td>4</td>
<td>170</td>
<td>0.710</td>
<td>0.186</td>
<td>0.962</td>
<td>0.955</td>
<td>2.574</td>
<td>0.350</td>
<td>0.962</td>
<td>0.958</td>
</tr>
<tr>
<td>Total</td>
<td>693</td>
<td>0.684</td>
<td>0.197</td>
<td></td>
<td></td>
<td>2.580</td>
<td>0.353</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note. All forms share the same 50 models with two different instances for each test.*
### Table 2: Generalized Linear Mixed Model Results

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Response accuracy</th>
<th>Response time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
</tr>
<tr>
<td>Random variance estimates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Person</td>
<td>2.274</td>
<td>59%</td>
</tr>
<tr>
<td>Model</td>
<td>3.190</td>
<td>31%</td>
</tr>
<tr>
<td>Instance</td>
<td>0.465</td>
<td>9%</td>
</tr>
<tr>
<td>Residual</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>5.929</td>
<td>3.834</td>
</tr>
<tr>
<td>Fixed-effect estimates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.328 (0.279)</td>
<td>3.643 (0.271)</td>
</tr>
<tr>
<td>LP</td>
<td>−0.781 (0.068)</td>
<td></td>
</tr>
</tbody>
</table>

*Note. Percentages for random effects are out of total variance for model. Standard errors for fixed effects in parentheses. The R package *lme4* does not compute standard errors for random effects. No residual term for accuracy (binomial distribution). LP = learning progression.*

The students’ state assessment scores were lower, −.38, but as expected, indicating that faster response is associated with higher levels of mathematical proficiency.

### Classification of Items to Learning Progression Levels

Two content experts familiar with the LP independently categorized each of the 400 items in terms of the lowest level of understanding in the LP (Levels 0–5) necessary to answer the item correctly or whether the LP did not apply to the item (which in this context meant in practice that the item addressed whole number concepts). The agreement between the raters was high, with quadratic-weighted kappa of .90 (SE = .02). Around one-fifth of the items were classified by one or both raters as not applicable to the LP. A similar agreement level was found for the items that both raters agreed were applicable to the LP, with quadratic-weighted kappa of .86 (SE = .03). The raters proceeded by discussing disagreements and adjudicating them. For the final decisions, the percentage of items falling under the categories not applicable and Levels 0 through 5 were 21%, 11%, 3%, 6%, 19%, 28%, and 12%, respectively. In the following analyses, we focus on the 316 items that were classified as applicable to the LP.

### Learning Progression Levels as Predictors of Variability in Item Difficulty and Response Time

In this section, we explore the potential of LP levels to predict response accuracy and response time and explain the variation across item models and instances within models. To do that exploration, the results of unconditional linear mixed models are compared with those that include the LP levels as a covariate. The mixed models include crossed random effects for person and item models, as well as instance-within-model. For response accuracy, a generalized linear model with the Bernoulli distribution and logistic link function was used. This model is similar to a one-parameter IRT model, except that items (models and nested instances) were treated here as random effects rather than fixed effects.

Table 2 shows variance components and fixed-effect estimates for the unconditional models and the LP models. With respect to response accuracy, inclusion of the LP reduced item model variance by 62% (from 3.190 to 1.202) and instance variance by 23%. Overall item variance (model and instance) was reduced by 57%. The results for response time were very similar: Inclusion of the LP reduced item model variance by 60% (from 0.259 to 0.103) and instance variance by 27%. Overall response time item variance (model and instance) was reduced by 54%. In summary, for both response accuracy and response time, LP levels explained more than 50% of the item variance.

### Cognitive Diagnostic Model of Student Mastery Level

Table 3 presents absolute model fit for the CDMs developed for each form. The table shows that MADcor values (.08 – .13) and SRMSR values (.10 to .13) fell short of the .05 threshold for excellent fit but were not far from it. The number of significant residual item pair correlations was small (0.4% of item pairs), and an inspection of the item pairs showed that
almost half of these cases involved item instances that belonged to the same item model. This result suggests that part of the lack of fit was due to the use of multiple instances for each model.

To determine the LP level of students, posterior probabilities for the level classification of each student given their responses were obtained. Most students were unambiguously classified into only one level—75% were assigned to one of the levels with at least 89% probability (that is, with at most 11% probability for all other levels combined), and 90% of students were assigned to one of the levels with at least 66% probability. One way to assign students to LP levels is to select the level with the highest probability from the model (maximum a posteriori). An alternative that better accounts for possible uncertainty in probabilities is to compute the weighted average of LP levels with posterior probabilities as weights and round the result to the nearest whole number (expected a posteriori). In our data, both methods resulted in exactly the same LP assignments.

The most frequent student LP level was Level 5, with 51% of students classified into it. The percentage of students classified into Levels 4 to 0 was 10%, 11%, 4%, 10%, and 11%, respectively, and 3% of students were classified as lower than Level 0.

### Validity and Reliability of Student Learning Progression Classifications

One way to test the classifications made by an LP is to show the convergent validity of student LP classifications with both internal (test scores) and external measures. Figure 3 presents the relation between LP level classification and percent correct.
correct responses on the test. As expected, the correlation between the two variables was high, .89. Similarly, the correlation between the LP student classifications and the students’ state assessment scores was .74.

The validity of student classifications can also be supported by showing an alignment between the expected responses of students according to their model-based LP levels and the actual responses of students. For example, students classified at Level 4 are expected to answer correctly a high proportion of items at Level 4 or lower and a lower proportion of items at Level 5. Figure 4 presents the rates of correct answers for each combination of student LP level and item LP level. The figure shows that, in general, success of students in answering items from different LP levels aligned well with the students’ LP level. Rates of correct responses were high in cases where the students’ LP level equaled or exceeded the items’ LP level, and these rates were significantly lower when students’ LP level was lower than the items’ LP level.

For example, for items with LP Level 0 (leftmost column of data), rates of correct responses for students with LP Levels of 0–5 were all higher than 85%, but it was 62% for students who did not reach Level 0 (<0). For items in the next level (Level 1), rates of correct responses were around 90% for all student levels greater than 0 and around 50% for student Levels 0 and less than 0. The same pattern can be seen for higher item LP levels and is summarized in Figure 5, which shows a gap of around 40% in the rates of correct answers for students below, versus at or above, the item LP level.

Although this gap supports the validity of the LP, Figures 2 and 3 also show a downward trend of the lines for higher item LP levels, resulting in at or above rates for the highest item LP, Level 5, that is not absolutely high (60%). In other words, some students at Level 5 were not answering correctly a large majority of the items they were supposed to master.

The reliability of student LP classification was estimated by splitting the items students answered into two groups, with one instance of every model in one group and the second instance in the other (excluding as before the items judged as not applicable to the LP). CDMs were then estimated separately for each group of items, and two LP levels were calculated for each student from the posterior level probabilities of the models. The quadratic-weighted kappa for the two classifications was .78 (and the correlation between the classifications was .80), indicating a high level of consistency in classifications.

**Discussion**

As theories of learning, LPs should be supported by multiple types of evidence for their validity. Evidence based on response processes and evidence based on content are particularly relevant to the early stages of the development
of an LP. However, because a primary use of the LP is to classify students into LP levels through a particular measurement for diagnostic and instructional purposes, we therefore need to gather additional validation evidence to evaluate the soundness of these classifications.

In this paper, we propose a framework for validating classifications from an LP and reports results from an implementation of the framework to validate classifications made according to a rational number LP for elementary school mathematics, administered to middle school students. The framework calls for validating both item and person classifications, and both the consistency (reliability) of classifications as well as the alignment (validity) of classifications with test data. The empirical study included evidence on all four aspects of the framework with a relatively large sample of students and items. Our main findings indicated that the CDM fitted the response data reasonably well, and good alignment was found between the expected responses of students according to their model-based LP levels and the actual responses of students. In addition, we found a strong relation between student LP classifications and both test scores and external measures of mathematical ability (state assessment scores). Finally, we found high levels of reliability of student LP classifications.

Although results generally supported the validity of classifications, the following discussion highlights limitations and issues that could be addressed in future research. As several authors have noted (Briggs & Alonzo, 2012; Steedle & Shavelson, 2009; van Rijn et al., 2014; West et al., 2012; Wilmot et al., 2011), the process of validating an LP is iterative, and intermediate findings should be used to revise the LP. Our findings suggest one such revision. Specifically, the lower levels of success for students at Level 5 on items at Level 5 (60% correct, compared to 80% or more for lower levels), suggests that Level 5 is too widely defined. In fact, in the process of rating items to levels, the raters noted that some items seem to “exceed Level 5” (not aligned with other Level 5 items), but because this level is the highest level defined by the progression, they assigned those items to Level 5. In the current LP, Level 5 includes understanding of the multiple facets of fractions, with specialization and generalization across contexts as well as decontextualization from complex word problems to equation and expressions. This decontextualization has been found to be most difficult for students (Kilpatrick, Swafford, & Findell, 2001). For example, an item such as “If 1 Euro is worth 1.5 U.S. dollars, then 1 U.S. dollar is worth ___ Euro.” requires that the student decontextualize the question (i.e., extract the appropriate mathematical model before solving the actual math problem). Indeed, items from this model were found to be among the most difficult items
in the item bank. These results (and theory supporting them) suggest that the LP may benefit from dividing Level 5 into two levels.

An important aspect of the validation study is that it was based on a middle school sample. Because the rational number LP targets curriculum that is taught in earlier grades, students were expected to master the knowledge and skills covered by the LP (i.e., the fractions and decimal concepts). Therefore, the fact that 50% of the students were classified in the highest level of the LP should not necessarily be interpreted as high. The results thus highlight the importance of remedial instruction on the topic of rational numbers during middle school. For example, if a student was diagnosed at Level 3, the LP specifies what students at this level know and can do and, specifically, what they still need to acquire (Arieli-Attali & Cayton-Hodges, 2014). Students’ classification can be used directly by teachers in determining the remedial work necessary for groups of students. Interestingly, in our study, students from higher grades did not necessarily perform at higher levels, and the (cross-sectional) grade effect on test scores was not significant (average percent correct across Grades 6–8 was 66%, 68%, and 66%, respectively). This outcome may have been the result of the decreased emphasis in the curriculum on rational numbers (and increased emphasis on algebra) during the middle grades.

However, a replication of this study with a sample of students from lower grades is called for to further support the rational number LP, because it was originally designed for curriculum learned in lower grades. Another possibility is to collect longitudinal data that tracks student development across a long enough time period to observe the transition for individuals across progression levels. This type of data collection would provide a direct link between the LP and individual learning (as opposed to a cross-sectional data collection). From a psychometric point of view, a replication with a lower performance sample of students raises other issues. In principle, the CDM results should not be affected by a lower performance sample. In other words, similar to an IRT model, the model parameters should be invariant to the performance distribution of the student sample. In addition, lower performance would entail more evenly distributed LP levels and therefore could increase the measurement accuracy of students categorized with lower LP levels. However, a lower performance sample could also indicate a larger proportion of students who are in transition through the LP levels. Response patterns of such students could present a different kind of challenge to the validity of the LP. A related issue is the relatively small number of items at Levels 2 and 3 compared to other levels (3% and 6%, respectively). Although this lack of items did not seem to affect the classification results of students at these levels (see Figures 3 and 4), it is not clear how this would have played out with a lower ability student sample, and therefore should be addressed in future research.

The results of the particular implementation of the LP using Quick Math (Attali & Arieli-Attali, 2015a, 2015b) demonstrated that the LP classifications can be used by teachers (and students) to assess students’ level of understanding with rational numbers and readiness for algebra and target instruction or special interventions to help students overcome difficulties or gaps accrued with this foundational topic in mathematics education, specifically at the crossroad before entering middle school. An advantage of using Quick Math for this purpose is the speed with which such an assessment can be carried out—the median response time for an item was 13 seconds (see Table 1). As a result, even with the fixed-item forms administered in this study, test reliability was high for a median total testing time of just over 20 minutes. An interesting topic for future research is the implementation of adaptive testing procedures whose goal is to minimize testing time for LP classification rather than for measurement error, as in regular adaptive testing. This altered goal requires modifications to the item selection criteria and may be implemented through an IRT framework (Reckase, 1983) or through a dynamic CDM that incorporates new responses as they are accumulated.

In conclusion, this study showed the potential for using LPs to reliably classify students according to their development in mastering an important foundational topic in mathematics education, opening up the possibility of using these classifications in instructional decisions.
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**Appendix**

**Rational Number Learning Progression (LP) Summary**

<table>
<thead>
<tr>
<th>Level</th>
<th>Conceptual understanding</th>
<th>Fraction example</th>
<th>Decimal example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior knowledge</td>
<td>The concept of half; halving or splitting into two equal parts</td>
<td>Breaking a cookie to share between two people 1/2, 1/4, 1/8</td>
<td>0.5 as equal to half, 0.25 is a quarter; in context (e.g., money), $2.50 means 2 and a half dollars</td>
</tr>
<tr>
<td>Half and halving</td>
<td>The beginning of part/whole and part/group understanding; repeated halving and equipartitioning into number of parts 2^n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Early part/whole</td>
<td>The establishment of part/whole concept of a fraction; equipartitioning with all numbers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Understanding</td>
<td>Unit fraction concept and common fractions smaller than one whole (proper functions)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level 2</td>
<td>Unit fractions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fraction as unit</td>
<td>1/2; 1/3; 1/4; 1/5; 1/6; 1/7; etc.</td>
<td>Common fractions 2/5 conceived as 2 times 1/5</td>
<td></td>
</tr>
<tr>
<td>Level 3</td>
<td>The shift to the concept of fraction as a single number; a number-line representation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A fraction as a single number</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Early integration of fraction and decimal notation (benchmarks); fraction as a measure</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Appendix Continued

<table>
<thead>
<tr>
<th>Level</th>
<th>Conceptual understanding</th>
<th>Fraction example</th>
<th>Decimal example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 4 Representational fluency</td>
<td>Smooth translating between different notations of rational numbers Establish multiplication of fractions with fractions, i.e., partitioning of a partitioning (partitioning a third into fourths results in 1/12 size parts); fraction as an operator Convert smoothly between fractions and decimals</td>
<td>Transform 2/3 into 2/5 multiplicatively</td>
<td>Convert 5/8 into decimal form, in any algorithm</td>
</tr>
<tr>
<td>Level 5 General model of rational number</td>
<td>General model of fraction; multiplicative structure; contextual fluency; fraction as quotient Explain fraction/decimal multiplication in context Explain fraction division in context (quotative division concept)</td>
<td>What is a situation in which you would divide 3/4 by 5/8?</td>
<td>If three pounds of pasta salad cost $4.50, how much pasta salad can you buy for $6.00?</td>
</tr>
</tbody>
</table>
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