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Abstract

We investigated the use and validity of standardized achievement tests for summative evaluation of
78 educational intervention projects funded by the Institute of Education Sciences (IES) math and
science education program. Investigators from 46 projects evaluated curricular interventions with
standardized achievement tests as outcome measures. Twenty-five of the projects had potential
validity problems related to a misalignment between the achievement test and the intervention. A
closer analysis of 11 of those projects flagged as high risk for validity problems showed that only 6
projects attended to the validity of the test, and only 1 project provided adequate validity evidence.
We conclude that there is widespread inappropriate use of achievement tests that threatens the
validity of educational evaluations. To better support innovation, evaluators must dedicate more
attention to the validity of the outcome measures they use.
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Leading researchers in mathematics and science education develop new classroom interventions

designed to enhance student learning. The interventions include brief lesson sequences that focus on

key areas of learning within a discipline, curricular supports such as computer tutors, and compre-

hensive year-long curricula. Researchers often use data from standardized achievement tests, such as

state tests administered for accountability purposes, to evaluate the educational impact of these

interventions. The central goal of this study is to investigate whether the researchers who conduct

the evaluations using standardized achievement tests provide adequate evidence that the test results

are valid for evaluating the interventions. We ask whether evaluations that rely on data from
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standardized achievement tests could misjudge the educational interventions, generating spurious

results that mislead efforts for educational innovation.

The literature urges cautious use of standardized achievement tests for summative evaluation

of new curricular interventions in mathematics and science. Evaluations of curricular interven-

tions in mathematics and science have traditionally relied on data from standardized achieve-

ment tests that are not well aligned with the goals of the interventions, resulting in widespread

problems with the credibility of evaluations (National Research Council [NRC], 2004, 2012;

Taylor, Kowalski, Wilson, Getty, & Carlson, 2013). Historically, most achievement tests have

neglected to measure important aspects of academic competence (Greeno, Pearson, & Schoen-

feld, 1997; NRC, 2001) and, generally speaking, standardized achievement tests are not designed

to assess the reasoning and problem-solving skills emphasized by instructional interventions in

K–12 science or mathematics (Darling-Hammond et al., 2013; DeBarger, Penuel, Harris, &

Kennedy, 2016; Pellegrino, Wilson, Koening, & Beatty, 2014). In spite of long-standing recog-

nition of these issues, well-developed investigations into the validity of standardized achieve-

ment tests for evaluating new interventions constitute a relatively new area of the literature (e.g.,

May, Johnson, Haimson, Sattar, & Gleason, 2009; Olsen, Unlu, Price, & Jaciw, 2011; Somers,

Zhu, & Wong, 2011).

The purpose of this study is to better understand the use and validity of standardized achievement

tests for the summative evaluation of new mathematics and science interventions. To conduct the

current investigation, we needed a sample of high-quality applied research. To achieve this, we

gathered information about projects funded through the Institute for Education Sciences (IES) math

and science education research program. We collected data from the IES online database, obtained

reports from the principal investigators on the projects, and examined publications related to the

projects. As a condition of use, we assured the principal investigators who supplied reports that this

analysis would, to the extent possible, maintain the anonymity of individual projects.

Our first goal was to document the scope of the issue. The literature contains no current sum-

maries of the prevalence of standardized achievement tests as outcome measures for evaluation of

science, technology, engineering, and mathematics (STEM) interventions. Thus, we asked whether

it is common for researchers to use these tests for summative evaluation of new math or science

interventions. Our second goal was to investigate the potential for validity problems in the evalua-

tion of STEM programs. To that end, we screened the studies and flagged ones that showed potential

for validity problems related to using the standardized achievement test for evaluating the interven-

tion. A team of three raters reviewed the projects and applied a straightforward rubric to determine

whether each project presented potential validity problems. Then, the raters closely examined the

project with potential validity problems, characterizing the nature of the validity evidence contained

in the project reports or peer-reviewed research, exploring measurement issues in the data, and

ultimately evaluating the adequacy of the validity evidence.

The field of evaluation can make a greater contribution to STEM education by devoting greater

attention to outcome measurement. It is widely accepted that valid measurement is central to the

credibility of an evaluation, and measuring the wrong outcome can produce results that fail to detect

the educational benefits of an intervention (Lipsley, 1990; Rhue & Zumbo, 2008). Importantly,

inaccurate results from an evaluation can have consequences, such as faulty decisions about whether

or not a student is proficient in a given subject, whether to implement a program in a particular

school district, or whether to consider a program evidence-based (Schoenfeld, 2006). In contrast,

evaluations that use valid outcome measures and produce accurate and useful information about the

educational effectiveness of STEM interventions are likely to advance beneficial programs, support

students’ STEM achievement, and increase access to the economic opportunities, such as job growth

and income increases, associated with STEM vocations.
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Standardized Achievement Tests

Characteristics of the Standardized Achievement Tests in This Study

In this study, we examine IES-funded projects, where investigators use standardized achievement

tests to evaluate the impact of curricular interventions in mathematics or science. The tests have

three main characteristics. First, the tests are standardized: Each test is one part of an assessment

system with a defined protocol for test administration, scoring, and reporting of results. Examples

of the tests represented in the data include state-developed and administered tests, commercially

available measures such as the Iowa Test of Basic Skills (ITBS; Iowa Testing Programs, 2003),

and subject matter tests such as the American Chemical Society General Chemistry Exam (see

Brandriet, Reed, & Holme, 2015).

Second, the standardized achievement tests are standards-based. Developers create the tests to

measure grade-level proficiency in a major subject area such as mathematics or science. A set of

state or national standards, such as the Common Core State Standards in Mathematics (CCSSM;

National Governors Association Center for Best Practices, Council of Chief State School Officers,

2010), defines grade-level proficiency. The tests typically consist of several dozen items that sample

from the academic content and skills taught over a year-long curriculum. The developers and/or end

users conduct alignment research to ensure that the tests adequately cover the range, and balance, of

academic content and skills within the standards (Bhola, Impara, & Buckendahl, 2003). The product

is a broad measure of academic achievement in a major subject area that defines the academic skills

and knowledge that students are expected to learn during a school year.

Well-validated standardized achievement tests can reasonably be considered reliable measures of

grade-level academic proficiency, especially for groups of students (Popham, 1999, 2001; Schafer,

Wang, & Wang, 2009). Thus, standardized achievement tests may be suitable for evaluating the

impact of interventions where the goal is to increase grade-level proficiency relative to a comparison

group (May et al., 2009). Although some testing systems disaggregate scores by content strand and

report subscale scores, it is important to interpret these subscale scores with caution. For example, a

standardized mathematics test may produce subscale scores for fractions, geometry, statistics, and so

on. However, the items per subscale are generally small in number which leads to concerns about

psychometric reliability and problems such as Type II error (NRC, 2004).

The third important characteristic of the standardized tests described in this study is that they

are preexisting. The standardized tests that project investigators use to evaluate the educational

impact of new interventions were originally designed for a prior purpose (i.e., assessing grade

level academic achievement). Validity problems in program evaluation related to the possibility of

misalignment between a preexisting test and an intervention are of major concern (American

Educational Research Association[AERA], American Psychological Association [APA], National

Council on Measurement in Education [NCME], 2014). Investigators who use preexisting stan-

dardized achievement tests incur the responsibility to carefully examine the validity of the test for

each specific purpose.

Political and Practical Factors That Influence the Use of Standardized Achievement Tests
as Outcome Measures

Researchers can have varied goals for evaluation criteria (Cobb & Jackson, 2008), but IES funding

for applied research usually requires summative evaluation impact of the educational program (see

Campbell, 1991) for a description of this form of evaluation). This requirement, a long-standing

tradition in federally sponsored research (Lagemann, 2002), generally leads investigators to experi-

mental methods that include the use of standardized achievement tests as outcome measures (Con-

frey, 2006; Donaldson, Christie, & Mark, 2009; Taylor et al., 2013).
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Many politicians, the general public, and some researchers consider standardized achievement tests

to be rigorous and objective measures of academic competence independent of how they are used

(Crocker, 2003; NRC, 1999; Office of Technology Assessment, 1992). The What Works Clearing-

house (WWC), created by IES to evaluate research evidence on the effectiveness of educational

interventions, does not require additional evidence of reliability or validity when using standardized

achievement tests (Song & Herman, 2010). Some scholars argue that standardized tests are curriculum-

neutral outcome measures, which avoid the bias (i.e., inflated treatment effects) that can occur when

investigators use outcome measures that are aligned with particular curricular interventions (e.g.,

Slavin & Madden, 2011). Others point to the importance of test scores to state and local administrators

who are accountable for improving student proficiency as measured by state-administered tests.

Finally, researchers may use standardized tests as outcome measures because the data are inexpensive

and easy to obtain compared to the time, effort, and skill required to develop, validate, and administer

researcher-developed tests (May et al., 2009; Somers et al., 2011). This confluence of factors explains,

in part, the widespread use of standardized tests, in conflict with good measurement in applied research.

Problems With the Use of Standardized Achievement Tests for
Evaluating New Curricular Interventions in Mathematics and Science

Standardized achievement tests may not be suitable outcome measures for evaluation of new

curricular interventions because of a basic mismatch between the knowledge and the skills that the

test measures with the knowledge and skills that the intervention teaches. The past several decades

of research led to new learning goals in STEM education, and typical standardized achievement tests

no longer adequately measure the range of skills and knowledge that are considered important in

modern definitions of proficiency in K–12 science or mathematics (Darling-Hammond et al., 2013;

DeBarger, Penuel, & Harris, 2013; NRC, 2001). The goal of an intervention is typically to change or

modify students’ behavior relating to the acquisition of specific new academic skills or new ways of

thinking (Tyler, 1942). The prevailing view is that evaluators should appraise the intervention by

determining the degree to which the goals of the program are being realized in students (Baker,

Chung, & Cai, 2016). In the following paragraphs, we explore the disparities between learning and

assessment in math and science education and the educational measurement literature.

Outcome Measurement in Mathematics Education

In mathematics education, the NRC (2004) examined 192 evaluations of the effectiveness of 19

mathematics curricula and identified widespread problems with use of outcome measures for evaluat-

ing curricular interventions. The committee found extensive use of standardized achievement tests,

emphasizing skills such as computation and procedural fluency, to evaluate the impact of curricular

interventions that emphasized specific learning goals such as mathematical reasoning, conceptual

understanding, and problem-solving. The NRC recommended that the credibility of an evaluation

of curricular effectiveness should depend on a strong match, or alignment, between what the test

measures and what the intervention teaches.

The critical perspectives expressed in the NRC’s (2004) report immediately preceded major

assessment reforms in mathematics education. The CCSSM is the latest effort to define research-

based learning goals in K–12 mathematics education that guide curriculum, instruction, and assess-

ment. The CCSSM called for efforts to develop new assessments that measure higher order thinking

skills, such as mathematical sense-making, that are emphasized in the new standards. Groups such as

the Smarter Balanced Assessment Consortium (SBAC; 2016) and Partnership for Assessment of

Readiness for College and Careers (PARCC; Pearson Corporation, 2017) have developed, and

continue to develop, popular CCSSM-aligned tests.
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At present, little information exists in the literature about whether these new tests meet the vision

of mathematical proficiency defined by the CCSSM. Doorey and Polikoff (2016) reviewed tests

from four assessment systems (SBAC, PARCC, ACT Aspire, and the Massachusetts Comprehensive

Assessment System) and concluded that the new mathematics tests placed greater emphasis on

higher order thinking than prior tests, but the relative emphasis on items that measure higher order

skills varied widely across grades and testing systems. In addition, two teacher panels (N ¼ 12 and

N¼ 13) evaluated the quality of the SBAC assessments compared to prior state tests in mathematics

and offered mixed reviews of the ability of the tests to measure the more complex thinking skills that

are part of high-quality instruction (McClellan, Joe, & Bassett, 2017a, 2017b). In sum, the early

evidence suggests that new standardized tests place greater emphasis on higher order thinking, but

some tests have succeeded more than others. With respect to the use of the new tests as outcome

measures, the differences between tests reinforce the need to carefully examine the match between

the type of learning one wishes to assess with the types of knowledge measured by the test.

Outcome Measurement in Science Education

Scholars of science education point to a “disjuncture” between the skills and the knowledge

measured by typical science tests with the skills and knowledge that define proficiency in science

(Pellegrino, 2013). The Next Generation Science Standards (NGSS) draw from the latest research

in science education to define modern learning goals in K–12 science. NGSS articulates a frame-

work of learning along three interrelated dimensions: integrating knowledge of core ideas within a

scientific discipline, engagement with scientific practices, and building connections across ideas

(NRC, 2012). In contrast, most standardized tests in science align with science standards that

emphasize building content knowledge over scientific practices and cross-cutting concepts (Pel-

legrino, 2015), overemphasizing recall of facts and recognition of correct answers (Porter, Polik-

off, Barghaus, & Yang, 2013; Quellmalz et al., 2013). A systematic review of existing science

tests reported that although some items, within some assessments, measure some of the learning

goals within NGSS, most existing assessments are not well aligned with NGSS (Wertheim et al.,

2016). Indeed, outcome measures for evaluating NGSS-inspired interventions are not yet a reality.

The high probability of misalignment between a new, research-based curricular intervention and

a standardized achievement test suggests that investigators must be very careful to examine the

validity of outcome measures. Pertinent to the current study, the curricular interventions in the IES

database represent cutting-edge approaches to science education, which are likely to focus on many

of the learning goals articulated in NGSS. We expect to identify validity problems with the outcome

measures used to evaluate the effectiveness of curricular interventions in science, similar to the

NRC’s (2004) analysis of mathematics interventions.

Validity of Outcome Measures for Evaluating the Impact of New
Curricular Interventions

AERA, APA, and NCME (2014) document the widely agreed upon professional standard that the

use of test scores—for any purpose—must be supported by evidence that the test is valid for its

intended purpose. The consensus in the field is that validity is a “necessary condition for the

justifiable use of a test” (p. 11). Importantly, validity is not a property of a test; it is a property of

a test for a certain purpose (Messick, 1995).

The literature in mathematics education and in science education uses different concepts to

examine validity problems and define the desired qualities of outcome measures. The mathematics

education literature refers to the curricular validity of measures: the idea that an outcome measure

must accurately and comprehensively assess the curriculum’s ability to meet the designer’s
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intended objectives (Confrey, 2006). In contrast, the science education literature uses the concept

of instructional sensitivity to describe a test that detects the influence of instruction rather than the

influence of other factors, such as general ability (Ruiz-Primo et al., 2012; Wiliam, 2008). An

important area of consensus is that the tests must measure student progress in the objectives as

intended by the designers.

In this article, we use an alignment framework to analyze specific problems with standardized

achievement tests as outcome measures. The goal of alignment is to determine the congruence

between a test and a set of learning goals—typically educational standards. In a typical process of

alignment, test developers or end users match the items on an assessment with the content domains and

thinking skills that define grade-level academic proficiency in a subject area, using either the standards

or the enacted intervention (Bhola et al., 2003; Herman, Webb, & Zuniga, 2007; Martone & Sireci,

2009; Porter, 2002). The ultimate purpose is to ensure that the final version of a test measures the

knowledge and skills of the intended, or enacted, curriculum (Porter, Smithson, Blank, & Zeidner,

2007). In particular, May et al. (2009) discussed the theoretical importance of alignment to the validity

of state-administered standardized tests as outcome measures for evaluating educational interventions.

We explore the alignment between tests and curricular interventions within two domains: content

and cognitive processes. Analysis within these two domains provides a basis for evaluating whether

or not a test is likely to be valid for evaluating a particular intervention. A test may be misaligned

with an intervention if the test measures different amounts of academic content than the intervention

teaches and/or if the test measures different types of thinking skills than the intervention teaches. In

other words, the test’s target of inference must match with the intervention’s target of influence.

Alignment problems can exist in the content domain because the developers of new curricular

interventions as opposed to the developers of standardized tests often focus on different grain sizes

of academic content (Wertheim et al., 2016). Both CCSSM and NGSS emphasize core ideas that are

thought to be especially generative for long-term learning: Interventions inspired by these standards

will often focus on fewer content areas in greater depth rather than covering a larger number of areas

more superficially. Therefore, a particular standardized test (that is aligned with the grade-level

standards) may contain many items that have no relevance to the academic content taught by a new

intervention. The problem is further exacerbated if the intervention aims for advanced learning not

covered in the grade-level standards (e.g., Confrey & Scarano, 1995). If the content is misaligned, it

is likely that the test scores will not provide accurate and useful information about the intervention.

Mismatch may also occur between the thinking skills that develop through participation in the

intervention compared to the thinking skills required for success on the test. New educational inter-

ventions inspired by CCSSM and NGSS aim to support students’ higher level thinking skills, such as

reasoning and problem solving, and will engage students in complex forms of thinking over time

(Greeno, Collins, & Resnick, 1996; Lehrer, 2009). For example, a natural science intervention might

aim to support students’ ability to construct scientific models of natural phenomena in order to explain

the nature of a scientific mechanism, requiring students to use evidence in well-defended arguments

and to revise arguments in the face of new information (Berland et al., 2015). As discussed in the

previous section, typical achievement tests would not produce accurate information about the impact of

this sort of intervention. Although researchers are actively developing standardized tests that measure

higher level thinking skills (e.g., De Barger et al., 2016), to our knowledge no literature claims that an

existing standardized achievement test is a good measure of the types of learning outcomes targeted by

many new educational interventions. In fact, scholars posit that assessing cognitively complex learning

requires different approaches to assessment that are not represented in conventional standardized tests

(Brown & Wilson, 2011; Catley, Lehrer, & Reiser, 2005; Frederiksen & White, 2004).

In conclusion, when a content or cognitive skills mismatch occurs, one must question whether test

scores accurately capture the impact of the intervention and hence question whether these scores are

valid for summative evaluation of program impact.
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Establishing the validity of the test for each specific purpose is essential and evaluators should not

rely on prior validation activities when using a standardized test as an outcome measure (AERA,

APA, & NCME, 2014). The current study examined the extent to which investigators in the field

have followed this advice.

The Current Study

In this study, we investigated the use and validity of standardized achievement tests for evaluating

new educational interventions in math and science.

This study addressed five research questions

1. Research Question 1: What proportion of projects in the database evaluated, or planned to

evaluate, a curricular intervention using a standardized achievement test?

2. Research Question 2: How many curricular evaluations showed validity problems, where

the standardized achievement test did not appear to measure what the intervention attempted

to teach?

3. Research Question 3: For the projects with validity problems, how many of the projects

presented validity evidence to support the use of the standardized achievement test for

evaluating the impact of the intervention? How many projects specifically referenced the

concept of alignment?

4. Research Question 4: How many of the projects in Research Question 3 conducted test

validation research?

5. Research Question 5: How many of the standardized tests were valid for their intended

purpose?

The purpose of Research Question 1 was to document how often investigators funded through the

IES mathematics and science education program use standardized achievement tests to evaluate new

interventions. To our knowledge, no empirical data exist on the prevalence of standardized achieve-

ment tests as outcome measures in applied educational research.

The goal of Research Question 2 was to identify projects with potential validity problems, where

the test did not appear to measure what the intervention attempted to teach. Three raters reviewed the

information contained in the IES database and flagged the projects where the test and the interven-

tion differed in terms of either content or cognitive process.

For Research Question 3, we assessed the validity evidence presented by investigators. We wrote

to principal investigators and asked for the most recent project report to IES, which became part of

the research data (e.g., Spybrook & Raudenbush, 2009). Next, we examined the reports and pub-

lished literature associated with each project for evidence that the investigators considered the

validity of the scores from standardized achievement tests. We searched the reports for validity

evidence, described as the rhetorical use of fact or theory to (a) develop an evidence-based rationale

for the meaning of standardized test scores and (b) support the interpretation of standardized test

scores for summative evaluation of program impact. We also searched for specific evidence that

investigators considered the alignment between the standardized test and the intervention, as rec-

ommended by the literature (May et al., 2009).

For Research Question 4, we searched the IES reports and published literature for evidence that

investigators carried out test validation activities. Test validation is a more active process of gen-

erating validity evidence. We defined test validation as research activities that intended to produce

evidence that the test scores provide accurate and useful information for a particular purpose.

Examples of validation activities include pilot administrations of a test with analyses of

196 American Journal of Evaluation 40(2)



psychometric properties and participant interviews (i.e., think-aloud or cognitive labs) to understand

how test takers approach the items.

We concluded the study with a qualitative analysis that judged the adequacy of the corpus of

validity information within each project (Research Question 5). For each project, we aimed to

address the overarching question “is the standardized achievement test a valid outcome measure?”

Relatedly, we explore measurement issues contained in the data in order to draw more general

conclusions about test validity in applied STEM education research.

Method

Data

The data for this study come from four sources. The first is the IES online database of funded

research grants and contracts (termed projects hereafter), found at: http://ies.ed.gov/funding/ gran-

tsearch/index.asp. At the time of writing, the database contained descriptions of 85 projects funded

through the IES math and science education program awarded between 2003 and 2015. From this

database, we gathered information about the purpose of each project, the goals for student learning,

and the key outcome measures used to evaluate the project.

The second data source consists of reports that principal investigators submitted to IES. We

contacted the principal investigator on each project via e-mail and requested copies of the final

reports to IES submitted at the close of the grant. If the final reports were not available (e.g., for open

grants), we requested interim reports or proposals. We contacted the 68 unique principal investiga-

tors for the 78 projects that met our criterion for inclusion in the study (see Procedure section). We e-

mailed principal investigators up to 3 times. Forty-eight (70.6%) principal investigators responded to

our e-mails, and investigators from 33 (48.5%) projects provided one or more documents.

Documents from principal investigators. We received a variety of documents from the projects. Most of

the documents we received from principal investigators were final reports. Some were interim

reports, and a small number were the research proposals that garnered IES funding. The amount

of information contained in the documents was inconsistent—even across documents of the same

type. The page range was between 5 and 355 pages. Thus, for some projects, we had hundreds of

pages of information, and for others we had only a few pages. The diversity of information com-

plicated the analysis. However, we applied a consistent procedure to all the documents and based the

analysis on the available information.

The third data source consisted of peer-reviewed articles that contain research funded through the

grants. We identified the articles using two methods. First, we gathered references from the project

page in the IES database. Second, we searched Proquest, Google, and Google Scholar databases for

articles connected to the grant. Appendix A contains more information about the search procedure.

The fourth source of data was the result of an Internet search to gather information about the

achievement tests used as outcome measures. We entered the name of a test into the Google search

engine and examined the results for technical information. Interested readers are referred to Appen-

dix A for additional information.

Importantly, we assured the principal investigators that this manuscript would maintain the

anonymity of individual projects. We expected to generate critical analyses that could possibly

reveal specific weaknesses in the research projects. In order to encourage investigators to provide

access to the reports that might contain detailed evidence of the weaknesses, we informed the

investigators that, to the best of our ability, the analysis would not help readers trace measurement

problems back to the original projects.
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1. Begin with N = 85 
projects in the IES

database

2. Did the project
list a test as an 

outcome measure?

4. Did the project
develop and 
evaluate an 

intervention using a
standardized test?

5. Is the standardized 
test potentially 

misaligned with the
learning goals?

8. Did the investigator
discuss alignment in 

the reports or
publications?

7. Did the investigator
discuss validity in  the

reports or
publications?

6. Did we receive a
report from the

principal
investigator?

Yes

Yes

Yes

Yes

No Exclude project
from analysis

No Exclude project
from analysis

No Exclude project
from analysis

No Exclude project
from analysis

9. Did the investigator conduct
validation activities?

3. Categorize the tests

n = 78

n = 7

n = 46

n = 25

n = 11

n = 21

n = 14

n = 32

10. Did the project establish adequate
validity evidence?

Figure 1. Logic model for research method.
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Procedure
Coding the studies. Figure 1 contains a diagram of the analysis plan. The diagram demonstrates the logic

of the procedure. Our research questions are nested in particular steps. The rounded rectangle on the left,

Step 1, represents the start of the procedure with the initial sample of 85 projects in the IES database.

Projects that met the inclusion criterion. For Step 2, we excluded projects that did not list a key

measure. We started with 85 projects in the IES math and science education database with award

dates from 2003 to 2015. Seventy-eight projects listed at least one measure in the Key Measures

section of the database and thus remained in the pool of research. Some projects did not list a

quantitative outcome measure because they did not plan an evaluation.

Classifying the outcome measures. The rounded rectangle in Step 3 summarizes a multistep procedure

for classifying the outcome measures used in each project. Our goal was to generate a high-level

description of the types of outcome measures used in the studies. For each project, we examined the

section in the IES database entitled Key Measures that contains descriptions of the sources of

outcome data, including test scores.

The Key Measures section of each project in the IES database contained descriptions of the

sources of outcome data, including tests, audio, video, and work samples. The amount of informa-

tion contained in this section varied across projects: Some investigators provided detailed descrip-

tions of specific instruments and how researchers planned to use and interpret the measures, whereas

other investigators provided vague descriptions of instruments such as “math assessment,” with no

information about how the tests would be used.

We developed a three-category rubric to distinguish qualitatively different types of measures. The

three categories were standardized achievement tests, study-developed tests, and other tests. We

defined a standardized achievement test as a previously developed measure of grade-level achievement

in a broad area of mathematics or science. A study-developed test included any assessment developed

by the investigator for research or evaluation purposes. The category of other tests included (a) stan-

dardized measures of academic achievement that had been previously developed and validated to

measure more specific domains of math or science achievement than standardized tests (e.g., fractions)

and (b) measures with details that were too vague to classify into one of the other two categories.

Classifying the intervention projects that used standardized achievement tests. In Step 4, we identified

the projects that met two criteria. First, the project had to be classified as an intervention project, which

means it had to (a) develop and (b) evaluate a new educational intervention. Development and evaluation

did not have to be the primary purpose of the project; the proposal only needed to state the intent to

evaluate the educational effectiveness of a new educational intervention. For example, some projects

used rigorous experimental or quasi-experimental designs, whereas other projects used less intensive

nonexperimental designs that lacked control groups. Of the 78 projects in the IES database that listed an

outcome measure, 64 (82.1%) evaluated the educational effectiveness of an educational intervention.

Second, we asked how many intervention projects used a standardized achievement test as an outcome

measure. Of the 64 intervention projects, 46 (71.9%) also used a standardized achievement test as an

outcome measure. We explore these findings further in the Results section.

Screening projects for potential validity problems. In Step 5, the first author and two raters identified

projects with the greatest potential for validity problems related to the use of a standardized achieve-

ment test for summative evaluation of an intervention. The crux of the analysis involved assessing

the match between the intervention’s learning goals and the test’s target of measurement. The goal

was to flag the studies with the greatest potential for problems due to mismatch.
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The raters were advanced doctoral students in a graduate school of education with research

training in educational measurement. The raters worked through four stages: rating the studies

independently, meeting to compare notes and adjust the coding procedure, rerating the studies

independently, and meeting again to compare ratings and resolve disagreements. For each project

that developed an intervention and evaluated it using a standardized achievement test, the raters

answered the following question: Did the test appear to measure the same content and skills that the

intervention taught?

For the analysis, the raters cross-referenced the goals of each intervention with the information

from the IES database and the Internet. Each entry in the IES database contained a section for

investigators to articulate the learning goals of their intervention. The first author searched the

Internet and located documents from test publishers that contained information about test validity

and, for state-developed tests, test blueprints from state education agencies. Some of the state

agencies provided detailed information: the standards assessed, descriptions of the underlying

theoretical constructs that the test was developed to measure, and samples of many items or com-

plete tests. Other state agencies provided sparse information, such as the standards assessed by the

test and a small sample of released items. The first author shared the documents from the Internet

with the other two raters.

The raters compared the goals of the intervention with the purpose of the test to make a binary

decision about whether a test appeared to align with an intervention or additional evidence was

needed to support the claim that the test was aligned with the intervention. Initially, the interrater

reliability was inadequate (k1 ¼ 0.14) due to the difficulty in articulating operational definitions of

test validity. The raters were using conceptually different thresholds to mark a lack of validity. In

response, the first author revised the coding manual to clarify the intended dimensions of validity

analysis (i.e., alignment between test and intervention for content and cognitive process). Next, the

raters reviewed the manual and independently recoded the studies. Finally, the raters reconvened to

compare notes and were in greater agreement. In the same meeting, the raters resolved all disagree-

ments through discussion and reaching complete agreement on the coding (k ¼ 1.0). The raters

flagged 25 (54.3%) of the 46 intervention projects for potential validity problems. We discuss the

findings further in the results section.

Documents received from principal investigators. We asked each of the principal investigators for their

final reports to IES (or other reports to IES if final reports were unavailable) and received documents

from 33 (42.3%) individuals. The format and length of documents varied between projects, but the

data permitted us to investigate whether investigators included validity information.

Of the 33 sets of documents, only 11 matched the 25 projects that the team of raters flagged as

potentially problematic (Step 6 of Figure 1). The other 22 sets of documents related to studies were

eliminated from our analysis or did not flag. Although we reviewed all the documents, we limited the

remainder of the analyses to the 11 studies that had been flagged as potentially problematic. We

reasoned that discussions about test validity were more likely to be within the documents than other

sources of information, and analysis of a project without a report would be lacking the best source of

evidence. We view this as a conservative choice: Although we limited the number of projects in the

sample, we also ensured that we did not include incomprehensive analyses of projects, thereby

underestimating the attention to validity in applied STEM education research.

In-depth analysis of validity evidence. In Step 6, the same three raters reviewed the corpus of information

that supported the validity of the standardized achievement test for evaluating the intervention. The

raters worked independently, and then met to compare notes. The raters determined that it was

necessary to exclude the studies for which the investigator did not provide a report. Without the

report, the amount of information varied too widely between studies.
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In Steps 7 and 8 of Figure 1, the raters determined whether investigators discussed the validity

and the alignment of the standardized achievement test for evaluating the intervention. Three raters

searched the data corpus that included the IES database, reports provided by each principal inves-

tigator, and the literature associated with each of studies. The first step was to generate a binary

answer to the following question: Do the investigators or authors discuss the validity or the align-

ment of the test in the context of the evaluation? For the alignment question, the raters searched for

literal discussions about alignment as well as more general discussions about the overlap between

the test and the intervention at the item or the construct level.

In Step 9, the raters independently coded whether the investigators conducted research for the

purpose of validating the standardized achievement test. The raters searched the documents for

evidence of research activities, where investigators positioned the results as evidence that warranted

the suitability of the test for evaluating the impact of the intervention. In Step 10, the raters attempted

to address the question of whether the corpus of validity information was adequate for supporting the

proposed use of the test for evaluating the intervention.

The three raters worked independently and came together to compare notes. Notably, the inde-

pendent ratings from the three raters were in complete agreement on whether or not the documents in

the study data (a) contained validity discussions, (b) contained information about validation activ-

ities, and (c) supported the validity of the standardized achievement test for evaluating the curricular

intervention. At no point did the raters disagree about coding, and the raters generally cited similar

evidence from the data to support their coding. Appendix B contains additional information about

how the raters scored the validity discussions.

Data Analysis Plan

First, we conducted a quantitative analysis of the binary codes represented in Steps 4, 5, and 7–9 of

Figure 1. We calculated arithmetic means for each category and the conditional arithmetic means for

combinations of categories. Next, we conducted a qualitative analysis of the project data to describe

the observed validity problems and the approaches to validation represented in the projects. Finally,

we conducted an analysis of the validity information to (a) judge the adequacy of the validity

information presented within each project and (b) elucidate the measurement issues documented

by the data.

Results

Projects That Used Standardized Achievement Tests as Outcome Measures

The first research question asked how many of the projects used standardized achievement tests to

evaluate the impact of a curricular intervention. We coded the tests listed in the Key Measures

section of the research proposals into three categories: standardized achievement tests, researcher-

developed tests, and other tests. The answer to this research question was not straightforward

because most studies in the IES database listed multiple outcome measures. In the sample of 64

intervention projects within the IES database, only 17 projects listed a single outcome measure: 10

listed a standardized achievement test, 4 listed a test from the other category, and 3 listed a

researcher-developed test. For multiple measures, investigators listed tests from two categories in

35 (54.7%) of the projects and from all three categories in 12 (18.8%) of the projects. Some

investigators listed multiple tests within the same category, but the descriptions were not sufficiently

precise as to allow a more fine-grained analysis (e.g., “This study will administer standardized tests

of cognitive ability”).

Table 1 contains descriptive statistics showing the categories of tests that investigators most

commonly listed as key outcome measures. The rows of Table 1 are nonexclusive, and the analysis
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may count the same project multiple times. For example, the 12 projects that included all three types

of tests increase the number in each row of the table by one. The results show that 46 (71.9%) projects

listed a standardized achievement test as an outcome measure—the most out of any category.

Although investigators listed standardized achievement tests most often, investigators typically used,

or planned to use, standardized achievement tests as part of a portfolio of research evidence that

included both quantitative and qualitative information. Closer examination of the type of standardized

achievement tests showed that 30 (46.9%) of the projects used state tests, 5 (7.8%) projects used

subtests from the Woodcock Johnson-3 Test of Achievement, 3 (4.7%) projects used the American

Chemical Society high school chemistry exam, and 2 (3.1%) projects used tests from the ITBS system.

In sum, the results suggest that the use of standardized achievement tests for evaluating new

interventions in math and science education is widespread.

Projects with a Mismatch Between the Standardized Achievement Test
and the Intervention

Research Question 2 asked whether a standardized achievement test used as an outcome measure

appeared to measure the same content and skills that the intervention taught. This question helped us

to flag projects for closer examination. Three raters examined the 46 intervention projects that listed

a standardized achievement test as an outcome measure, and the raters agreed that 25 (54.3%) of the

projects had a potentially problematic mismatch between the test and the intervention. For these

projects, validity evidence is especially important if the investigators use the scores to document the

educational impact of the program. For five (10.9%) of the projects, one standardized achievement

test was the only test listed in the Key Measures section of the database. The investigators on the

remaining 20 projects listed at least one other category of test.

We identified two main types of potential validity problems across the 25 projects we flagged.

The first issue was that the academic content covered by the intervention was narrow relative to the

larger amount of content measured by the achievement test. This was because many interventions

were brief units that focused on core ideas within a subdomain of science or math (such as energy or

fractions). The academic content of the intervention thus constituted a narrow subset of the content

on the test. In these cases, the test measured more, and in many cases much more, content than the

intervention taught.

Second, in other (sometimes overlapping) examples, the project listed goals for student learning

that would be difficult to measure with a typical standardized achievement test. In one example, an

intervention fostered students’ ability to conduct scientific investigations. In another example, the

goal of the intervention was to nurture student participation (e.g., debate) within a learning com-

munity. It is clear that the developers do not design standardized achievement tests to measure these

learning goals. We conclude that, at best, the achievement tests would be an approximate measure of

Table 1. Category and Frequency of Key Measures Listed in the IES Database.

Category n %

Standardized achievement 46 71.9
and researcher-developed 10 15.6
and other 14 21.9

Researcher-developed 36 56.3
and other 14 17.9

Other 41 64.1
Standardized achievement, researcher-developed, and other 12 18.8

Note. IES ¼ Institute of Education Sciences.
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the complex forms of learning that the investigators wanted to know about (Kennedy, 1999). A

statistical perspective on the results suggests that a large portion of the test variance may be

unrelated to evaluating the direct impact of the intervention. The raters agreed that, in some cases,

it would be appropriate to consider the standardized achievement test as a distal indicator of student

learning (see Ruiz-Primo et al., 2012 for a discussion of the term distal).

Discussions About Validity and Alignment

Research Question 3 asked how many of the projects contained validity discussions that supported

the use of standardized achievement tests. We examined the validity evidence contained within the

11 sets of documents, including the report provided by the principal investigator and the published

articles associated with the project. Our goal was to comment on the presence or absence of validity

evidence, including evidence of alignment, in studies with the greatest potential for problems. To

this end, we first evaluated the adequacy of the data for our analysis. Then, we present the results of

our search for validity discussions.

Type of Information

Table 2 contains the results of our central analysis. The first column contains a number for each of

the 11 projects, and the next three columns describe the evidence that supported our analysis of each

project. Column 2 indicates the type of document that the principal investigator provided. Across all

studies, investigators provided nine final reports and two interim reports. The interim reports are

from the final year of the grant and thus are comparable to the final reports.

Column 3 contains the number of studies published in peer-reviewed journals associated with

each grant. The average number of published studies per grant was 4.45 (SD¼ 4.60). The range was

large: between zero and 16 studies. The group of projects that contained validity discussions had an

average of 4.3 published studies (standard error [SE] ¼ 2.73), whereas studies for which we did not

find validity discussions had an average of 2.5 published studies (SE ¼ 1.84). Although the validity

group had more studies, the result was not statistically significant (p ¼ .149).

Column 4 of Table 2 documents whether the principal investigators of all 11 projects completed

the evaluation of the intervention using data from the standardized achievement test described in the

Table 2. Results of Validity and Alignment Analyses.

Study
Number

Document
Provided

Scholarly
Articles
Located

Used
Standardized

Test
Validity

Evidence
Alignment
Evidence

Validation
Activities

Adequate
Validity

Evidence

1. Final report 2 Y N N N N
2. Interim report 8 Y Y N N N
3. Final report 4 Ya N N N N
4. Final report 6 Y Y N Y N
5. Final report 0 Y N N N N
6. Interim report 1 Y Y Y Y N
7. Final report 3 Y Y Y Y N
8. Final report 16 Yb Y Y Y Y
9. Final report 0 Y N N N N
10. Final report 1 Y N N N N
11. Final report 8 Y Y Y Y N

Note. Y ¼ Yes; N ¼ No.
aSelected items only. bModified the test
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IES database. We found that all 11 investigators completed the evaluation. This is important because

investigators typically discussed the outcome measure in the context of an evaluation. The super-

scripts in column 4 indicate that for 2 of the projects, investigators modified the assessment by

changing items but otherwise conducted the planned evaluation. The two investigators used very

different approaches to validating the modified outcome measure, which we discuss below in

context of the validity analysis.

Validity Analysis

Three raters searched the documents and articles and coded whether they found a discussion about

the validity of the standardized achievement test for evaluating the intervention. Column 5 of Table

1 contains the consensus among the raters. Six (54.5%) of the 11 projects presented validity evidence

to support the use of the test in the evaluation (Projects 2, 4, 6, 7, 8, and 11). We describe the nature

of the evidence below. We did not find any validity evidence in the documents and articles for five

(45.5%) of the projects. Projects 3 and 8 are noteworthy because the investigators used modified

standardized achievement tests. The report from Project 3 stated that the outcome measure was a

subset of items from the standardized test. However, the report did not contain validity evidence to

justify the choice of items. In contrast, Project 8 used a subset of items, some of which were

modified, and included validity evidence to support the use of the test. In sum, the results suggest

that investigators are evenly divided on whether it is necessary to provide validity evidence that

justifies the use of an outcome measure.

Alignment Analysis

The raters also searched for evidence of alignment as a specific form of validity. Column 6 of

Table 1 shows the results of the analysis. Four of the six investigators who discussed validity also

discussed alignment (Project 6, 7, 8, and 11). Interpreting the results carefully because of the few

studies in our analysis, the evidence suggests that most investigators who discuss validity also

reference the concept of alignment. Although alignment is a relatively new concept in test

validity, it is interesting to consider the utility of alignment and whether strengthening the role

of alignment within argument-based approaches to validity (Kane, 1992) may lead to improve-

ments in applied measurement.

Validation Activities

Research Question 4 asked how many of the projects conducted test validation research. The raters

searched the documents for evidence that investigators/authors conducted validation research for the

purpose of generating evidence to support the validity of the standardized achievement test. Five

(45.5%) of the 11 projects reported conducting validation activities (Project 4, 6, 7, 8, and 11). Four

projects reported the conclusions from alignment analyses that investigators had conducted on the

test and the intervention (Project 6, 7, 8, and 11). However, only one project elaborated the details of

the alignment research (Project 8). The three other projects provided brief conclusions based on

methods that they did not identify, so we were unable to assess the rigor or the conclusions of the

alignment procedure. Other validation activities included calculating test reliability, calculating the

convergent validity of the standardized achievement test with a researcher-developed measure, and

analyzing the floor and ceiling effects of the standardized test.

Adequacy of the Validity Discussions

Research Question 5 asked how many of the standardized achievement tests were supported by

adequate validity evidence. As expected, we found a range of approaches to validating the use of the

standardized tests. However, we were surprised that most of the validity discussions were concise and,
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indeed, less than one paragraph. Most of the discussions presented fragments of decontextualized

evidence (e.g., reliability coefficients and correlations with other tests) rather than well-developed

arguments that use specific forms of evidence to support particular interpretations of test scores. For

example, 1 project contained a single sentence of psychometric information from the test publisher:

The investigators did not provide validity evidence relevant to their particular investigation.

Only 1 project supplied a detailed validity discussion to support the use of the standardized test

for evaluating the impact of the project. The investigators for Project 8 described a formal analysis of

the alignment between the standardized test and the intervention. The project described a framework

for validating the alignment of the curricular intervention with the test. The investigators conducted

an item analysis: They mapped items from a standardized test to (a) the academic content covered by

the intervention and (b) the cognitive processes that students might use to solve problems. The

authors separated items into those that measured the same content and same processes taught by the

intervention and transfer items that measured the application of knowledge to other phenomena

(e.g., different contexts or relatively complex process goals such as prediction and explanation). This

study was unique in our data and an example of careful measurement using item-level alignment to

ensure that the items measured the same content and skills that the intervention taught. The inves-

tigators from Project 8 described the outcome measure as an adaptation of a subset of items from a

standardized achievement test. Whether or not this counts as a “preexisting” test is perhaps an open

question. However, we cast the results as evidence of an important connection between attention to

test validity and the careful selection of items that comprise an outcome measure.

Measurement Issues

At least five principal investigators discussed measurement problems in their reports to IES. Four of

the six investigators who provided validity evidence indicated that measurement issues related to the

use of standardized achievement tests interfered with their planned evaluation in some way (Project

4, 6, 7, and 11). For example, the principal investigator on Project 7 stated that the standardized

achievement test was invalid because it did not have enough test items that tapped the content taught

by the intervention. This investigator reported that she or he learned a lesson to be more specific

about the learning outcomes she or he wants to measure and to select an assessment that will be more

sensitive to measuring those outcomes. The investigator of Project 11 indicated that measurement

issues related to the lack of alignment between the intervention and the standardized achievement

test called into question the credibility of the evaluation.

The investigator from Project 4 described a post hoc process of modifying the standardized

achievement test for the purpose of creating a valid outcome measure. At the outset of the project,

investigators considered the standardized achievement test a key measure for evaluating the impact

of the intervention. However, after the first round of data collection, they reported that the test did

not measure the same content and skills that was taught by the intervention. The investigators

substituted items and conducted a program of validation research. They described the accumulation

of validity evidence over successive publications in peer-reviewed journals and constructed a

validity argument to explain proper interpretation of the scores from the standardized achievement

test for evaluating the intervention. Ultimately, the validity argument branded the standardized

achievement test a transfer test and articulated a theory about how the test measured learning transfer

from the intervention to new educational problems, in new learning contexts.

The investigators from 4 projects (6, 7, 8, and 11) discussed other consequences of measurement

problems. One investigator ignored the results from the standardized achievement test and used a

different source of data collected during the study for a summative evaluation. A second investi-

gator, who determined that the standardized achievement test was not well aligned with the learning

goals of the intervention, unsuccessfully attempted to acquire item-level data in order to conduct an
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evaluation using only relevant items. Unfortunately, she or he had not collected other outcome data

and was thus unable to rigorously evaluate the impact of the intervention. A third investigator

conducted the planned evaluation but suggested that the results should be interpreted with caution

because of the alignment problems. Another investigator learned, after data collection, that the

standardized achievement test contained many irrelevant items.

In addition, some projects that did not contain validity discussions showed evidence of mea-

surement issues. The investigator from Project 3 altered the standardized achievement test after

the first round of data collection by selecting a subset of items from the test, but we did not find

the investigator’s rationale for the changes. A measurement issue seems to be the most likely

reason to alter a test mid-study, but without specific information we cannot evaluate the adequacy

of the outcome measure and by extension the intervention. In another example, an impact

evaluation of an intervention aiming to increase students’ conceptual understanding in mathe-

matics used a standardized test of mathematical fluency as an outcome measure. The investiga-

tors did not detect statistical differences between treatment and control groups, and they did not

discuss the apparent mismatch between the target of influence of the intervention and the target

of measurement of the test.

Summary and Discussion

Scholars are just beginning to investigate the issues surrounding the use of standardized achievement

tests for evaluating the impact of new educational interventions (e.g., May et al., 2009). This study

examined the use and validity of standardized achievement tests for evaluating new educational

interventions in mathematics and science. We examined the projects funded through the IES mathe-

matics and science education program. The analysis of information from the IES database, final

reports from principal investigators, and published literature associated with each study afforded a

unique opportunity to review the use of standardized achievement tests in leading applied research in

math and science education.

First, we found that investigators commonly use standardized achievement tests as outcome

measures for evaluating educational interventions. Indeed, the investigators used standardized

achievement tests as outcome measures more than other forms of tests (e.g., researcher developed

tests). Second, many of the projects had potential validity problems related to misalignment between

the goals of the intervention and the knowledge and skills required for success on the standardized

achievement test used as a key outcome measure. For some projects, the academic content covered

by the intervention was narrow relative to the broad amount of academic content measured by the

test. For other projects, the intervention had goals for student learning (e.g., scientific reasoning) that

were difficult to measure with typical standardized achievement tests. Our analytic framework based

on alignment was useful for identifying projects at risk for measurement problems related to test-

intervention misalignment in the domains of content and cognitive process.

Third, we closely inspected the 11 projects that we (a) flagged for validity problems and (b)

obtained project reports from principal investigators. We found that only 6 of the 11 projects

presented or generated evidence that the standardized achievement test was valid for evaluating the

intervention. Further, we found that only 1 of the 11 projects presented adequate validity evidence to

support the use of the standardized achievement test for evaluating the impact of the intervention.

The results confirm our hypothesis that investigators commonly use standardized achievement tests

to evaluate new educational interventions in math and science without evidence that the test is valid

for this purpose. Validity evidence is the main route through which researchers ensure that a

particular test produces accurate and useful information about the impact of an educational inter-

vention. As a matter of principle, without validity evidence, we cannot fully evaluate the adequacy

of an outcome measure and, by extension, we cannot fully evaluate the adequacy of an intervention.
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Therefore, the lack of validity evidence revealed in this study underlies an inattention to measure-

ment that, we suggest, has the potential to obstruct educational innovation (i.e., Raudenbush, 2005).

Consequences of Measurement Issues

We found copious evidence that measurement issues related to the use of standardized achievement

tests had real-world consequences for IES-funded projects. Multiple investigators realized, only

after data collection, that the standardized test was not well aligned with the learning goals targeted

by their intervention. In response, some investigators used alternate (more useful) sources of out-

come data. However, at least one investigator could not evaluate the impact of their intervention for

lack of an alternate (i.e., valid) outcome measure. In other situations, investigators neglected to

discuss measurement problems that were apparent to the raters. We are left to wonder if the results of

these evaluations would have been different under conditions of better measurement. Taken

together, the results show that additional attention to measurement is needed to improve the rigor

of applied research in math and science education.

Implications for Practice and Policy

The results of this study demonstrate the importance of attending to measurement issues during the

planning phases of research to avoid unintended outcomes. First, this study shows an initial proof in

concept that measurement specialists can prospectively identify measurement problems in particular

evaluation studies. Consultation with measurement experts at an early stage of research design could

have saved several IES-funded investigators from wasting time and effort of conducting an evalua-

tion with an inappropriate standardized test. Such consultation could have given researchers the

ability to find an appropriate test for their evaluation.

Second, policies that promote good measurement may be able to improve the validity of outcome

measures used in applied educational research. IES proposals should require detailed measurement

plans that (a) review the validity of each outcome measure and (b) propose analyses to ensure that

outcome measures produce accurate and useful information about the educational impact of the

curricular intervention. Scoring criteria should include the alignment between the learning goals of

the intervention with the skills and knowledge required for success on the outcome measure. In

addition, both investigators and reviewers should generally be skeptical of the validity of standar-

dized achievement tests—unless the goals of the intervention align well with the measurement

objectives of the test. Standardized achievement tests can produce useful information, but the

primary outcome measure must align with the intervention (NRC, 2004; Ruiz-Primo et al., 2012;

Tyler, 1942).

We recognize the long-term efforts in the measurement community to promote best practices and

testing reform, including construct modeling and a reconceptualization of classroom assessment

(i.e., NRC, 2001; Wilson, 2005). In spite of the new tests’ improvements in measuring complex

learning (Doorey & Polikoff, 2016), it is unclear whether the new tests address any of the concerns

raised by this research. If complex thinking skills contribute more to total scores for some tests and

less for other tests, it is critical that evaluators consider carefully if the particular test provides useful

information for evaluating a particular intervention. Future tests in mathematics and science may

measure cognitively complex learning and reduce their dependence on multiple-choice items, but

other issues (i.e., reliability and adequate coverage) remain.

Limitations and Future Directions

One strength of this study was the straightforward research questions that led to empirical answers.

We coded the projects in the IES database along relatively objective criteria that led to straightfor-

ward interpretations. However, the trade-off of this method was a lack of ability to conduct deeper
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investigations into why so many investigators eschew discussions about test validity. We speculate

that some investigators do not understand principles of measurement or are unwilling to invest the

resources involved in good measurement. Future research with the power to examine the obstacles to

good measurement may lead to more specific ways to improve measurement in practice.

A second limitation was an imperfect ability to judge the quality of the validity evidence and by

extension our ability to confidently assess the adequacy of each project’s validation activities.

Fundamentally, we analyzed the presence or the absence of evidence. Although we desired to

differentiate between disconnected bits of validity evidence and well-developed (e.g., argument-

based) approaches to validity, we recognize that our assessment is subjective and susceptible to

human error. A stronger study would have greater power to examine and characterize the relative

strength of the evidence. Such an analysis would be a difficult undertaking, as the careful study of

validity is complex (i.e., Newton, 2012), and the evidence supplied by the studies is extremely

variable. However, attention to new research methods that characterize the use of validity in prac-

tice, for example, by contextualizing the scope of analysis as we did in this study, may bring clarity

to the concept of validity.

The data in the form of the documents we received from investigators supplied another limitation.

We requested reports from principal investigators and received documents from only 11 of the 25

projects that we flagged for potential validity problems. Our conclusions could have been stronger if

we had been able to obtain documents from a greater number of projects. In addition, we received a

diverse set of documents across projects, which varied in length and detail. Standardization of

information would help to ensure a more common basis for comparison. For example, investigators

may need to provide a validity discussion that differs according to the complexity of measuring the

key outcome. Studies that examine validity in practice must find ways to extract additional, reliable,

information and generate new ways of thinking about this complicated idea.

Conclusion

In this study, we examined projects funded by the IES math and science education program to

address the use and validity of standardized achievement tests as outcome measures for impact

evaluation of new educational interventions. The results of our research demonstrate that (a) inves-

tigators use standardized achievement tests as outcome measures more than other forms of tests

(e.g., researcher-developed tests) and (b) many projects show the potential for validity problems

related to a misalignment between the standardized achievement test and the intervention that it is

used to evaluate. Closer examination of a subset of projects with potential validity problems showed

that about half of the investigators did not present any validity evidence for the standardized

achievement test, and only one investigator adequately validated the test. At the same time, many

investigators discussed validity problems related to the use of a standardized achievement test. Some

investigators concluded, only after conducting the evaluation, that the test did not measure the

learning caused by their intervention. This study highlighted an important weakness in applied

research in mathematics and science education. Without validity evidence, we cannot evaluate the

adequacy of an outcome measure and, by extension, we cannot evaluate the adequacy of an inter-

vention. The ability of educational research to support innovation depends on addressing the mea-

surement issues highlighted in this study.

Appendix A

Additional Information about Gathering the Data
Literature search. Another data source consisted of peer-reviewed articles that contain research

funded through the grants. We used two main search queries. The first was the grant number and
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the second was the name of the intervention. Occasionally, we used additional queries such as the

name of the principal investigator. We conducted the literature search for only the studies that we

flagged as potentially problematic (see procedure).

Web search. The fourth source of data was the result of an Internet search to gather information about

the standardized tests used as outcome measures. We used a set of search criteria; pairing the name

of the test with the search terms valid(ity), reliability, alignment, construct, and psychometric(s) in

separate searches. Generally, the most helpful search results linked to the websites of test publishers.

For example, the search engine results linked to a technical manual for the ITBS (Iowa Testing

Programs, 2003). For other tests, technical information was available for a fee (e.g., through the

purchase of a manual), and we did not pursue this information. For state-developed and administered

tests, the websites of state educational agencies contained test blueprints and released items and

thought the amount of information varied between examples.

Appendix B

Analyzing the Validity Evidence within Each Project
Finding validity discussions in the project data. We used inclusive criteria for what constitutes a discus-

sion about validity and alignment. We searched the documents for discussions about validity in

accordance with mainstream views on test validity (American Educational Research Association,

American Psychological Association, & National Council on Measurement in Education, 2014).

However, it was not necessary to use the standard lexicon (jargon). The critical feature is that the

discussion supports the use and/or the interpretation of the standardized test for the evaluation of

program impact

Three raters coded reports and the literature associated with each study, following the same

search protocol. We read each document for evidence of validity. Then, to check our work, we

re-searched the document text for the following keywords: validity, test(s), assessment(s) item(s),

reliability, psychometrics, outcome(s), measure(ment), and alignment. After coding independently,

the raters discussed their findings and achieved consensus on the results.

Finding evidence of validation activities in the project data. We searched the documents for evidence of

research activities where investigators positioned the results as evidence that warranted the suit-

ability of the standardized test for evaluating the impact of the intervention. We searched for

validation activities related to alignment, including conventional validation methods (Roach, Nie-

bling, & Kurz, 2008) and ad hoc methods such as those that rely on examination of test blueprints

(Somers et al., 2011) and other forms of item analysis.

Then, we asked whether the discussion occurred in the context of an argument-based approach to

validity rather than through disconnected pieces of information. At this stage, our intent was not to

judge the merit of the discussions for supporting the use of the test but to only determine whether the

document contained these discussions. Finally, we judged the adequacy of the validity information

contained within each project. We searched each project’s corpus of data for a discussion that

incorporated multiple sources of evidence into a persuasive argument that supported the particular

use of the test.

Authors’ Note

The opinions expressed are those of the authors and do not represent views of the Institute of Education

Sciences or the U.S. Department of Education. This study is based on the dissertation of the first author.

Sussman and Wilson 209



Declaration of Conflicting Interests

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or pub-

lication of this article.

Funding

The author(s) disclosed receipt of the following financial support for the research, authorship, and/or publica-

tion of this article: The research reported here was supported in part by the Institute of Education Sciences grant

R305B090026 to UC Berkeley.

Note

1. Cohen’s Kappa.
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