Assessing Individual and Group Oral Exams: Scoring Criteria and Rater Interaction
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ABSTRACT

Criterion referenced tests of second language speaking performance are administered in different institutions using different procedures. The present study reports raters’ practices of second language speaking tests, in particular the correspondence between test-takers’ grades when assessed individually and in groups. Data derived from audio-recordings of raters’ (n=8) decision making process (scoring) in two test modes, post-test interviews and two sets of students’ (n=92) speaking scores were obtained from individual versus group discussion tasks. Although a grading rubric had been used, it was found that raters also relied on rubric irrelevant criteria when judging performances, which brings up the question whether the validity of the inferences is jeopardized.

INTRODUCTION

Today, the field of language testing has moved from its traditional roots of factual knowledge testing towards “assessment for learning” with a strong interest on performance assessment. According to Jonsson & Svingby (2007) “performance assessments are designed to capture more elusive aspects of learning by letting the students solve realistic or authentic problems.” However, the assessment of performance, when compared to e.g. multiple-choice assessment, reveals the problem of trustworthy decision-making processes. In this sense, the assessment of speaking proficiency in the second or foreign language teaching context requires ratings by trained raters. Scores on such examinations may vary due to differences in speaker performances as well as rater performances. As the interest on performance measures is increasing, the issue of reliability and validity still remains to be a highly debated topic (Van Moere, 2012). In the field of language assessment, variation in rater judgments is sometimes regarded as a source of bias (Holzbach, 1978). This issue, also known as score variability, dates back to Lado (1961), who compared selected-response versus construct-ed-response tasks and highlighted the significance of rater reliability by saying “In objective tests, scorer fluctuation is practically nil and need not be considered a factor. In various production tests such as essays or long response tests, scorer fluctuation can be a major factor of the unreliability of a test” (p. 331). In line with Lado, Bachman et al. (1995) argued that even though performance language tasks are more representative of real-life language use, we cannot ignore the fact that rater judgments and variability in tasks are a major source of measurement error and for this reason, threaten the reliability and validity of test scores. Therefore, raters are regarded as central as performers in productive language assessment (McNamara, 1997).

LITERATURE REVIEW

Reliability in Scoring

Most exams have consequences for all stakeholders involved in the assessment process (Black, 1998). Therefore, the evaluation or scoring of a performance has to be trustworthy, relying on disinterested judgment and based on some kind of evidence (Wiggins, 1998). To reach a fair judgment, the assessment should be free of bias, meaning independent of the rater and regardless of the time and place of assessment. However, according to Jonsson & Svingby (2007), this is hardly obtainable. Whereas this is not a problem in traditional testing, e.g. multiple-choice type exams, it is questioned...
a lot in performance assessment on behalf of its credibility, focusing mainly on the reliability of rater’s measurement. It is said that the more consistent the scores are, when assessed by different raters and in different occasions, the more reliable the assessment is believed to be (Moskal & Leydens, 2000). Variations in rater judgments can be discussed in terms of inter-rater reliability, consistency across different raters, and intra-rater reliability, the consistency of test scores given by one single rater. According to Lumley & McNamara (1995), errors in measurement can be directly related to rater biases which can be observed in raters’ behaviors, such as raters displaying “particular patterns of harshness or leniency in relation to only one group of candidates, not others, or in relation to particular tasks, not others, or on one rating occasion, not the next” (p.56).

For the purposes of the study, variation in rater judgment is mainly analyzed through raters’ obedience to an evaluation criterion known as a scoring rubric and through the variance in speaking tasks, namely individual vs. group.

Scoring Rubrics

To minimize the possibility of rater bias, most EFL/ESL speaking exams are carried out with the help of assessment tools known as scoring rubrics to guide raters in making their judgments based on certain standard criteria. These criteria are established with an underlying theoretical framework that defines the construct and outlines the components of speaking ability (e.g., fluency, vocabulary, cohesion, grammar, etc.). Rubrics play an important role for both sides, assessor and examinee, of the assessment process as they provide a general idea of what assessors should listen for (Arter & McTighe, 2001; Busching, 1998; Perlman, 2003). Moreover, the main reason for using rubrics is: a) to provide evidence that ratings are related to the theoretical underpinnings, and b) to ensure inter-rater reliability (Douglas, 1994). Usually, raters are provided with training sessions in which they are introduced to the scoring rubric and asked to assess some sample performances. The raters are first expected to assess individually and then to compare with other raters to see how consistent or, vice versa, inconsistent they are. Through these trainings, raters’ awareness about the salient features of the scoring criteria is raised. The use of rubrics provides transparency for the assessment, meaning that the expectations are made explicit through well-defined criteria. Not only does it enable transparency, but it also facilitates the process of providing feedback and helps for self-assessment.

Rubrics can be divided into two categories: analytic and holistic. In analytic rubrics, raters rate the performance of the examinee based on each category of the rubric whereas in holistic rubrics, raters rate the performance on an overall judgment. While analytic scoring is more preferred in classroom assessment due to the fact of its diagnostic nature, holistic scoring on the other hand, is generally used for large-scale assessment, as it is easier and less time-consuming. In any case, regardless of the nature of the scoring rubric, raters are expected to apply the criteria consistently across all subjects whose performances are tested. More than that, one of the most important reasons for using a scoring rubric is to prevent raters from comparing an examinee’s performance with another examinee’s and to solely make them refer to the scoring rubric while making a decision (Orr, 2002).

Individual vs. Group Speaking Tasks

Most of the performance-based speaking tasks take place in an individual format, meaning a traditional face-to-face interview between an interlocutor and an examinee. In addition to this task type, many institutions, since the late 1980s (Ducasse & Brown, 2009), prefer to administer pair and group discussion tasks in which examinees are tested together with their peers, but assessed on their individual performance. According to Kramsch (1986), interaction needs to be regarded as a major component of speaking ability revealing speakers’ competence in speech sequencing and implementation of turn-taking rules. In addition to that, Van Lier (1989) states that the main reason for preferring group tasks has been the idea to move away from interview type tasks in which students were assessed on “test discourse” and “institutional talk” rather than normal conversation and interaction. This shift from individual to peer assessment has revealed positive washback on the classroom (Messick, 1996). Moreover, this form of assessment has been reported as appropriate for some situations or as one part of a task battery (Fulcher, 1996; Shohamy et al, 1986) and discussed to be more of use for large-scale testing, such as in schools and universities, as three to six examinees can be tested simultaneously, making it more economical (Bonk & Ockey, 2003; Folland & Robertson, 1976). Even though this pair or group assessment is regarded as an effective task for assessing interactional skills of an examinee, there has been little research about raters’ judgments of these group performances (Ducasse & Brown, 2009). In fact, understanding what raters value while judging examinees’ performances is one of the most important aspects of group assessments, as it is a rater’s view of interaction that is embodied in the test score. Therefore, it can be claimed that test validity mostly depends on the rating process and the evaluated criteria, as well as on the task performance. As claimed by Brown, “...in any assessment involving judgment, it is the criteria by which the performance is judged which define the construct” (2005, p.26). However, most of the peer and group task studies have mainly focused on the relationship between test scores and testees’ characteristics (e.g. O’Sullivan, 2002; Norton, 2005). One remarkable study that needs to be mentioned though is that of May (2006 a, 2006 b), in which retrospective verbal reports were used to investigate raters’ judgments of paired discussion tasks. The result of the study indicated that raters considered examinees’ body language, assertiveness during communication, and their ability to handle the discussion and work cooperatively as part of their judgment.

Purpose of the Study

One of the main issues in language assessment is validity and reliability of test scores. Validity in oral examination is concerned with whether test scores serve the purposes they
are intended to. To maintain reliability, raters need to be consistent with rubrics while assessing spoken performance (Luoma, 2004). Therefore, the main purpose was to uncloak raters’ “implicit criteria” (Brown, 2000) when assessing students’ performance during individual and group tasks in their second language (L2). For this, the study addressed the following research questions:

1. Which factors are involved in the decision-making process of raters when assessing individual and group discussion tasks?
2. Is there a significant difference in students’ test scores in terms of individual performance and group discussion performance?
3. What are the perceptions of raters regarding the two assessment procedures?

METHOD

Setting and Participants

The research project took place at a language preparatory school of a foundation university in Istanbul, Turkey. 92 EFL learners with L1 Turkish background at B2 level and 8 raters participated in this study. The raters who may be characterized as a ‘convenience sample’ consisted of EFL instructors with at least 5 years of teaching experience. They assessed students in pairs, each consisting of one native and one non-native EFL instructor. So, in total 4 pairs of raters assessed 92 students in the first session individually and then the same examinees in groups of three (Table 1). The raters were not informed about the purpose of the project so as not to jeopardize the validity of the study.

Instrumentation

Various data collection tools were used to triangulate the data. Quantitative data came from students’ test scores of individual and group task speaking performances. Qualitative data, on the other hand, were collected through verbal protocols, a preferred tool of collecting data in speaking tests to examine the decision-making process of raters more closely (Ducasse & Brown; 2009; Ericsson & Simon, 1993; Green, 1998). They included recordings of examinees’ responses to individual and group prompts and rater discussions during scoring to understand thought processes. In addition to students’ test scores and recordings of the decision-making process, the study also relies on the perceptions of raters. Data on raters’ perceptions were collected using semi-structured interviews, with a set of common questions at the beginning and the end of each interview. The interviews, based on recordings of raters’ decision-making process, were thought to present rich data to identify the immediate follow-up of issues emerging in the recordings.

Procedures

The oral assessment component consisted of two tests: individual and group oral tasks. The former required the examinee to speak on a given prompt for 2 minutes. In group speaking assessment, on the other hand, three or four examinees were awarded scores on their ability to discuss a given prompt, a format for assessing the speaking ability of EFL test takers.

Table 1. Number of participants

<table>
<thead>
<tr>
<th>Raters</th>
<th>Number of test takers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Individual task</td>
</tr>
<tr>
<td>Pair 1 Raters S &amp; Sr</td>
<td>20</td>
</tr>
<tr>
<td>Pair 2 Raters C &amp; Me</td>
<td>22</td>
</tr>
<tr>
<td>Pair 3 Raters P &amp; E</td>
<td>24</td>
</tr>
<tr>
<td>Pair 4 Raters U &amp; M</td>
<td>26</td>
</tr>
</tbody>
</table>

RESULTS AND DISCUSSION

Analysis

In an effort to measure the decision-making process of raters in assessing individual and group tasks, approximately 16 hours of audio recorded data were listened to, but only raters’ discussions were transcribed. Due to the exploratory nature of the study, a bottom-up approach to coding was adopted. The transcribed data were analyzed using an inductive approach in which themes and patterns emerged from the data. First, codes were identified individually by each researcher and then they collaborated to come up with themes for these codes. The codes are based on comments including the reasons for the scores that the raters assigned according to the
Likewise, semi-structured interviews were analyzed following the same procedure. Quantitative data, on the other hand, included two sets of scores consisting of individual and group performance tasks of the 92 test takers, awarded by 8 raters. The data were analyzed with a paired t-test to examine whether there were significant mean differences based on the students’ two test scores. Additionally, correlation analysis was computed to figure out the consistency of scores over time using different scoring procedures.

**Results**

The first research question aimed at identifying factors involved in the rating practices of raters while judging individual and group discussion task performances. Data analysis indicated that raters used both scoring rubric and other criteria. The following sections present patterns which were identified.

**Reference to scoring rubric**

As Table 2 illustrates, all raters (n=8) referred to the scoring rubric while making decisions in all cases (N= 92) in both individual and group tasks which shows that they discussed each student individually according to the rubric. In the analysis of rater discussions, it was found that they interpreted students’ performance using some other criteria that are non-existent in the rubric such as gestures, eye-contact, and body language. In semi-structured interviews, the raters were asked if they employed different criteria in their mind while assessing individual and group task performance. Some of the comments were as follows.

**Rater Se:** Well, yees... I use different criteria in my mind when I assess students in groups. I did not think about it but yes. I have never thought about it.

**Rater M:** I pay attention to gestures, small responses like “aha, yes, well” anything like that in group tasks.

**Rater P:** I consider eye-contact, body language...

**Reference to rating criteria other than rubric**

Analyses display that raters also followed other paths rather than utilizing rubric while assessing the examinees. They compared the test takers to each other and rearranged the scores they assigned to each, displayed leniency or severity based of their perceptions of prompt difficulty level or did not comply with time limit. Comparison of test takers, rater leniency or severity and adherence to time limit emerge to be three criteria that raters use other than the scoring rubric.

**Comparison of Test Takers**

When attempting to identify the salient decision-making process points, a common element was that all rater pairs made a comparison among test takers when scoring the performance (Table 3). They compared mostly individuals in the same group to each other and graded the examinee a higher or lower rating than they deserved according to the scoring rubric.
One pair, however, also compared groups to each other. The set of extracts below provides examples of rater comments. All in all, all eight raters made comparisons for 68 students out of 92 in the group assessment task. In some cases, they changed the test takers’ scores after discussions among themselves. For example, a pair added up the score and realized that “it is the same for everyone” but since they believed one of the students in the group was worse, they decreased her overall score. However, in individual tasks, only two of the raters made comparison among eight students.

In semi-structured interviews, the aim was to figure out whether the raters themselves would comment on off-rubric thinking and whether they were aware that such a bias existed. Through the qualitative analysis it was revealed that most of the raters knew that they compared the test takers’ performances. When reminded that they were comparing the test takers’ performance while scoring, they stated the following: **Rater Se**: I have never thought about that but yes I do compare students, other student is kinda like my bottom line. You know, if this student can use this, they are in the same class, the same level, then this student should be using the same thing as well. (...) Nooo, IT IS NOT FAIR, everyone is different, but, yeah, but I think I do that in my mind. (...) No, not when I assess them individually, though. **Rater C**: You kinda like to see the difference in their levels, maybe it is not really fair because it depends on the group that they are in. (...) No I do not compare them when they are on their own. **Raters P and E**: Yes we compare students in their own group though we assess them individually as well. However, one pair of raters, disagreed with the notion that it was unfair and reported that they did this on purpose for scoring consistency. Raters Ma and U commented on their awareness of comparing test takers as follows: **Rater M**: We compared them individually also in terms of the whole group. They are judged against their peers, I think it is easier for us to judge their abilities, because we are doing it anyway in terms of the whole class. (...) It is fair and almost necessary: (...) As well, the rubric also mirrors that, the students that are performing the best are the ones that we ticked off in the rubric in the highest section. **Rater U**: We tried to do so when assessing them individually but then we can only remember the best and the lowest ones. In group tasks it is easier.

**Rater leniency or severity**

There were incidents where raters had discussed the difficulty level of the questions and rated students accordingly. Three pairs on 12 occasions exercised leniency or severity, depending on the speaking prompt. In some cases, when they felt that the prompt was difficult, they were inclined to give higher grades which means that they were more lenient towards the test takers who they felt picked harder speaking prompts. Four of the raters in individual tasks, two in group tasks awarded scores to twelve and twenty-six students respectively taking prompt difficulty into consideration. However, correlation analysis did not imply that this affected total consistency of test scores.

**Adherence to time limit**

The analysis of rater audios revealed that some of the raters strictly followed the exam instructions for the time limit whereas others were more flexible. It was observed that the latter exceeded the time limit in group tasks when they felt the need to encourage less productive students to speak more. All respondents justified this behavior by referring to the differences in turns taken by group members. They admitted that they had a hard time arranging fair time allocation to test takers since they tried to give time for more quiet examinees, and this resulted in longer test time. While raters allocated equal amounts of time to each test taker during individual task performance, they could not arrange the time well in group tasks. While all raters adhered to time limit in individual tasks, none followed the same routine in peer-to-peer interaction tasks. While they gave the same amount of talking time to 78 examinees in the first task, this figure turned out to be only 21 oral exam takers in the group task. The raters’ comments in semi-structured interviews also supported this observation.

**Rater E**: We could not arrange the time in group work and all groups lasted longer. Usually one dominated the group and when the time was up, the shy one did not even utter a word so we had to give extra time to be fair. **R Se**: When one test taker speaks more, we had to extend discussion time to be fair to the other members of the group.

The second research question investigated whether there was a significant difference in students’ test scores in terms of individual performance and group task performance. The t-test results indicate that group means are different in both tasks. A paired t-test was performed to see discrepancy between EFL test takers’ individual and group performance test scores. The paired sample correlation was .526 (p < .001) indicating a positive relationship between test scores. It should also be noted that moderate levels of reliability of the raters over two administrations were achieved, with reliability estimates of r = .502. As can be seen from the means (Table 4), either the raters were more lenient or students were more productive in the group task.

The third research question investigated raters’ perceptions regarding two assessment procedures. All in all, it was observed that EFL teachers have a positive opinion about assessing students in groups. The majority – 7 out of 8 raters – reported that students did better in group tasks than they did individually. They believe that in group tasks, high achievers supported their peers which led to an increase in talking time of low achievers. The following excerpt exemplifies this: **Rater M**: “I think students actually performed better in a group than they do individually. I believe that they get nervous when they are one-to-one with the teacher; but

<p>| Table 4. Paired samples t-test of individual vs group task |
|---------------------------------|--------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>N</th>
<th>Standard deviation</th>
<th>Standard error mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual task</td>
<td>10.27</td>
<td>92</td>
<td>2.05</td>
<td>0.21</td>
</tr>
<tr>
<td>Group task</td>
<td>11.81</td>
<td>92</td>
<td>1.66</td>
<td>0.17</td>
</tr>
</tbody>
</table>
they are relaxed when they are with their comrades and they actually build on each other’s answers. It was much more efficient.”

Rater U: (...) When they are one to one with the teacher, we see that the student is shaking.

Rater C: They are more relaxed in group task. For example, Hilal, she is terrible but she did much better in group task because the first time (individual task) she could not speak at all, I know her and she mostly goes blank. Maybe they try harder because they do not want to let their friends down.

Number of students in group tasks

Throughout the analysis of the qualitative data, it was observed that raters experienced difficulty in scoring test takers in groups. For example, the qualitative results revealed that 6 of the 8 raters complained that they had to take notes all the time while scoring group tasks since they did not know the test takers individually, which made rating exhausting for them. They had difficulty in focusing on individuals in group tasks while the discussion was going on. Concerning the ideal number of students for group tasks, data from answers to semi-structured interview questions indicated that the majority of respondents agreed that groups tasks should not be carried out with more than three students. Only one pair indicated that it should be carried out in groups of four to increase the level of interaction among examinees. They justified their arguments with the following statements.

Rater M: Two students is a bit less, one student becomes dominant in that situation and they start talking as if they were the only student until she is finished. It is not as organic and spontaneous as they are in three.

Rater N: What is the use of having more than 2? There is already interaction between two, what is the justification for more?

Rater E: We should have only two because when two interact, a third one stays outside if s/he is especially shy.

Rater Se: With 3, one of them is always silent. I always pushed that person, because he was listening and he was understanding everything. But with two, they had to speak. Still, I cannot decide whether to have 2 or three because three is better for more interaction, like a class discussion, like in their faculty classes.

Rater P: I had hard time assessing three students at the same time because you know you need to consider so many variables. It is mentally tiring.

CONCLUSION

This research has provided insight into what raters consider as criteria when assessing examinees during individual and group speaking tasks. The results indicated that there were several factors involved in the variation of raters’ judgments. Verbal reports of raters’ decision-making processes revealed difficulty in adhering to the scoring rubric. Specifically, three major instances resulted in awarding the test taker a higher or lower rating than they deserved according to the scoring rubric. First of all, all raters compared test takers’ performances to others in group performance tasks in most of the incidents. Comparison of test takers’ performances emerged as a construct-irrelevant variance in the ratings of oral proficiency tests. Another incident that violated raters’ adherence to the rubric was their opinions about the speaking prompts. They tended to score harsher or more lenient while scoring according to their opinions of the prompt’s level of difficulty. Finally, raters revealed that they were inclined to give more time to silent group members in order to encourage them. These findings are consistent with Michael Orr (2002) who stated that the verbal reports of many raters show difficulty in adhering to the assessment criteria.

Contrary to Bonk & Ockey (2003) and Folland & Robertson (1976), the results of this study indicate that assessing several test takers at the same time may not save time. It was observed that assessing students individually took less time per student than when they were scored in groups. In semi-structured interviews, the informants’ comments indicated that they were inclined to give extra time for group discussion to be fair to other test takers since one examinee might have the potential to dominate the group discussion. However, raters should be properly trained not to extend time meaning that they should allocate equal amounts of time to each student regardless of students’ performances during the test.

One of the limitations of the study could be related to the sequencing of the task types since there was one month lapse between individual and group performance tasks. Higher grades in group tasks could be related to “learning” and “improving” of the speaking skill. One control for limitation could be to conduct the study with a reversed order. Second, though the study was carried out with experienced teachers, it would be interesting to look at the differences between experienced and expert teachers to see whether expert teachers are more consistent in their scoring. The final limitation of the research concerns scorer severity. Raters argued that they scored based on the difficulty of prompts and the students’ states (shy vs. confident). However, no investigation was carried out on whether they were consistently lenient or severe in these situations.

To conclude, raters need to be trained on understanding what is sufficient and or insufficient when evaluating performances in regard to the evaluation criteria. As a helpful activity, raters might be trained with samples of expert raters, assessing performances and justifying their scores based on their inferences. This might be an effective awareness raising task to make raters understand how they differ in their decision making from experts. The main recommendation coming from this study is that raters should receive training for rating especially group tasks. During training sessions, the raters need to extensively study the rubric and carry out rating processes with previously rated benchmark samples to ensure validity of the scores. The main goal should be to provide training on issues like: a) coping with the task of awarding scores to individuals in group performance, b) taking notes while assessing each individual in groups, c) arranging time, d) avoiding comparison within the group, and e) justifying their rating decisions.
REFERENCES


