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Real World Compromises: Policy and Practice Impacts of
Kindergarten Entry Assessment-Related Validity and
Reliability Challenges
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Kindergarten entry assessments (KEAs) have increasingly been incorporated into state education policies over the past 5 years, with
much of this interest stemming from Race to the Top— Early Learning Challenge (RTT-ELC) awards, Enhanced Assessment Grants,
and nationwide efforts to develop common K-12 state learning standards. Drawing on information included in RTT-ELC annual
progress reports, published research, and a variety of other KEA-relevant documents, in this report, I share the results of case studies of
7 recently implemented state KEAs. The focus of this inquiry was the assessment- and teacher-related validity and reliability challenges
that contributed to adjustments to the content of these measures, the policies regarding when they are to be administered, and the
training and technical support provided to teachers who are tasked with the role of KEA assessor and data interpreter. Although these
7 KEAs differ, the results of the study suggest that they experienced common validity and reliability issues and subsequent policy and
practice revisions. These findings also suggest the value of iterative research as a means for highlighting these issues and informing the
policies and practices that can impact KEA validity and reliability.
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Over the past 5 years, states have increasingly incorporated kindergarten entry assessments (KEAs) into their education
policies, with at least 40 states and the District of Columbia currently developing, piloting, field testing, or implementing
these measures (The Center on Standards & Assessment Implementation, 2017). Recent interest in KEAs, which generally
are used to inform kindergarten teachers’ instruction and state policy decisions, stems from 20 states’ federal Race to the
Top — Early Learning Challenge (RTT-ELC) awards. Also contributing are Enhanced Assessment Grants awarded to two
consortia comprising a total of 17 states (including some RTT-ELC states) as well as to one additional state (Early Learning
Challenge Technical Assistance [ELCTA], 2016). In addition, efforts to develop common K-12 state learning standards
and to align Grade 3-12 assessments across the United States has brought about a renewed interest in ensuring that
kindergarten teachers and education policy makers have accurate information regarding incoming students’ academic
and developmental skills and needs (Feeney & Freeman, 2014; Goldstein & Flake, 2016).

Despite this collective focus, both the KEAs currently used and their content are not uniform (Weisenfeld, 2017a).
Such variations are undoubtedly due to state control of K-12 education (Gottfried, Stecher, Hoover, & Cross, 2011) and
differing standards for what kindergartners should know and be able to do (Scott-Little, Kagan, Reid, Sumrall, & Fox,
2014). However, similar to the contextual issues that can shape state pre-K policies and practices (Ackerman, Barnett,
Hawkinson, Brown, & McGonigle, 2009), these variations also likely arise from the “real world” compromises that need to
be made to bolster an assessment’s potential validity, reliability, and utility for specific purposes, populations, and settings
(Goldfeld, Sayers, Brinkman, Silburn, & Oberklaid, 2009; Heywood, 2015; Snow & Van Hemel, 2008).

Cross-state research conducted thus far on KEAs has been limited to the measures states mandate teachers to use
(e.g., Connors-Tadros, 2014) and some of the implementation issues experienced as they have been piloted and field
tested (e.g., Golan, Woodbridge, Davies-Mercier, & Pistorino, 2016). However, because the administration of KEAs is
now under way in many states, there is the opportunity to take a retrospective look at the on-the-ground, validity- and
reliability-relevant issues that contributed to policy and practice adjustments. By exploring these factors across different
KEA contexts, there is the potential to better understand the shaping role they can play and to highlight the value of
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validity- and reliability-related research for informing assessment policies and practices (Chalhoub-Deville, 2016). Such
information could be especially useful as states continue to use KEAs to inform a variety of policy-making purposes
(ELCTA, 2015b), but presumably without the financial support of RTT-ELC and other federal funds (Weisenfeld, 2017b).

In this report, I share the results of case studies of seven state KEAs. The focus of this research was some of the
assessment- and teacher-associated validity- and reliability-relevant issues that came to light while each KEA was devel-
oped, piloted, field tested, and brought to scale, as well as the resulting modifications made to the content of these mea-
sures, their administration timelines, and the supports provided to the teachers who serve as KEA assessors, observers,
and data users. To set the stage for the study’s results, I begin by taking a closer look at the definitions of a KEA and
review the concepts of validity and reliability. I then provide an overview of some key psychometric and “real world”
classroom implementation factors that can impact an assessment’s validity or reliability for a particular purpose and stu-
dent population. I conclude the report by sharing some implications for early childhood education policy makers and
researchers.

What Is a Kindergarten Entry Assessment?

At first glance, the term kindergarten entry assessment may appear to be self-defining. However, the term alone does not
explain exactly when kindergartners are to be assessed (i.e., prior to kindergarten, the first day of kindergarten, or some
other time) or the data to be collected (e.g., children’s demographics, home language, or knowledge and skills in a specific
academic content area). Most importantly, the term does not indicate the purpose for collecting data (e.g., determine
children’s eligibility for kindergarten, screen for a potential disability, or inform policy makers’ decisions). As a result, it is
difficult to understand the theory of action (Bennett, 2011b; Bennett, Kane, & Bridgeman, 2011; Wylie, 2017), or premise,
driving the use of KEAs.

Education-focused professional organizations have not coalesced around a single KEA definition, but an examination
of their respective descriptions shows some general convergence. For example, the Education Commission of the States
(2014) argued that KEAs “evaluate whether or not a student is prepared for the demands of kindergarten.” The National
Head Start Association (2016) defined KEAs as “assess[ing] what children know and are able to do as they enter kinder-
garten.” The Build Initiative (2016) expanded this definition by defining KEAs as a “process [that] is an organized way to
learn what children know and are able to do, including their disposition toward learning, when they enter kindergarten
and/or at other times.” KEA data also have been touted as an effective way to provide parents, teachers, school and district
administrators, and state policy makers with this information (Stedron & Berger, 2010).

The RTT-ELC competition —a major driver in the recent development and revision of KEAs— provides even more
details about this type of measure:

Is administered to children during the first few months of their admission into kindergarten; covers all Essential
Domains of School Readiness; is used in conformance with the recommendations of the National Research Council
(Snow & Van Hemel, 2008) reports on early childhood; and is valid and reliable for its intended purposes and for the
target populations and aligned to the Early Learning and Development Standards. Results of the assessment should
be used to inform efforts to close the school readiness gap at kindergarten entry and to inform instruction in the
early elementary school grades. This assessment should not be used to prevent children’s entry into kindergarten.
(U.S. Department of Education, 2011)

Similarly, the Enhanced Assessment Grant KEA competition defined these measures as

provid[ing], at kindergarten entry, valid and reliable information on each child’s learning and development across
the essential domains of school readiness ... [and] would be used to support educators in providing effective learn-
ing opportunities to every child, and help close achievement gaps. (U.S. Department of Education, 2013)

Although the RTT-ELC and Enhanced Assessment Grant definitions provide similar guidance about the purpose of a
KEA and when it should be administered, neither definition specifies the assessment approach to be used (i.e., direct mea-
sure with select responses vs. a measure that relies on an observational rubric and requires teachers to collect evidence of a
student’s knowledge or skill) or the exact items to be included. As a result, states receiving these funds have had significant
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leeway to select or develop a KEA that best meets their needs. Indeed, the state-mandated and -recommended KEAs used
across the United States include commercially available measures, newly developed assessments, and state-developed
instruments. In addition, these measures represent both direct and observational approaches (Weisenfeld, 2017a).

At the same time, both the RTT-ELC and Enhanced Assessment Grant definitions stated that KEAs must be “valid
and reliable,” a key factor that policy makers and other education stakeholders need to bear in mind when developing or
selecting any assessment. Validity refers to the extent to which the interpretation of a measure’s scores provide sufficient
evidence to inform a specific purpose and population of students (Bonner, 2013; Kane, 2013). The focus on purpose and
population is important, as the inferences made from these scores can be more or less valid depending on the purpose
for which the test is used and the population for which inferences are made. Thus, although validity refers to the degree
to which an assessment measures what it is supposed to measure, a key question to ask is how to design a measure so
that it is maximally useful for its primary purpose, such as informing a kindergarten teacher’s practice or guiding state
policy makers” decisions. The term, reliability refers to the extent to which a measure provides consistent results over
different assessors, observers, testing occasions (assuming there is a minimal time lapse between testing occasions), and
test forms (Snow & Van Hemel, 2008). Researchers also have been concerned with the unintended consequential validity
of assessments, particularly if test results are being used for important decisions beyond their original purpose (Wylie,
2017). For example, both the RTT-ELC and Enhanced Assessment Grant competitions explicitly stated that a KEA should
not be used to deny an otherwise age-eligible child’s entry into kindergarten, which was a major criticism of the school
readiness tests that were prevalent in the 1980s (Bowman, Donovan, & Burns, 2001; Shepard, 1997).

Concerns about inconsistent assessment practices across different education settings can likely be mitigated via policy
(e.g., requiring all kindergarten teachers to use a specific KEA within a standardized time period). However, additional
validity- and reliability-relevant issues can arise from an assessment itself as well as from the individuals who adminis-
ter and score it and use its data as evidence. As I discuss next, different types of research studies have the potential to
highlight needed modifications to a measure’s items, how it is administered and scored, and the policies governing these
processes.

Assessment- and Assessor-Related Validity and Reliability Challenges

When an assessment is used in classrooms serving young children, the average parent or education stakeholder might pre-
sume that the measure is “good to go” for accomplishing any of the purposes for which the data are being used (Regenstein,
Connors, Romero-Jurado, & Weiner, 2017). Yet, what may be less obvious is the inherent difficulty in designing a mea-
sure that is valid and reliable for its intended purposes and populations (Lambert, 2003). In fact, researchers have noted
that assessment development can involve a significant financial investment, effort, fault tolerance, and timeline (Bennett,
2011a; Pellegrino, Chudowsky, & Glaser, 2001). When one adds the degree to which teachers are— or are not— prepared
to administer and use the results of classroom assessments (Campbell, 2013), one can begin to understand that merely
enacting a policy mandating the use of a specific measure at a specific point in time does not necessarily mean the goals
of conducting the assessment (e.g., inform teachers’ instruction) will be realized.

To bolster a measure’s validity and reliability for a particular purpose and population, assessment developers and
researchers will ideally conduct an array of studies. These studies, which can include a focus on the psychometric prop-
erties of an assessment and the different individuals who interact with it (i.e., administrators, test takers, score users), are
admittedly complex and thus deserving of their own report. They also will vary based on the measurement approach (e.g.,
direct assessment or observational rubric), the different individuals and systems involved in the entire testing and data use
process, how often an assessment is administered, and the purposes for which the measure is being used (Mislevy, Wilson,
Ercikan, & Chudowsky, 2003; Snow & Van Hemel, 2008). Furthermore, recent scholarship has argued that if a theory of
action undergirds the use a test (e.g., KEA data will inform teachers’ instruction and contribute to policy makers’ efforts
to close achievement gaps), such research should not only investigate whether that utility hypothesis is being realized but
also inform relevant assessment policies (Bennett, 2011b; Bennett et al., 2011; Chalhoub-Deville, 2016).

In light of this larger context, I highlight here seven key validity and reliability issues that can be discerned through
various types of research and have particular relevancy to KEAs when used as early childhood formative measures (Riley-
Ayers, 2014). As Figure 1 outlines, four of the issues can emanate from an assessment. The remaining three issues are
related to assessor or observer capacity.
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Assessment-Related Issues
¢ Alignment with purpose, population, curriculum, and data use timeline
e Individual items focus primarily on a single construct
¢ Adequate allowances for English learners or children with diagnosed special needs
 Sufficient sensitivity to measure variations in development
Teacher-Related Issues
¢ Administration/observation capacity
¢ Timeline pressures
* Access and data use capacity

Figure 1 Potential kindergarten entry assessment validity and reliability issues.

Potential Assessment-Related Issues
Alignment

When developing or selecting an assessment or observational rubric, one initial topic for assessment stakeholders to
explore is the extent to which its items appear to be appropriate for generating sufficient evidence for a specific purpose
and population. This is a key issue for KEAs, as these measures essentially make claims about the skills and knowledge
that are important for young children to develop by the time they enroll in kindergarten (North Carolina K-3 Assessment
Think Tank, 2013; North Carolina Office of Early Learning, 2015c). As an example, if a state’s KEA will be used, in part,
to provide evidence of a kindergarten student’s language and literacy skills, those tasked with selecting a measure would
want to investigate whether there are items that appear to address these content areas in a way that is developmentally
appropriate for children who are roughly 4-7 years old.

To accomplish this appropriate-evidence task, those tasked with selecting or developing an assessment often conduct
what is known as a crosswalk or alignment study. One common crosswalk focus is the match between a state’s learning
standards for a specific age or grade and a measure’s content domains and items (Cox, Rodriguez, & Edwards, n.d.; Irvin
et al, 2012; Roach, McGrath, Wixson, & Talapatra, 2010). If the results of an assessment are to inform teachers’ practice,
another common alignment focus is whether the knowledge or skills that are focused on are targeted by the curriculum
used (National Association for the Education of Young Children & National Association of Early Childhood Specialists in
State Departments of Education, 2003; Wakabayashi & Beal, 2015). An additional alignment topic is when teachers and
other school stakeholders will have access to score data (Jiban, 2013; Kallemeyn & DeStefano, 2009). In either of these two
latter cases, assessment results will have limited utility if they focus on skills that teachers do not teach or an individual
student’s score data are received long after he or she has moved on to the next grade.

Item Construct Consistency

Although an assessment or observation may appear to be aligned with a particular purpose and population, a second
potential issue is the extent to which its individual items consistently measure the constructs that they are intended to
measure (Bonner, 2013; Cook & Beckman, 2006; Howard et al., 2017). Multiple factors can contribute to problems in this
area. For example, a single item may cover an array of discrete skills but require teachers to assign a single score, resulting
in a lack of specificity. Or the item may be worded so vaguely that it can be interpreted in different ways or is dependent
on specific situations. If the measure uses an observational approach and scoring rubric, a closely related issue is whether
the authors provide sufficient guidance for what constitutes valid and sufficient evidence upon which to base a judgment
(Dever & Barta, 2001; Goldstein & McCoach, 2011; Harvey, Ohle, & Leshan, 2017; Snow & Van Hemel, 2008). To help
address these specific issues, researchers can conduct think-alouds or cognitive interviews to determine how individuals
are interpreting text and thus why they are responding to item prompts, or scoring items, in a particular way (Bonner,
2013; Jonsson & Svingby, 2007; Snow & Van Hemel, 2008).

Item construct issues also can arise if childrens responses are influenced by, or dependent on, other potentially
irrelevant factors, including their receptive and expressive vocabulary levels, or even the time of day or their physical
health (Lane, 2013; Najarian, Snow, Lennon, Kinsey, & Mulligan, 2010; North Carolina Office of Early Learning, 2015c).
Researchers may therefore examine a measure’s relationship with the scores from other similar measures, as such correla-
tions tend to support the belief that the measure of interest is valid for that particular purpose and population (Goldstein,
McCoach, & Yu, 2017; Howard et al., 2017; Lai, Alonzo, & Tindal, 2013). They also can examine the consistency of
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scores for individual children, or what is known as fest -retest reliability. That is, if we gave the same direct assessment
to a child within a short period of time (e.g., 2 weeks), unless there is reason to expect a change in the child’s ability, we
would expect his or her scores to be similar (Cook & Beckman, 2006; Muller, Kerns, & Konkin, 2012). Researchers also
may wish to ensure that items are measuring the same construct across groups of children by assessing a representative
sample of students from different demographic, linguistic, and cultural backgrounds (Bennett, 2011a; Quirk, Rebelez, &
Furlong, 2014).

Adequate Allowances

Examining a measure’s score validity for all students can be especially critical for English language learner students, as
there is the potential to mistakenly interpret low scores on measures in which the students must respond to prompts in
English as evidence of inadequate content knowledge (Alvarez, Ananda, Walqui, Sato, & Rabinowitz, 2014; Robinson,
2010). At the same time, assessment developers need to consider the allowances that may be used when students have a
home language other than English or diagnosed special needs. As an example, some young English language learners may
be better able to demonstrate their content skills (e.g., quantifying or identifying letters, shapes, or other objects) when
using their home language exclusively or a mixture of that language and English (Lopez, Turkan, & Guzman-Orth, 2017).
However, to support the measure’s validity and reliability, the individual administering the test or collecting evidence via
an observational rubric presumably would need to be fluent in the child’s home language, a point to which I return later.

Although teachers may be tempted to create allowances on an impromptu basis (Gokiert, Noble, & Littlejohns, 2013),
such modifications can affect the validity and reliability of assessment data for a specific purpose. For example, informally
translated assessment prompts may not be accurate or the substituted words within an item may not have the same level
of difficulty as was found in the original assessment (Atkins-Burnett, Bandel, & Aikens, 2012; Golan et al., 2013). Accord-
ingly, the Division for Early Childhood of the Council for Exceptional Children (2010) has advised education stakeholders
to use extra caution in interpreting the results of assessments that have been informally translated into a child’s language
rather than undergoing a more formal research-based translation.

Sufficient Sensitivity

A fourth potential issue to investigate is whether an assessment or observational rubric is sensitive enough to measure
variations in development and, in turn, inform the purpose for conducting the assessment or observation. This focus
can be due to the need to measure changes over time (e.g., examine the effects of a curriculum or intervention; Garon,
Smith, & Bryson, 2014; Karelitz, Parrish, Yamada, & Wilson, 2010) or, in the case of a KEA, to document the wide range
of children’s skills at a particular point in time (Quirk, Nylund-Gibson, & Furlong, 2013; Snow & Van Hemel, 2008). In
either case, if a measure only reflects beginner or advanced skills, it likely will not be appropriate for assessing all of the
students in a teacher’s classroom (Johnson & Buchanan, 2011; Jonas & Kassner, 2014).

To explore this issue, researchers can investigate whether an assessment suffers from what are known as floor and
ceiling effects. Put another way, tasks need to be sufficiently easy for measuring children’s skills at the earliest stage of
development (the floor) but also adequate for when they are older and might consistently hit the ceiling of the range of
possible scores (Dever & Barta, 2001; Rock & Pollack, 2002). This issue can be particularly tricky when assessing entering
kindergartners, as students will typically exhibit a wide range of skills on Day 1 but also pick up certain skills like letter
naming or the sounds of commonly used letters quite quickly (Catts, Petscher, Schatschneider, Bridges, & Mendoza, 2009;
Torgeson, 1998). Psychometric analyses also can assess whether assessments are more sensitive to low to average levels
versus higher levels of skills and knowledge (Cook & Beckman, 2006; Messick, 1987).

Potential Teacher-as-Assessor/Observer Issues
Capacity to Administer an Assessment or Collect Observational Evidence

Assessment developers also need to be mindful of the needs of the staff who interact with a measure at any stage of the
testing process (Snow & Van Hemel, 2008). One key validity and reliability issue to explore is teachers’ capacity to admin-
ister an assessment as intended by its developers (Parkes, 2013). This issue is especially salient when discussing KEAs,
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as many of these measures rely on observational rubrics as opposed to direct assessments and thus may be unfamiliar to
the kindergarten teachers who are tasked with administering them (Butts, 2013; Schultz, 2014; Weisenfeld, 2017a). More-
over, the process of making reliable judgments about students’ skills based on a rubric or rating scale can be challenging
for many teachers (Cabell, Justice, Zucker, & Kilday, 2009; Furnari, Whittaker, Kinzie, & DeCoster, 2016; Kilday, Kinzie,
Mashburn, & Whittaker, 2012; Mashburn & Henry, 2005; Waterman, McDermott, Fantuzzo, & Gadsden, 2012). Rubric
or rating scale reliability can be affected if the scores are perceived to contribute to some type of consequential decision
for the student, teacher, or program, as well (Harvey, Fischer, Weieneth, Hurwitz, & Sayer, 2013; Waterman et al., 2012).
While such bias is rarely intentional, it may result in over- or underestimating children’s proficiency in any area.

Not surprisingly, score reliability may be negatively impacted by teachers’ lack of proficiency with a measure (Jonas &
Kassner, 2014; Miller-Bains, Russo, Williford, DeCoster, & Cottone, 2017). It therefore makes intuitive sense that teachers’
capacity may be dependent on adequate training (Grisham-Brown, Hallam, & Pretti-Frontczak, 2008; Kamler, Moiduddin,
& Malone, 2014; Snow & Van Hemel, 2008). Accordingly, the American Educational Research Association, the Ameri-
can Psychological Association, and the National Council on Measurement in Education (2014), as well as the position
statement issued by National Association for the Education of Young Children and National Association of Early Child-
hood Specialists in State Departments of Education (2003), stress that assessment administrators should be adequately
trained and demonstrate proficiency in administering and scoring any measure. For observational measures specifically,
observers also should demonstrate that their training has been sufficient for using the measure and its scoring rubric in a
way that is consistent with its developer’s intention.

Teacher capacity also includes the ability to reliably assess children who are considered to have special needs or are
English language learners. The Division for Early Childhood of the Council for Exceptional Children (2007) has urged
school staff to have regular access to training on administering, scoring, and interpreting the results of assessments. Sim-
ilarly, the National Association for the Education of Young Children (2009) advised that English language learners be
assessed by well-trained staff who also are bilingual and bicultural. Being bilingual can be important, as some students
may be better able to demonstrate their content skills when tested in or using their home language rather than English
(Lopez et al., 2017). Furthermore—and as mentioned earlier —when relying on score data from assessments in English
to make some type of decision about individual English language learner students, test administrators and observers need
to distinguish between inadequate content knowledge and a student’s lack of English language proficiency (Alvarez et al.,
2014; Robinson, 2010).

No matter the assessment or population being assessed, teachers’ administration capacity should not be assumed either
prior or subsequent to training. Instead, both intra- and interrater consistency should be confirmed at the conclusion of
training and tested repeatedly over time (McClellan, Atkinson, & Danielson, 2012). Establishing appropriate reliability
levels promotes consistency within and across classrooms and provides confidence that children’s assessment scores reflect
their performance on a particular occasion rather than the capacity of the assessor (Wright, 2010). In the case of KEAs
specifically, rater reliability is particularly important if the data are also used to inform district- or state-level decisions.

Timeline Pressures

A second potential teacher challenge is the amount of time it can take to administer a KEA or other assessment. Time
challenges can stem from a variety of sources, including the number of items to be completed and the type of response
needed (e.g., selected response, constructed response, or hands-on task; Davy et al., 2015; Jones & Vickers, 2011). The
testing platform (e.g., paper and pencil vs. computer based) also can play a role, particularly if computers, laptops, tablets,
testing software, or Internet systems are not working as expected (Martineau, Domaleski, Egan, Patelis, & Dadey, 2015).

Regardless of the source, this issue is salient for KEAs, as teachers generally need to complete these assessments within
30-60 days after the school year begins (ELCTA, 2016). Having “enough time” can be especially problematic if teachers
are expected to administer a measure to, or observe, all children in the classroom within a specific time frame (Banerjee
& Luckner, 2013; Basford & Bath, 2014; Bradbury, 2014; Susman-Stillman, Bailey, & Webb, 2014; Zellman & Karoly, 2012;
Zweig, Irwin, Kook, & Cox, 2015). As an example, if the administration of a KEA requires an average of 1 hour per
student, a kindergarten teacher with 30 full-day students can easily use up an entire week of available instructional time
to complete the testing or observation process. In fact, in 2014, Florida policy makers dropped a language- and literacy-
focused assessment from its suite of KEA measures because of teacher complaints regarding the amount of instructional
time lost to administering the measure (Jester, 2014; Strauss, 2014).
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The amount of time needed to administer an assessment in and of itself typically does not pose a validity or reliability
threat. However, perceptions of insufficient time can contribute to such threats if they cause teachers to deviate from
the accepted administration protocol (Kim, 2016). For example, an evaluation of Nevada’s 2014 pilot of its observational
KEA revealed that teachers were arbitrarily selecting which items to focus on or skip as a means for cutting back on
the total amount of time needed to observe students (Loesch-Griffin, Christiansen, Everts, Englund, & Ferrara, 2014).
Time pressures also may result in teachers not choosing to administer an assessment (MacDonald, 2007). These prior
studies suggested that it can be useful to conduct surveys or focus groups with teachers to ascertain to what extent they
are experiencing challenges in assessing their students within the prescribed time period.

Data Access and Use Capacity

A third potential teacher-as-KEA-assessor/observer challenge is teachers’ capacity to use the results of assessments to
guide their pedagogical decisions (Akers et al., 2014; Ball & Gettinger, 2009; Greenberg & Walsh, 2012; Strand, Cerna,
& Skucy, 2007). As mentioned, one potential issue is gaining access to score reports in a timely manner (Jiban, 2013;
Kallemeyn & DeStefano, 2009). Teachers also need adequate capacity to access the system housing the data (Roehrig,
Duggar, Moats, Glover, & Mincey, 2008).

Even if score reports or anecdotal data are available immediately, teachers do not necessarily have the skills and knowl-
edge needed to make the leap to using these data as intended (Isaacs et al., 2015; Pyle & DeLuca, 2017). In short, “programs
may collect data, then not know what to do with the information” (Yazejian & Bryant, 2013, p. 68). This is a particularly
salient issue when using formative assessments such as KEAs, as one premise undergirding the use of these measures
is that teachers will adjust their instruction based on what they know about students’ current skills and knowledge. In
this case, even if teachers produced reliable scores, assessment validity can be challenged due to their inability to use the
evidence to inform the original purpose for collecting these data.

In summary, the mere selection or use of a KEA (or any other assessment) may not result in valid and reliable evidence
to inform any purpose or population. This can particularly be the case if the measure used suffers from item- or scoring-
associated issues or teachers do not have appropriate administration, implementation, or score usage capacity. While not
every measure will suffer from these challenges, this research base suggests that simply establishing a KEA policy may
not be sufficient. Instead, it also could be useful to engage in a continuous plan, use, review, and revise research model
(Riley-Ayers, Frede, Barnett, & Brenneman, 2011) to generate data on which inputs are—and are not—working as needed
to meet the policy’s goals.

The Current Study

KEAs have been increasingly incorporated into most states’ educational policies over the past 5 years, but the actual instru-
ments used, the content of these measures, and their administration policies vary widely between states (ELCTA, 2016;
Weisenfeld, 2017a). An array of state-controlled factors, including differing K-12 policies (Gottfried et al., 2011) and
kindergarten learning standards (Scott-Little et al., 2014), likely contribute to these variations. However, assessments also
can be shaped by the “real world” validity and reliability issues that come to light as these measures evolve from initial
design or selection to full implementation in a particular setting (Goldfeld et al., 2009; Heywood, 2015).

Research thus far on KEA validity and reliability issues and subsequent policy and practice revisions is limited (e.g.,
Golan et al., 2016) and likely reflects the fact that federal support to develop these measures only began in 2012. Therefore
the current study aimed to determine some of the assessment- and teacher-associated validity and reliability issues that
have arisen as these KEAs have been selected/developed, piloted, field tested, and scaled up over the past 5 years and,
in turn, contributed to revisions to their (a) content, (b) administration timeline policies, and (c) teacher training on or
technical assistance for administering these measures as intended by their developers, accessing KEA data, and using these
data to inform instruction.

Method

To address these three focus areas, I used a case study approach. This approach is particularly well suited to investigating
some of the “real world” issues that contributed to changes in state KEA policies and practices, because although each
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KEA is a bounded unit, they also share similar components (e.g., the measure itself, teacher professional development)
and goals (serving as a formative assessment that will inform teachers’ practice). Therefore, by treating each KEA as a
case, I was able to analyze data both within and across each of them and consider the implications of the study’s results as
a whole (Merriam & Tisdell, 2016).

Sample

The study’s cases were comprised of the seven KEAs used in 2017 in the states of Delaware, Illinois, Maryland, North
Carolina, Ohio, Oregon, Pennsylvania, and Washington (see Table 1). I purposefully selected these KEAs for four reasons.
First, they represent the different types of KEAs used across the United States in terms of being a customized version of
a commercially available measure, newly developed, or a revision of an existing state-developed measure. For example,
Delaware and Washington each use customized versions of Teaching Strategies GOLD (Heroman, Burts, Berke, & Bickart,
2010), a commercially available observational assessment that is used in these two states’ and other states’ publicly funded
pre-K programs (Ackerman & Coley, 2012). GOLD also is used as a KEA in seven additional states (Weisenfeld, 2016)
but had not previously been used in this capacity in Delaware or Washington. Maryland and Ohio are collaborating on
the development of the new Kindergarten Readiness Assessment, which includes both observational and direct items.
Illinois, North Carolina, and Pennsylvania elected to enhance existing state-developed kindergarten assessments (U.S.
Department of Education & U.S. Department of Health and Human Services, 2014), but with Illinois’s measure originally
used in California. Although North Carolina also enhanced its state-developed KEA, the measure’s online data storage
system is a customized version of what is available to GOLD users (Public Schools of North Carolina, 2015). Finally,
Oregon’s KEA consists of literacy and mathematics items from a commercially available direct assessment developed
by researchers at its state university as well as items from the observation-based Child Behavior Rating Scale (Bronson,
Goodson, Layzer, & Love, 1990; Bronson, Tivnan, & Seppanen, 1995).

Second —and as also can be seen in Table 1 —these KEAs vary in terms of the domains assessed. All seven KEAs focus
on literacy and cognition or mathematics, and six of the seven also focus on children’s physical and social -emotional
development. However, the total number of domains varies across these measures. Additionally, these measures vary in
terms of the amount of time teachers have to assess or observe their students.

Third, I selected these KEAs because of their respective states’ receipt of RT'T-ELC or Enhanced Assessment Grant
awards, as I assumed these funds served as a proxy for states having the motivation and financial means not only to
select or develop, pilot, field test, and scale up these measures but also to provide teacher professional development and
engage in measure- and assessor-related research aimed at mitigating potential validity and reliability challenges. For
example, Illinois’s RTT-ELC application outlined the state’s plan to select and adapt a high-quality KEA, undertake a
phased implementation plan, and provide teachers with professional development on child observation, administering
the measure in a reliable manner and using the score data to improve and align their instruction. The application also
outlined the state’s plans to conduct a validation study (Office of Governor Pat Quinn, 2011).

Finally, I selected these KEAs because of their respective development timelines, which needed to be advanced enough
for there to be data available on the results of their measure-related research. The states of Illinois, Pennsylvania, and Wash-
ington were selected because they received RTT-ELC awards and phased in implementation of their respective measures
by 2016. Similarly, Delaware, Maryland, North Carolina, Ohio, and Oregon received funds from both RTT-ELC and the
federal Enhanced Assessment Grant competition to support their KEA work and, by 2016, were fully implementing their
respective measures (ELCTA, 2016).

Data Collection and Analysis

To collect data for the case studies and address the study’s three focus areas, in the summer of 2017, I gathered docu-
ments related to the development, piloting, field testing, and scale up of each of the seven sample KEAs. Documents can
serve as useful sources of qualitative data (Yin, 2014), particularly when analyzing legislation based education policies
(Gibton, 2016) or tracking changes over time (Bowen, 2009). The documents I used included RTT-ELC annual progress
reports, technical reports, research briefs, newspaper and peer-reviewed journal articles, KEA administration manuals,
state administrative memoranda, and presentations (see the appendix). These documents were identified and retrieved
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Table 1 Sample Kindergarten Entry Assessments

Name/type of kindergarten entry assessment Domains Fall timeline

Customized version of Teaching Strategies GOLD
Delaware Early Learner Survey® Language and Literacy Development first 30 days of school®

Cognition and General Knowledge

Approaches Toward Learning

Physical Well-Being and Motor Development

Social and Emotional Development

For English language learners:

English Language Acquisition

Washington Kindergarten Inventory of Developing Skills Language, Literacy by October 314
(WaKIDS)*© Cognitive, Mathematics
Physical

Social - Emotional
New measure

Maryland®/Ohiof Kindergarten Readiness Assessment Language and Literacy first day of school to early
Math October (Maryland)8
Physical Well-Being and Motor Development November 1" (Ohio)

Social Foundations
Enhancements of existing state-developed measures
Illinois Kindergarten Individual Development Survey Language and Literacy Development within 40 days of attendancel
(KIDS)! Cognition: Math; Cognition: Science
History-Social Science
Visual and Performing Arts
Approaches to Learning: Self-Regulation
Physical Development; Health
Social and Emotional Development
For English language learners:
Language and Literacy Development in Spanish
English-Language Development
North Carolina Kindergarten Entry Assessment® Language Development and Communication within first 60 days'
Cognitive Development
Approaches to Learning
Health and Physical Development
Emotion: Social Development
Pennsylvania Kindergarten Entry Inventory™ Language and Literacy Development within first 45 calendar days”
Mathematics
Approaches to Learning
Health, Wellness, and Physical Development
Social and Emotional Development
Items from several existing measures
Oregon Kindergarten Assessment (easyCBM Literacy and Early Literacy within first 6 weeks of
Math subtests; Child Behavior Rating Scale)® Early Math kindergarten?
Approaches to Learning

*https://www.doe.k12.de.us/Page/3029. PDelaware Department of Education (DDOE, 2016a). http://www.k12.wa.us/WaKIDS/. In addition to
the customized version of the GOLD assessment, WaKIDS also comprises a Family Connection teacher-family meeting and district-level
collaboration with students’ early care and education providers (Washington Office of Superintendent of Public Instruction, 2017). YDorn
(2016). ¢https://pd.kready.org/105956/. 'http://education.ohio.gov/Topics/Early-Learning/Kindergarten/Ohios-Kindergarten-Readiness- Assessment.
8Maryland State Department of Education (2017b). "Ohio Department of Education (2017); Ohio Department of Education Office of Curricu-
lum and Assessment (2017). J1llinois State Board of Education (n.d.). ¥http://nck-3fap.ncdpi.wikispaces.net/home. 'North Carolina Statute 115C-
83.5 (http://nck-3fap.ncdpi.wikispaces.net/home). ™http://www.education.pa.gov/K-12/Assessment%20and%20Accountability/Pages/Kindergarten-
Entry-Inventory.aspx#tab- 1. " Pennsylvania Office of Child Development and Early Learning (2015). °http://www.oregon.gov/ode/educator-resources/
assessment/Pages/Kindergarten- Assessment.aspx. P Office of Assessment and Accountability, Oregon Department of Education (2016b).

through Internet searches and from presentations by the researchers involved in developing or evaluating these measures
and their respective rollouts.

To analyze the data in these documents, I followed the approach advocated by Bowen (2009). I first read through the
KEA—/state-specific documents in chronological order (oldest to most recent) to note any assessment- and assessor-
associated issues and resulting modifications made over time. I then read these documents more closely so that I could
code the issues and revisions using the assessment (e.g., alignment, floor/ceiling, content feedback issues) and assessor
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(e.g., training, time pressures, capacity to access and use results) categories highlighted in my literature review. Because
most of these issues and resolutions were mentioned across multiple documents, I also was able to triangulate this
information.

All of the coded information was recorded in an Excel database that had a row for each KEA and a column for each
issue code. The individual cells contained information about the issue, its eventual resolution, and the documents that
contained this information. By setting up the database in this way, I could determine the array of issues and adjustments
within each KEA and the extent to which these issues and adjustments were experienced across the entire sample. These
cross-sample results are presented next.

Results
Issues Resulting in the Revision of Kindergarten Entry Assessment Content

The first focus of my study was the assessment- and teacher-related issues that prompted revisions to the content of
states’ KEAs. Analysis of the study’s document-based data demonstrated all seven KEAs experienced such revisions.
Furthermore—and as is displayed in Table 2 —these revisions were prompted by efforts to align learning standards with
KEA content, floor and ceiling issues, feedback on content, and “time crunch” pressures.

Alignment Issues

The development of Illinois’s Kindergarten Individual Development Survey (KIDS; Illinois State Board of Education,
2015), an observational measure that uses a developmental progression-related scoring rubric, provides an example of the
impact of a state’s kindergarten learning standards on the expansion of a KEA. KIDS is modeled on the Desired Results
Developmental Profile: School Readiness (DRDP-SR) measure, which was originally developed by the California Depart-
ment of Education Child Development Division (2012). In 2012, the DRDP-SR included the domains of Self and Social
Development, Self-Regulation, Language and Literacy Development, Mathematical Development, and English Language
Development and thus was aligned with the 2010 Kindergarten Common Core State Standards and WIDA (2012) stan-
dards for linguistically diverse students (WestEd Center for Child and Family Studies Evaluation Team, 2013). However,
these five domains did not adequately represent all of Illinois’s kindergarten learning standards (Illinois State Board of
Education Division of Early Childhood Education, n.d.). As a result, in collaboration with the Illinois State Board of Edu-
cation, both KIDS and a new kindergarten version of the DRDP were expanded to include 11 domains, 2 of which are
conditional for English language learners (see Table 1). Items also were added to some of the existing domains (California
Department of Education Child Development Division, 2015; Kriener-Althen, Burmester, & Mangione, 2015).

Alignment with early learning standards also played a role in the revisions made to North Carolina’s Kindergarten
Entry Assessment, which uses an observational approach to document children’s skills and knowledge across 10 “construct
progressions” (subdomains). This state-developed KEA originally focused on reading and mathematics skills. It therefore
was expanded to be aligned with the learning standards in the domains of Language Development and Communication,
Cognitive Development, Approaches to Learning, Health and Physical Development, and Emotion-Social Development
(Office of the Governor, State of North Carolina, 2013, 2014).

Similarly, when first piloted in 2011, Pennsylvanias KEA, which also is an observational measure, contained the
domains of Social Emotional, Language and Literacy, Mathematical Thinking, and Approaches to Learning. In fact, the

Table 2 Issues Resulting in the Revision of Kindergarten Entry Assessment Content

Kindergarten entry assessment Alignment  Floor/ceiling Content feedback Time crunch
Delaware Early Learner Survey X
Illinois Kindergarten Individual Development Survey (KIDS) X X

Maryland/Ohio Kindergarten Readiness Assessment X X
North Carolina Kindergarten Entry Assessment X X

Oregon Kindergarten Assessment X X X

Pennsylvania Kindergarten Entry Inventory X X

Washington Kindergarten Inventory of Developing Skills (WaKIDS) X
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measure’s name at that time —SELMA —reflected the acronym of these four domains (Pennsylvania Office of Child
Development and Early Learning [Pennsylvania OCDEL], 2013). However, to align with the state’s kindergarten learning
standards, four additional health, wellness, and physical development items were incorporated during the 2012 pilot.
In addition (and presumably because the SELMA acronym was no longer appropriate), the name of the measure was
changed to the Kindergarten Entry Inventory (Pennsylvania OCDEL, 2014a).

Floor and Ceiling Issues

The development of Oregon’s Kindergarten Assessment provides an example of the impact of psychometric research
on a measure’s items. The state’s KEA comprises items from the easyCBM (Anderson et al., 2014), a direct assessment,
and the Child Behavior Rating Scale (Bronson et al., 1990; Bronson et al., 1995), which relies on teacher observations of
students to assess their approaches to learning. The 2012 pilot version of the Kindergarten Assessment also included the
easyCBM phoneme segmentation fluency items. However, these items were dropped after the pilot because of analyses
demonstrating that they were too difficult for the majority of entering kindergartners (Furrer & Green, 2013; Irvin, Tindal,
& Slater, 2017; Tindal, Irvin, Nese, & Slater, 2015).

Similar research played a role in the revision of Illinois’s observational KIDS measure. Researchers examining children’s
scores during the 2013-2014 field testing of the measure discovered that 5% —10% of kindergartners were being rated at
the highest level for most of the learning-related items. In response, the California-based assessment developers added a
sixth, more advanced developmental level to the scoring rubric (Kriener-Althen et al., 2015; Office of the Governor, State
of California, 2016).

Feedback on Content

More detailed revisions to North Carolina’s KEA took place after the measure was used at the beginning of the 2015-2016
school year, and when teachers were required to use just 3 of the 10 construct progressions due to administration time
issues (and highlighted in the next section). Following this administration, teacher feedback indicated the need for further
clarity in some of the skill text and performance descriptions that were used to determine children’s developmental levels
within these three progressions. In response, in 2016, the state’s Office of Early Learning revised this text. For example, in
the Book Orientation construct progression, one item is “Children understand that books have pages that contain pictures
and/or words.” One included skill that demonstrated this understanding was the holding and opening of a book as well
as turning the pages. To provide more clarity, the wording specific to “turns pages” was revised to “turns pages front to
back” (North Carolina Office of Early Learning, 2017a; Pruette, 2017).

Similarly, the use of think-alouds during the development of Maryland and Ohio’s Kindergarten Readiness Assess-
ment impacted the measure’s initial content. This KEA consists of observational items as well as selected-response and
performance-based direct items. Owing to feedback from January 2013 cognitive interviews, as well as the results of a post-
April 2013 pilot test administrator questionnaire, the measure’s assessment developer revised item types, content, wording,
graphics, and administration procedures (Office of the Governor, State of Maryland, 2014; Office of the Governor, State
of Ohio, 2014; WestEd, 2014).

Teacher feedback, as well as standards alignment work, further impacted Oregon’s KEA. Originally, the English let-
ter naming and letter sound items were timed, with children’s scores based on the number of correct answers provided
in 1 minute. In 2016, these items were replaced by untimed upper and lowercase letter name and letter/sound recog-
nition items. In addition, the original timed Spanish Letter Names subtest was revised to an untimed Spanish Letter
Name and Sounds subtest.! The Spanish version of the mathematics portion of the assessment was made available as
well (Early Learning Division, Oregon Department of Education, 2016, 2017; Office of Assessment and Accountability,
Oregon Department of Education, 2016a, 2016b; Office of Teaching, Learning, and Assessment, Oregon Department of
Education, 2017; Oregon Department of Education, 2015b, 2017b).

Teacher feedback also contributed to further revisions of Pennsylvania’s pilot SELM A measure, which was the precursor
to the state’s current Kindergarten Entry Inventory. Initially, this observational measure’s rubric had four developmental
categories: not yet evident, emerging, evident, and exceeds. However, focus group feedback from 2011 pilot teachers
indicated that these categories did not provide an option when there was no opportunity to observe a specific skill during
the administration period or when a specific skill would be inappropriate for a particular child (e.g., due to a disability).
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As a result, in 2012, the state added a fifth “unable to determine” level. Teachers also are required to note the reason why
they were unable to observe a specific indicator (Pennsylvania OCDEL, 2014a, 2014b, 2017).

Administration Time Issues

Although these assessment-related issues played a role in shaping the content of these KEAs, a frequently mentioned
precursor to content revision was related to teachers time. For example, in Delaware, where the KEA is a customized
version of the observational Teaching Strategies GOLD, the initial 2013 measure had 43 items. However, teacher feedback
indicated that it took too much time to collect evidence for all 43 items within the allotted administration period. Con-
sequently, the total number of items was reduced to 34 (Delaware Department of Education [DDOE], 2016d; ELCTA,
2014). Pennsylvania also removed more than half of the items from the 2011 pilot version of the state’s KEA because of
teacher concerns about the length of the measure (Pennsylvania OCDEL, 2014a, 2014b).

The state of Washington also uses a customized version of GOLD known as the Washington Kindergarten Inven-
tory of Developing Skills (WaKIDS). On the basis of feedback from pilot teachers about their overall assessment
workload and the 23 hours needed on average to complete this KEA (Build Initiative, 2012; Butts, 2013, 2014), and
in light of the emergence of new K-12 learning standards, the item content of the WaKIDS was revised in 2015.
Eight items related to social -emotional, language, and cognitive skills were added, but 13 previously administered
items were removed, resulting in a total of 31, rather than 36, items (Office of the Governor, State of Washing-
ton, 2016; Washington Office of Superintendent of Public Instruction [Washington OSPI], 2014, 2015; Weisenfeld,
2017b). Teachers reported that this item decrease resulted in an average of 18 hours spent completing the observation
(Butts, 2014).

Similarly, Maryland and Ohio teachers provided negative feedback on the amount of time necessary to administer
the 2014 inaugural KEA, with reports of spending between 1 and 2 hours per student. To address this issue, in 2015, the
measure’s assessment developers removed 13 items that were more difficult or time intensive for teachers to administer but
not considered critical to determining students’ kindergarten readiness. This reduction resulted in a total of 50 items across
four domains (Maryland State Department of Education [MSDE], 2015a, 2015b, 2016b, 2017¢; Maryland State Education
Association [MSEA], 2014; ODE, 2015; Office of Early Learning and School Readiness, Ohio Department of Education
[ODE], 2016; Office of the Governor, State of Maryland, 2016; Office of the Governor, State of Ohio, 2016; Schachter,
Strang, & Piasta, 2015, 2017; WestEd, 2014, 2015; Wiggins, 2014). In addition, based on the results of item-level analysis,
a few items were moved to other domains (MSDE, 2016a, 2016b).

Issues Resulting in the Revision of Kindergarten Entry Assessment Timeline Policies

A second focus of my study was the on-the-ground issues that precipitated changes to policies regarding the timeline for
administration of these KEAs. As measures that aim to focus on the skills and knowledge possessed by entering kinder-
gartners, this specific policy is important if policy makers seek to reliably compare KEA data from classrooms across the
state. As mentioned, states generally require KEAs to be administered within 30- 60 days after the start of school (ELCTA,
2016). This variation is reflected in the current policies for the study’s KEA sample as well. As is displayed in Table 3, my
analysis of the document data collected as part of the current study suggests that the administration timelines for all seven
KEAs investigated were modified in response to both time crunch and reliability issues.

Table 3 Issues Contributing to Kindergarten Entry Assessment Timeline Policy Revisions

Kindergarten entry assessment Teacher time crunch ~ Equivalent administration windows

Delaware Early Learner Survey

Illinois Kindergarten Individual Development Survey (KIDS)
Maryland/Ohio Kindergarten Readiness Assessment

North Carolina Kindergarten Entry Assessment

Oregon Kindergarten Assessment X
Pennsylvania Kindergarten Entry Inventory X
Washington Kindergarten Inventory of Developing Skills (WaKIDS)

el alals

>
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Time Crunch Issues

As mentioned in the previous section, after the 2013 field test of Delaware’s observational Early Learner Survey, teacher
feedback indicated that it took too much time to collect evidence for all of the 43 original items within the allotted admin-
istration period. As a result, the total number of items was reduced to 34 (DDOE, 2016d; ELCTA, 2014). However, during
the 2015 state rollout of the measure, some kindergarten teachers also found that it was difficult to collect evidence, use the
scoring rubric, and enter score data in the 30-day window originally allocated to complete these tasks. In response, prior
to the fall 2016 administration, policy makers added 15 additional days for data entry, as opposed to requiring teachers
to both collect evidence and input scores within the first 30 days (DDOE, 2016¢; Delaware Office of Early Learning, 2016;
Office of the Governor, State of Delaware, 2016).

Time crunch issues also resulted in revisions to which KEA items were administered at specific points in the school
year. In Illinois, teachers were originally asked to administer all 55 KIDS items within the first 40 days of school, halfway
through the kindergarten year, and then again in late spring. However, teachers found it challenging to comply with this
policy because of the amount of time required. Therefore the state then asked teachers to focus on items in five of the
domains in the fall and spring and then to assess students on the remaining items during the mid-year administration
only. The results of a teacher survey informed which items and domains were used during each of the assessment’s three
periods (Kriener-Althen & Hernandez, 2015; Office of the Governor, State of Illinois, 2016).

Illinois updated these requirements for the 2017-2018 school year. Currently teachers must complete 14 specific
“kindergarten readiness” KIDS items within the first 40 days of school. These items are drawn from the Approaches to
Learning — Self-Regulation, Social and Emotional Development, Language and Literacy Development, and Cognition:
Math domains and were selected after reviewing the school readiness literature and conducting analyses aimed at dis-
cerning which items consistently demonstrated reliable scores. Teachers, schools, and districts also have the option of
choosing to complete the full set of items within any of the measure’s 11 domains (Illinois State Board of Education, 2017;
Office of the Governor, State of Illinois, 2017; WestEd Center for Child and Family Studies, 2017; WestEd Center for Child
and Family Studies, & University of California, Berkeley Evaluation and Assessment Research Center, 2017).

In North Carolina, 63% of the state’s 2014 KEA pilot teachers indicated that collecting evidence for all 10 construct
progressions was too time consuming when they also needed to learn how to use the measure’s electronic data platform.
This platform is critical, as it is used to house teachers’ notes, photographs, and videos of a child demonstrating a particular
item-relevant skill (e.g., naming letters of the alphabet). Therefore, in the beginning of the 2015-2016 school year, the
Office of Early Learning asked teachers to administer just three of the construct progressions (book orientation, print
awareness, and object counting). This number was increased to 7 of the 10 constructs in the 2016-2017 school year.
During the 2017-2018 school year, kindergarten teachers were required to use 8 of the 10 constructs (Ferrara & Lambert,
2015, 2016; Ferrara, Merrill, Lambert, & Baddouh, 2017; North Carolina Office of Early Learning, 2015a, 2015b; Office of
the Governor, State of North Carolina, 2015, 2016; Pruette, 2016, 2017).

Washington’s KEA provides an example of a different type of administration timeline change in response to teacher
feedback. More specifically, in addition to an observational KEA, WaKIDS includes a Family Connection component that
involves a face-to-face meeting with parents as a means for helping teachers understand students’ needs and backgrounds.
During the 2012 WaKIDS pilot, teachers raised concerns about the amount of time necessary to schedule and conduct
these meetings. As a result, in 2013, the legislature passed a bill giving teachers up to 3 days to complete this task. The time
spent in these meetings can be counted as instructional hours as well (Butts, 2014; Dorn, 2013, 2016; Joseph, Cevasco,
Lee, & Stull, 2010; Office of the Governor, State of Washington, 2013, 2014; Taylor, 2013).

Maryland and Ohio use the same Kindergarten Readiness Assessment but took different approaches to rectifying
administration timeline issues. Prior to the 2014 inaugural administration of this measure, to ensure that teachers had suf-
ficient time to administer the direct items and collect evidence for the observational items that are part of this KEA, Ohio’s
state legislature amended the end of the fall kindergarten assessment window from October 1 to November 1 (Office of the
Governor, State of Ohio, 2014, 2015). Maryland’s KEA assessment window originally ended in early November (MSDE
Division of Early Childhood Development, 2015; Office of the Governor, State of Maryland, 2016; WestEd, 2014). How-
ever, as a means for further reducing administration time, in 2016, the state assembly passed legislation that requires only
a random sample of kindergartners from each class to be assessed rather than all students. The end of the administration
window was moved to early October as well. Individual schools and county boards of education still have the option of
assessing all kindergartners with the measure (MSDE, 2017a, 2017¢; MSEA, 2016; Weisenfeld, 2017b).
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Ensuring Equivalent Administration Windows

The administration timelines for Pennsylvania’s and Oregon’s respective KEAs also were revised. However, in both of
these cases, the revisions were aimed at reducing variations in when kindergarten teachers were assessing children
and thus making it difficult to reliably compare scores across the state. In 2012, Pennsylvania moved the report-
ing deadline from November 15 to October 19 (Pennsylvania OCDEL, 2014a, 2014b). Currently teachers who use
the state’s KEA must complete the assessment within the first 45 calendar days of school (Pennsylvania OCDEL,
2015). In Oregon, because teachers had been assessing kindergartners from mid-August through late October, begin-
ning in the 2013-2014 school year, the assessment window was narrowed to each districts first 6 weeks of school
(Furrer & Green, 2013).

Supporting Teachers’ Kindergarten Entry Assessment Administration and Observation Capacity

Regardless of what timeline is used, if kindergarten teachers who are tasked as KEA assessors or observers are to use that
evidence to inform their instruction, they also need the capacity to produce reliable data. Therefore a third focus of my
study was the issues that prompted modifications to the training and technical assistance provided to teachers related
to administering a measure or collecting evidence via an observational rubric. As is displayed in Table 4, analyses of the
study’s data suggest that six of the seven sample KEAs needed to tweak the training or support related to the overall
administration or observation process as well as accommodating students with special needs or who are considered to be
English language learners and using technology platforms to upload data.

Overall Training and Supports

The rollout of Delaware’s Early Learner Survey provides an example of some training and teacher support challenges that
impacted changes to policy and practice. As was mentioned, this KEA is a customized version of Teaching Strategies
GOLD. However, kindergarten teachers participating in the state’s 2013 -2014 field test indicated that they were confused
by having to use the instructional manual for the full GOLD measure rather than their state’s customized Early Learner
Survey. In addition, teachers noted that the predetermined “learning kits” that were provided to help facilitate adminis-
tration of this measure were not always aligned with the materials they actually needed. Then, during the 2015 full state
rollout, teachers expressed frustration with the availability of online and in-person trainings. Teachers also reported that it
was too challenging and time consuming to pass the online interrater reliability certification process, particularly because
they lacked adequate support to help improve their scoring. Finally, teachers expressed the need for substitutes so that they
could focus on inputting their evidence into the online platform (DDOE, 2016¢; ELCTA, 2014; Office of the Governor,
State of Delaware, 2016).

In response, Delaware’s Office of Early Learning and the observation’s developer collaborated to create a state-specific
manual and resource guide that is available in both hard copy and online. All kindergarten teachers were given a $50
stipend to purchase customized classroom learning materials to be used during their administration of the KEA as well.
In addition, districts could apply for a $100 reimbursement from the state to hire a one-day substitute to provide kinder-
garten teachers with adequate time to input all of their KEA data.? Furthermore, Delaware’s KEA training policy was
amended to provide 13 in-person or online training opportunities to take place during previously scheduled teacher pro-
fessional development days as well as at locations convenient to teachers. The state also eliminated the online interrater

Table 4 Assessor/Observer Training and Support Revisions

Kindergarten entry assessment Overall capacity ~ Testing accommodations  Technology
Delaware Early Learner Survey X X X
Illinois Kindergarten Individual Development Survey (KIDS)

Maryland/Ohio Kindergarten Readiness Assessment X X
North Carolina Kindergarten Entry Assessment X X
Oregon Kindergarten Assessment X

Pennsylvania Kindergarten Entry Inventory
Washington Kindergarten Inventory of Developing Skills (WaKIDS)

>
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certification requirement and instead offered the process to new administrators of the measure during their in-person
trainings (DDOE, 2016¢, 2016d; Delaware Office of Early Learning, 2016; Office of the Governor, State of Delaware, 2016).

During the 2014 pilot of North Carolina’s observational KEA, some teachers reported difficulty in identifying evidence
of children’s skills as measured by the KEA’s observation rubric. The majority of these pilot teachers reported that they
needed more training on using the electronic data platform to record their observation scores as well. To rectify these
issues, in 2015, the state’s Office of Early Learning revised the manual that outlines all of the constructs assessed by the KEA
and provides examples of classroom situations demonstrating the different levels of development within each construct.
In addition, the office worked with the technology platform supplier to update it and provide an implementation guide
(Ferrara & Lambert, 2015; North Carolina Office of Early Learning, 2015a, 2015b, 2015¢, 2017b). More recent teacher
feedback informed a redesign of the technology platform in terms of the look of the landing page, access to key pages,
suitability for tablet devices, and filtering options when generating score reports (Public Schools of North Carolina, 2017).

In Pennsylvania, the issue was not the quality of the Kindergarten Entry Inventory training itself but instead the avail-
ability of teachers to participate in it. During the 2014 state rollout period, one key issue was that teachers in some districts
were contractually prevented from attending the in-person training offered because it did not occur on a dedicated profes-
sional development day (Commonwealth of Pennsylvania Governor’s Office, 2015). To address this issue, the state updated
the training provided to include both face-to-face and Internet-based opportunities (Commonwealth of Pennsylvania
Governor’s Office, 2016; Pennsylvania Department of Education, 2016).

Washington provides an example of a different type of support that was provided to teachers as a means for increasing
their administration/observation capacity. As was noted, teachers implementing the WaKIDS observational KEA experi-
enced time crunch issues, and one response was to reduce the number of items. However, through a collaboration with the
Bill and Melinda Gates Foundation, in fall 2013, the state also distributed noncompetitive grants to districts to pay for an
array of WaKIDS administration supports. These supports included hiring substitutes so teachers could collect evidence
for the WaKIDs and paying for a paraprofessional to enter WaKIDS data into the online platform. In 2014, the WaKIDS
workgroup also recommended that districts not require kindergarten teachers to administer any other assessments during
the assessment window (Butts, 2013, 2014; Dorn, 2013).

In addition, the interrater reliability process for WaKIDS underwent revision subsequent to research on this topic.
During the fall 2012 pilot, achieving interrater reliability was optional, and only 174 out of 1,003 teachers completed the
process in place at that time (Office of the Governor, State of Washington, 2013). Furthermore, analyses of data from a
small fall 2012 study showed that interrater reliability was “moderate” overall, with at least 81% agreement within the
Social, Physical, and Language domains; 75% for Literacy and Mathematics; and 68% for the Cognitive domain items.
Teachers had the most difficulty correctly rating lower performing students and the language abilities of English language
learners (Soderberg et al., 2013).

In response to these data, beginning in 2013, Washington’s Office of Superintendent of Public Instruction made achiev-
ing rater reliability certification part of the training and offered financial incentives for teachers to complete the certifi-
cation process (Office of the Governor, State of Washington, 2015; Washington OSPI, 2016). By the fall 2013 WaKIDS
administration, 67% of trained teachers had earned their rater certification (Office of the Governor, State of Washington,
2014). This number grew to 83% of trained teachers by the fall 2014 (Office of the Governor, State of Washington, 2015)
and fall 2015 administrations (Office of the Governor, State of Washington, 2016).

Accommodations Support

A related issue is the capacity to administer an assessment or collect evidence for an observational rubric when assessing
students who are classified as having special needs or being English language learners. During Delaware’s 2015 full state
rollout, both teachers and administrators indicated the need for additional guidance about including kindergartners with
disabilities as well as which students should be exempted from being observed. Teachers also reported the need for more
support on using the state’s KEA with English language learners. To address these concerns, the Department of Educa-
tion added more specific guidelines for observing both populations of students with the Early Learning Survey. These
guidelines were uploaded to the Early Learner Survey Web site as well (DDOE, 2016b, 2016c, 2016e, 2016f; Office of the
Governor, State of Delaware, 2016).

Teachers administering Maryland and Ohio’s Kindergarten Readiness Assessment can participate in a 2-day face-to-
face, online, or blended training and have access to online resources, including supports for administering each KEA item
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and a set of videos clips to practice score the measure. Professional development modules are available in teachers’ online
“KReady” assessment user support accounts as well. In addition, teachers are required to demonstrate their scoring relia-
bility by successfully passing a simulated KEA and a 20-item, multiple choice content assessment (MSDE, 2015b, 2017¢;
MSDE Division of Early Childhood Development, 2015; MSEA, 2014; Office of the Governor, State of Maryland, 2015,
2016; WestEd, 2014). Yet, subsequent to the 2014 inaugural administration of this KEA, a survey conducted by the MSEA
(2014) suggested that some teachers felt they did not have adequate instructions or resources to appropriately accommo-
date English language learner students. Additional results suggested that some teachers perceived that the measure was too
difficult to administer to special needs students because of guidelines prohibiting certain accommodations. Although it is
not clear if the survey’s results played a direct role, by the fall 2015 administration of the measure, the assessment devel-
opers had revised the training modules on allowances and supporting individual children and updated the document that
outlines the guidelines for allowable supports (MSDE, 2015b; WestEd, 2015).

Research conducted in Oregon during the 2012 pilot revealed that Oregon kindergarten teachers varied in their pro-
cedures for assessing English language learners. There also was a need for guidelines on appropriate accommodations
for special needs students. All of this research suggested that the webinar trainings offered at that time did not appear to
be sufficient for ensuring reliable administration of the different components of the state’s KEA. Furthermore, after the
statewide 2013-2014 field test, teachers indicated the need for further guidance on administering the assessment with
Spanish-speaking English language learners (Early Learning Division, Oregon Department of Education, 2014, 2016;
Furrer & Green, 2013).

In response, the Oregon Kindergarten Assessment was included in the state’s Department of Education Accommoda-
tions Manual beginning in 2013-2014. And, beginning in 2014, the Oregon Department of Education (2015a) provided
guidance via its “Decision Matrix” on identifying Spanish-speaking English language learners and on locating Spanish
bilingual assessors to administer the literacy portion of the KEA. One additional clarification made was that kindergart-
ners being assessed with the Spanish-English bilingual version of the Early Math subtest were allowed to provide an
answer in either language (Early Learning Division, Oregon Department of Education, 2015, 2016; Furrer & Green, 2013;
Office of Assessment and Accountability, Oregon Department of Education, 2016a; Oregon Department of Education,
2014).

Technology Issues

Delaware also provides an example of the impact of technology issues in revisions to the support provided to kinder-
garten teachers. For example, during the 2015 full state rollout, the online technology platform used to record children’s
Early Learner Survey scores was not user-ready, including teachers discovering that incorrect classroom rosters had been
uploaded. In addition, the platform was not consistently available during the 30-day observation and data entry window
(Office of the Governor, State of Delaware, 2016). To rectify these issues, the state incorporated new procedures to ensure
that correct student rosters would be preloaded into the online technology platform. In addition, the assessment developer
redesigned its help desk and provided a larger number of state-dedicated technical support staff. The state also identified
experienced kindergarten teachers who could provide technical assistance to new platform users (DDOE, 2016¢; Delaware
Office of Early Learning, 2016).

Similarly, Maryland and Ohio kindergarten teachers involved in the 2014 inaugural administration of these states’
Kindergarten Readiness Assessment reported various technology-related issues, including site crashes, incorrect student
name spellings and birth dates, loss of entered data, and issues with children knowing how to use iPads (MSEA, 2014;
WestEd, 2014). In response, the technology team improved the online system and designated dedicated technology train-
ers to assist teachers. In addition, prior to rolling out the improved system, the technology team tested it with 25 teachers
and 4 data managers from both states. This enabled the team to address critical system bugs or issues before the actual
cross-state launch (MSDE, 2015b; ODE, 2015b).

Pennsylvania teachers also experienced data entry system challenges during the 2014/Cohort I state rollout of its KEA
owing to the overload caused by the sheer number of teachers using the system on their dedicated professional develop-
ment days. To address these issues, the Office of Child Development and Early Learning created a new data system for the
2015 Kindergarten Entry Inventory data that was not dependent on a specific browser software, allowed users to connect
via a tablet or smartphone, and reduced the amount of time between data entry and the system’s response (Commonwealth
of Pennsylvania Governor’s Office, 2015, 2016; Pennsylvania Department of Education, 2015, 2016).

16 Policy Information Report and ETS Research Report Series No. RR-18-13. © 2018 Educational Testing Service



D. J. Ackerman Real World Compromises

Finally, I could not find evidence that Illinois needed to amend the training and technical assistance provided to teach-
ers related to collecting KIDS data or recording these data in the measure’s online system. Each teacher is provided with
2 days of online module training, with the format and content based on resources and materials used to train teachers
tasked with implementing the DRDP in California (and on which KIDS is based). Teachers also have online access to
tutorials, resources, checklists, and the rater reliability system. In addition, teachers who participated in the pilot and
field testing of the measure from 2013 to 2015 had access to regional coaches, who were financially supported through a
$1.2 million grant from a Chicago-based foundation. The entire training and technical assistance system was developed,
piloted, and completed in 2015 (Office of the Governor, State of Illinois, 2016, 2017).

Supporting Teachers’ Access to and Use of Posttest Data

A final area of interest in my study was any training and technical support revisions that stemmed from teachers’ self-
reported capacity to access KEA data or use these data to inform their instruction. As noted, use of such data is one of the
two primary premises for assessing entering kindergartners. Analysis of the study’s data suggests that five of the study’s
seven KEAs needed to respond to access or interpretation issues (see Table 5).

Access to Data

Documents related to two KEAs contained information about data access issues that were subsequently addressed. During
the 2015 full state rollout of Delaware’s Early Learner Survey, the score results were not available at the level of detail that
teachers or district stakeholders necessarily found to be useful (DDOE, 2016c¢). Although the documents I reviewed did
not indicate why this was the case, in 2015, the state also experienced the technology platform issues that were highlighted
earlier (Office of the Governor, State of Delaware, 2016). No matter the reason, by fall of the 2016-2017 school year,
training was provided on how to run and use classroom- and school-level data. Furthermore, classroom reports could
be run immediately after inputting any KEA results, and school- and district-level data were slated to be available in
December (DDOE, 2016¢; Delaware Office of Early Learning, 2016).

The first cohort of teachers who piloted Pennsylvania’s KEA also reported issues with accessing relevant data from the
state’s system. The state subsequently enhanced the system and, in so doing, provided teachers with the capacity to print
reports at both the child and classroom levels. The system also can generate item-level reports at the school, district, and
state levels. In addition, directions for accessing the reports are available on the Kindergarten Entry Inventory landing
page (Commonwealth of Pennsylvania Governor’s Office, 2016).

Using Kindergarten Entry Assessment Data

For three additional KEAs, corrections stemmed from research demonstrating that teachers needing further guidance
on using KEA data to inform their instruction. In Illinois, the state hired coaches to work directly with teachers after
receiving feedback about their lack of capacity in this area (ELCTA, 2015a). During Washington’s pilot of the WaKIDS$
assessment, some teachers indicated that the measure provided limited information to inform their instruction. The state
responded to this issue by providing teachers with more information about the ways in which these data could be used
(Butts, 2013, 2014).

Table 5 Accessing and Using Kindergarten Entry Assessment Data

Kindergarten entry assessment Accessing data Using data
Delaware Early Learner Survey X

Illinois Kindergarten Individual Development Survey (KIDS) X
Maryland/Ohio Kindergarten Readiness Assessment

North Carolina Kindergarten Entry Assessment X
Oregon Kindergarten Assessment

Pennsylvania Kindergarten Entry Inventory X

Washington Kindergarten Inventory of Developing Skills (WaKIDS) X
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In North Carolina, 57% of surveyed pilot KEA teachers reported that they struggled with figuring out how to use
the measure’s data as part of their classroom practice (Ferrara & Lambert, 2015). In response, the state’s Office of Early
Learning released a guidebook on interpreting the data and using it as evidence to make instructional decisions (North
Carolina Office of Early Learning, 2015a). In addition, the office also offers a series of online, self-paced modules and
facilitate courses on formative assessment and data literacy.

Finally, kindergarten teachers using the two remaining KEAs did not have immediate access to their classrooms’ KEA
data at one point. However, in contrast to the other KEAs, this situation stemmed from the additional analyses and reviews
that were conducted to support utility and validity. In Maryland and Ohio, the delay occurred after the 2014 inaugu-
ral administration of the KEA used in both states but was due to some planned psychometric analyses and a February
2015 meeting to determine performance standards. By fall 2015, teachers in both states were able to download individual
and classroom-level raw data as soon as scores were entered into the online platform. These results—which are provided
through what is known as a dashboard — also provide teachers with guidance about instructional activities that are appro-
priate for individual students and groups of children based on their scores (MSDE, 2015b, 2016b; ODE, 2015b; Office of
the Governor, State of Maryland, 2016; Office of the Governor, State of Ohio, 2016; WestEd, 2015). Similarly, after the
2013-2014 statewide field test of Oregon’s KEA, the data were not released until winter 2014 (Irvin et al., 2017). This was
due to the convening of a panel of K- 3 educators, administrators, and researchers to review classroom, school, district,
and state report prototypes (Office of the Governor, State of Oregon, 2015).

Discussion and Implications

In this study, I investigated some of the assessment- and teacher-related issues that challenged the validity and reliability
of seven KEAs and, in turn, prompted adjustments to the content of these measures, the policies regarding when they are
administered or implemented, and the training and technical support provided to teachers to assess or observe students
and use score data to inform their instruction. One purpose for conducting the study was to expand the early childhood
education field’s understanding of the shaping role these validity and reliability issues can play. Another purpose was to
highlight the importance of iterative research as a means for both uncovering these issues and informing the policies and
practices that can impact KEA validity and reliability. The study’s results related to both of these aims have implications
for early childhood education policy makers and researchers.

Importance of Anticipating Kindergarten Entry Assessment Policy and Practice Revisions

As mentioned earlier, if a theory of action undergirds the use a test, researchers have argued that investigations of the
test’s validity and reliability for specific purposes should inform relevant educational policies (Bennett, 2011b; Bennett
etal, 2011; Chalhoub-Deville, 2016). To better understand this study’s implications for education policy makers, it is
helpful to first revisit the sample of seven KEAs used. They include Delaware’s and Washington’s customized versions of a
commercially available observational assessment that is widely used in state-funded pre-K programs and Illinois’s, North
Carolina’s, and Pennsylvania’s respective state-developed measures. Oregon’s KEA consists of literacy and mathematics
items from a commercially available direct measure as well as items from an existing observational measure aimed at
assessing students’ approaches to learning. The final KEA —used in Maryland and Ohio—is a newly developed measure
that includes both observational and direct items.

Given that six of the seven KEAs grew out of an existing measure or assessments used in other settings, at first glance,
one might anticipate that any validity and reliability kinks had already been worked out. Indeed, revising an existing
assessment is typically viewed as less expensive and time consuming as compared to developing a new measure and its
related training materials, data systems, and implementation processes (Picus, Adamson, Montague, & Owens, 2010).
However, when it comes to avoiding validity and reliability issues, the results of the current study suggest that prior usage
of an earlier version of a measure, or full usage of a measure in other settings, does not necessarily present an advantage.

For example —and as displayed in Table 6 —all seven KEAs experienced revisions to their content. In three cases,
these revisions were admittedly to be expected, as they stemmed from incomplete alignment with kindergarten learning
standards, which was a key focus of the RTT-ELC competition. However, research on the psychometric properties of
the assessment also contributed to content revisions. Another major contributor was the impact of administering a KEA
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Table 6 Issues and Revisions Experienced Across Study Kindergarten Entry Assessments (KEAs)

Teacher training or support for

Overall administration

capacity, using Accessing KEA
KEA Administration accommodations, data or using data to
KEAs content timeline policies or technology inform instruction
Customized version of Teaching Strategies GOLD
Delaware Early Learner Survey X X X X
Washington Kindergarten Inventory of Developing X X X X
Skills (WaKIDS)
New measure
Maryland/Ohio Kindergarten Readiness X X X
Assessment
Enhancements of existing state-developed measures
Ilinois Kindergarten Individual Development X X X
Survey (KIDS)
North Carolina Kindergarten Entry Assessment X X X X
Pennsylvania Kindergarten Entry Inventory X X X X
Items from several existing measures
Oregon Kindergarten Assessment X X X

on teachers’ instructional time, with time crunch issues resulting in a reduction in the total number of items within
several KEAs.

Similarly, teacher feedback indicated the need for revised timeline policies for administering all seven KEAs. In four of
these cases, the modifications were in response to time crunch issues. For a fifth KEA —which is used by two states—one
state expanded the timeline to ensure sufficient administration/observation time, but the other state reduced the timeline
after adopting a random sampling strategy. For the final two KEAs, these modifications were aimed at reducing variations
in when kindergarten teachers were assessing children and thus making it difficult to reliably compare scores across the
state.

As can also be seen in Table 6, analyses of the study’s document-based data suggests that the training and ongoing
technical support provided to kindergarten teachers tasked with using all seven KEAs needed to be modified in some
way. In six cases, these modifications were aimed at teachers” administration/observation capacity and stemmed from the
availability of training, available training materials, and the online platform in which KEA data are recorded or uploaded.
For five of the study’s KEAs, modifications were needed to the training or assistance provided to teachers to improve their
capacity to access score data or use these data to inform their instruction.

Typically, policy makers make compromises early in the assessment selection or development process and in response
to such top-down inputs as purpose, setting, cost, and current resources (Snow & Van Hemel, 2008). Although the results
of this study help explain the why behind some of the current policies and practices related to these seven KEAs, when
considered as a whole, the first key implication of this study is that bottom-up, real world compromises will likely need to
be made, especially as a measure is developed, piloted, field tested, or rolled out on a large-scale basis. This may particularly
be the case when the majority of teachers are not experienced users of the specific approach or measure used. In short,
it may not be so much a question of if there are validity and reliability concerns but instead what they are and how they
might be mitigated. Furthermore, such compromises may involve reconsidering a KEA’s content, administration timeline
policies, and the training and technical assistance provided to teachers.

Importance of Validity and Reliability Research for Informing Policy and Practice

Given the array of measure- and teacher-related validity and reliability challenges across the seven sample KEAs, a second
key implication of this study is the importance of research that highlights these issues. Such research is critical not only
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for ensuring the technical quality of a measure but also for determining to what extent policy and practices need to be
modified to attain the goals of a KEA policy in a valid and reliable way. Of particular importance are any “on-the-ground”
assessor and observer tweaks needed to support the theory of action driving the measure’s use.

Analysis of the documents used to collect data for the current study demonstrates that validity- and reliability-related
research can take many forms. For example, assessment developers, state workgroups, and other researchers conducted
psychometric analyses of KEA data gathered through pilot and field tests to determine to what extent inferences might
be drawn about entering kindergartners” knowledge and skills. In addition, they used qualitative surveys, interviews, and
focus groups as a means for gathering critical teacher feedback about the supports needed to effectively administer these
measures and use the resulting data to inform instruction.

I could not identify a common research model across all seven KEAs for investigating both measure validity and relia-
bility and policy and practice adequacy. This is likely due, in part, to the fact that I purposefully selected a varied sample of
KEAs both in terms of the approaches (direct vs. observational) and the measures used. Yet, the sample KEAs also expe-
rienced similar issues and revisions. It therefore could be that the more salient research implication is the importance of
engaging in a customized plan, use, review, and revise research model to generate data on what assessment programmatic
inputs are —and are not— supporting KEA validity and reliability. Furthermore, this study’s results suggest the value of
conducting research on an ongoing basis as opposed to only focusing on initial content or administration issues.

Future Research

The results of this study have additional implications for future research to be conducted as a means for informing KEA
policy and practice. One key topic to explore is the extent to which the validity and reliability of all state-mandated or
recommended KEAs across the United States have been investigated. This is important because, similar to the current
study’s sample of KEAs, the measures being used include customized versions of commercially available measures, newly
developed assessments, and state-developed tools (Weisenfeld, 2017a).

Of course, although policy makers and other education stakeholders may realize the value of conducting both initial
and ongoing validity and reliability research, one key variable to consider is the cost of obtaining that information (Riley-
Ayers et al,, 2011). And, as Weiss (1979) noted almost 40 years ago, the availability of research funds plays a role in the
degree to which social scientists become interested in policy issues. Indeed, although the current study did not focus
on the dollar amount spent on KEA validity and reliability-related research, an evaluation of Washington’s RT'T-ELC
award found that the successful scaling up of WaKIDS was directly due to the receipt of these funds (Schilder, 2015).
Presuming that there are states or developers that have not engaged in a methodologically rigorous set of studies, another
topic for future research is how much KEA validity and reliability studies can cost. In addition, now that the RT'T-ELC
contracts have ended, of particular interest is whether the lack of such funds in the short term impacts states” capacity
to conduct both psychometric research and investigations related to the policy and practice tweaks needed to bolster
assessors,” observers, and data users’ capacities.

It also could be useful to build on the current study by taking a closer look at the validity and reliability trade-ofts
that come with making on-the-ground-related compromises to assessment content, administration timelines, and teacher
training and support. Such studies might also be helpful for generating “lessons learned” and thus inform other states’ KEA
development and implementation efforts. One potential trade-off topic is the extent to which time crunch - precipitated
item reductions impact the usefulness of KEA data for informing teachers’ instruction or district and state policy makers’
achievement gap —related decisions. Another potential trade-off topic is observer scoring reliability. For example, analysis
of fall 2015 and 2016 administrations of Delaware’s Early Learner Survey suggests some inconsistencies in how teachers are
rating entering kindergartners” mathematics skills (Hanover Research, 2017). At the same time, only new administrators
of the measure are asked to attain interrater certification as part of their training, and such reliability is considered to
be “good to go” for 3 years (DDOE, 2017). A question for future research is how much and what kind of kindergarten-
teacher-as-observer training and certification is optimal if KEA data are to inform both teachers’ instruction and state
policy decisions.

Finally, in the current study, many of the modifications made to the content of the sample KEAs, their respective
administration timelines, and the training and support provided to teachers emanated from teacher self-report. Given
that a test itself is neither valid nor invalid, but instead the use of scores for a particular purpose and population must
be validated, to further understand the impact of any policy and practice compromises, future research should examine
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to what extent kindergarten teachers are actually using KEA data to inform their instruction. Of additional interest is
whether such data use is correlated with decreasing achievement gaps.

Limitations of the Study

Although this study provides new insight into the origin of some KEA policy and practice differences, it has two main
limitations that hinder its generalizability. First, my sample was composed of seven purposefully selected KEAs used
in eight states. Because at least 40 states and the District of Columbia have incorporated policies on these measures, my
sample may not be representative of other states’ KEA experiences. This may especially be the case given that one condition
of my sample was the receipt of RTT-ELC funds.

A second limitation of this study is the nature of the data I analyzed. I relied on publicly available documents, including
RTT-ELC annual progress reports, technical reports, and journal articles, to specifically seek out data on issues relevant
to the study’s three focus areas. Although I often was able to triangulate these data by looking for multiple sources for
any single issue and resolution, it is not clear to what extent the information reported in any of these documents was
complete. It is possible that there were additional issues and resolutions that I could not include here because they were
not reported in a publicly available document. Future research should therefore build on these initial findings as a means
for increasing the field’s understanding of the factors to keep in mind when relying on document-based data to investigate
the implementation of newly developed KEAs or previously used KEAs in new settings.

Conclusion

This study expands the early childhood education field’s understanding of the validity and reliability issues that can shape
evolving KEA assessment policies and practices. Such an understanding is useful given the widespread adoption of KEAs
across the United States over the past 5 years. Furthermore, although KEAs have the potential to inform teachers’ practice
and state policy maker efforts to close school readiness gaps, these measures need to be psychometrically strong if they
are to provide sufficient evidence for these purposes. In addition, the kindergarten teachers who are tasked as assessors,
observers, and data users need the capacity to produce reliable scores and use that evidence to inform their instruction. The
results of the current study demonstrate that merely implementing a KEA policy may not necessarily accomplish either
goal. Instead, policy makers, assessment developers, and researchers need to work collaboratively to conduct research
designed to highlight potential challenges to KEA validity and reliability and, in turn, inform the policy and practice
compromises that should be made to support the use of KEA data for these important purposes.
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Notes
1 The Spanish literacy measure was temporarily suspended during the 2017 -2018 school year so that researchers could determine
if this is the most appropriate measure to use for this purpose (Oregon Department of Education, 2017a, 2017b).
2 The substitute reimbursement pool was eliminated in the 2017-2018 school year because of state budget reductions (DDOE,
2017).
3 http://nck-3fap.ncdpi.wikispaces.net/home; https://center.ncsu.edu/ncfalcon/
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