A Review of Subscore Estimation Methods

Jianbin Fu
Yanxuan Qu

December 2018
Since its 1947 founding, ETS has conducted and disseminated scientific research to support its products and services, and to advance the measurement and education fields. In keeping with these goals, ETS is committed to making its research freely available to the professional community and to the general public. Published accounts of ETS research, including papers in the ETS Research Report series, undergo a formal peer-review process by ETS staff to ensure that they meet established scientific and professional standards. All such ETS-conducted peer reviews are in addition to any reviews that outside organizations may provide as part of their own publication processes. Peer review notwithstanding, the positions expressed in the ETS Research Report series and other published accounts of ETS research are those of the authors and not necessarily those of the Officers and Trustees of Educational Testing Service.

The Daniel Eignor Editorship is named in honor of Dr. Daniel R. Eignor, who from 2001 until 2011 served the Research and Development division as Editor for the ETS Research Report series. The Eignor Editorship has been created to recognize the pivotal leadership role that Dr. Eignor played in the research publication process at ETS.
A Review of Subscore Estimation Methods

Jianbin Fu & Yanxuan Qu
Educational Testing Service, Princeton, NJ

Various subscore estimation methods that use auxiliary information to improve subscore accuracy and stability have been developed. This report provides a review of various subscore estimation methods described in the literature. The methodology of each method is described, then research studies on these subscore estimation methods are summarized. Comments on the methods and suggestions for future areas of research are provided, and preliminary guidelines for using subscore estimation methods in practice are recommended.
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Subscores provide test users with diagnostic information on fine-grained content domains or skills and are useful, for example, in making decisions about admissions or educational remedies (e.g., help for students who have lower achievement). In practice, many testing programs report subscores to their clients. Because subscores are often based on a small number of items, the reliabilities of these subscores may not be sufficiently high for reporting, even though the reliability of the total test score may be adequate to support the intended decisions. Various methods have been proposed that use information from other items within a test to improve subscore accuracy and stability (Haberman, 2008; Haberman & Sinharay, 2010; Kahraman & Kamata, 2004; Wainer et al., 2001; Yao & Boughton, 2007; Yen, 1987; Yen, Sykes, Ito, & Julian, 1997). These methods differ in how the auxiliary information is used to estimate subscores. This report provides an integrated review of various subscore estimation methods described in the literature. First, the methodology of each method is described. Next, research studies on these subscore estimation methods are summarized. Finally, the methods are discussed, future areas of research are proposed, and preliminary guidelines on the use of subscore estimation methods in practice are recommended.

Description of Subscore Estimation Methods

Table 1 lists the summary information of eight subscore estimation methods seen in the literature, including the underlying test theory/statistical method, whether and how collateral information is used to estimate subscores, and pros and cons, if any, for each method. These key points for each method are discussed subsequently in detail.

These methods are classified into two categories: methods based on classical test theory (CTT) and methods based on item response theory (IRT). In CTT, subscores are reported as raw subscores or linear transformations of raw subscores (e.g., percentage correct and standardized subscores), whereas in IRT, subscores may be reported as theta estimates, linear transformations of theta estimates (e.g., scale scores), IRT true score estimates, or linear transformations of IRT true score estimates (e.g., percentage correct IRT true score estimates). Note that IRT true score is a function of theta and item parameters based on an IRT model. Theta estimates can be further classified into seven types based on estimation methods and observed data types (Thissen, Pommerich, Billeaud, & Williams, 1995; Thissen & Wainer, 2001; Yen, 1984; see Table 2). Raw or transformed subscores and IRT-based subscores based on a unidimensional IRT model applied to the items in a subtest are two straightforward estimation methods that do not use collateral information. The procedures of the other subscore estimation methods that use collateral information are described in the following pages. The emphasis is on the main idea of each method; for computational details, please refer to the references therein. After the introduction of subscore estimation methods, a sample of subscore estimates by the various methods is provided.
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<table>
<thead>
<tr>
<th>Subscore estimation methods</th>
<th>Type</th>
<th>Collateral information</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw subscores or linear transformations of raw subscores (e.g., percentage correct and standardized subscores)</td>
<td>CTT</td>
<td>No</td>
<td>• Very easy computation</td>
<td>• Subscores estimates least accurate and reliable for a short subtest</td>
</tr>
<tr>
<td>Subscore augmentation (Wainer et al., 2001) using observed raw scores</td>
<td>CTT, regression approach</td>
<td>Use the observed raw scores of all subtests to predict the true scores of each subtest.</td>
<td>• Provide accurate and reliable subscores estimates if subscores are highly correlated</td>
<td>• Hard to explain to test users why a subscore estimate depends not only on the observed subscore but also on other observed subscore(s)</td>
</tr>
<tr>
<td>Haberman’s (2008) methods</td>
<td>CTT, regression approach</td>
<td>Use the observed raw score of the predicted subtest, total raw scores, or both to predict the true scores of each subtest.</td>
<td>• Provide a quick tool to judge whether subscores should be reported in addition to total scores</td>
<td>• Hard to explain to test users why a subscore estimate depends not only on the observed subscore but also on other observed subscore(s)</td>
</tr>
<tr>
<td>Subscores (i.e., thetas, IRT true scores, or their linear transformations) based on a unidimensional IRT model on items within each subtest separately</td>
<td>IRT</td>
<td>No</td>
<td>• Relatively easy computation</td>
<td>• Subscores estimates not accurate and reliable for a short subtest</td>
</tr>
<tr>
<td>Subscores based on a unidimensional IRT model on each subtest, but with item parameter estimates based on all items in a test</td>
<td>IRT</td>
<td>The items in other subscores may impact the item parameter estimates in a target subtest.</td>
<td>• Relatively easy computation</td>
<td>• Subscores estimates not accurate and reliable for a short subtest</td>
</tr>
<tr>
<td>Kahraman and Kamata’s (2004) method (Ackerman &amp; Davey, 1991; Davey &amp; Hirsh, 1991)</td>
<td>IRT</td>
<td>The items in other subscores may impact the theta estimates in a target subscore.</td>
<td>• Lack theoretical ground; using thetas estimated from all items to represent a subscale is questionable</td>
<td>• Does not perform well when the correlations between subscores are low or intermediate</td>
</tr>
<tr>
<td>Objective performance index (OPI; Yen, 1987; Yen et al., 1997)</td>
<td>IRT</td>
<td>The items in other subscores are used as prior information for a target subscore.</td>
<td>• Subscores estimates are most accurate and reliable</td>
<td>• Make unrealistic assumptions: (a) all items in a subtest have the same response probability for the examinee and (b) a polytomous item with $M_i$ score categories is treated as $M_i - 1$ dichotomous items</td>
</tr>
<tr>
<td>Subscores based on a multidimensional IRT model (e.g., de la Torre &amp; Patz, 2005; Fu, 2009; Haberman, 2013; Haberman &amp; Sinharay, 2010; von Davier, 2008; Yao &amp; Boughton, 2007)</td>
<td>IRT</td>
<td>The items in other subscores may impact the item parameter and theta estimates in a target subscore.</td>
<td>• Subscores estimates are most accurate and reliable</td>
<td>• Heavy computational burden</td>
</tr>
<tr>
<td>Subscore augmentation (Wainer et al., 2001) using theta estimates from an IRT model</td>
<td>IRT, regression approach</td>
<td>Uses the theta estimates of all subtests to predict the augmented theta scores of each subtest.</td>
<td>• Subscores estimates are most accurate and reliable</td>
<td>• Hard to explain to test users why a subscore estimate depends not only on the observed subscore but also on other observed subscore(s)</td>
</tr>
</tbody>
</table>

Note. CTT = classical test theory; IRT = item response theory.
Table 2  Types of Theta Estimates

<table>
<thead>
<tr>
<th>Data type</th>
<th>Estimation methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item pattern</td>
<td>Maximum likelihood</td>
</tr>
<tr>
<td></td>
<td>Maximum a posteriori</td>
</tr>
<tr>
<td></td>
<td>Expected a posteriori</td>
</tr>
<tr>
<td>Summed raw score</td>
<td>Maximum likelihood</td>
</tr>
<tr>
<td></td>
<td>Maximum a posteriori</td>
</tr>
<tr>
<td></td>
<td>Expected a posteriori</td>
</tr>
<tr>
<td></td>
<td>Raw to IRT scale score conversion based on the test characteristic curve</td>
</tr>
</tbody>
</table>

Note. IRT = item response theory.

Regression Approach

The *regression approach* uses a linear regression to predict classical true scores of subtests from observed raw scores. Subscore estimation methods under this approach differ in the observed score predictors used. *Subscore augmentation* (Wainer et al., 2001) uses the observed raw scores of all subtests to predict the true scores of each subtest (referred to as *augmented scores*), while in Haberman’s (2008) methods, the three common models use the observed raw score of the predicted subtest, total raw scores, and both, respectively. The estimation of regression coefficients is based on the typical least squares method for regression and classical true score theory.

To measure the stability of augmented score estimates, the $R^2$ statistic of augmented scores (i.e., the squared correlation between true and estimated augmented scores) is used (Sinharay & Haberman, 2008, p. 25). Haberman (2008) interpreted the $R^2$ statistic as the proportional reduction of the mean squared errors (PRMSE) obtained by a regression model compared to the approximation of the true scores using an unbiased estimate (i.e., the mean of the raw scores). The PRMSE is computed as the mean squared errors from the approximation minus those from the regression model, divided by the mean squared errors from the approximation. Note that when the observed subscore in the target subtest is used as the only predictor, the $R^2$ of augmented scores is the same as the classical reliability of this subtest under CTT (e.g., Cronbach’s alpha).

Haberman (2008) used PRMSE to judge if subscores had added value given that total scores had been reported. In particular, if the PRMSE for the model with the total score as the predictor is larger than for the model with the target subscore as the predictor, then it indicates that subscores have no added value. If the PRMSE is smaller, then reporting subscores is justified (Sinharay & Haberman, 2008). The third model in Haberman (2008) uses both target subscore and total scores as predictors, which has PRMSE at least as large as the other two models, because the other two models are nested within the third model. Sinharay (2010), Sinharay and Haberman (2008), and Sinharay, Puhan, and Haberman (2010) suggested using the third model only if its PRMSE reduction was substantial (a cut point of 0.01 was used in their papers). Note that the third model is a submodel of subscore augmentation (Wainer et al., 2001) with the regression coefficients of the subscores other than the target subscore constrained to be equal. However, the third model and subscore augmentation were found to produce similar predictions (Sinharay, 2010; Sinharay & Haberman, 2008).

Wainer et al. (2001, pp. 357–358) used the $R^2$ of augmented scores to infer test dimensionality so as to check whether subscores were worth reporting. In particular, $R^2$ of augmented scores for all subtests that are similar to the reliability of the whole test indicates that the test is essentially unidimensional. Wainer et al. (2001, pp. 352–353) also pointed out that the variance–covariance matrix of observed subscores could be used for the same purpose. If the matrix has a dominant eigenvalue, then the test is virtually unidimensional and subscores have little added value.

Haberman, Sinharay, and Puhan (2009) extended the three models in Haberman (2008) for subscore estimation at an aggregate level, for example, at the level of the institutions to which the examinees belong.

Subscore Augmentation With Theta Estimates From an Item Response Theory Model

Wainer et al. (2001; also see de la Torre & Patz 2005) also used IRT theta estimates of subtests as predictors in the subscore augmentation model to get the augmented theta scores of a subtest. IRT theta estimates on each subtest are based on a unidimensional IRT model. Because maximum a posteriori (MAP) or expected a posteriori (EAP) theta estimates shrink
toward the population mean, it should be first corrected to remove the shrinkage. Assuming that the population mean of thetas on each subtest is zero and the standard errors of theta estimates are constant, the correction is made on the theta estimates by dividing them by their reliabilities. These corrected theta estimates of subtests are then used as predictors in the regression model in the same way as raw subscores, as described earlier. Note that for maximum likelihood (ML) theta estimates of subtests, the correction is unnecessary, and they can be used directly as predictors in the regression model.

**Unidimensional Item Response Theory Model on Subtest With Item Parameter Estimates Based on All Items in a Test**

This subscore estimation method first applies a unidimensional IRT model using all the items in a test to get the item parameter estimate(s) for each item. And then IRT subscale scores for a subtest are estimated based on the items in the subtest, using their item parameters from the calibration based on all the items in the test. The commonly used IRT models are the one-, two-, or three-parameter logistic models (1–3PL) for dichotomous items and the partial credit model (PCM) or the generalized partial credit model (GPCM; also known as the two-parameter partial credit model) for polytomous items.

**Kahraman and Kamata’s Method**

Kahraman and Kamata’s (2004) method used the information from other subtests by estimating a target subscore based on all the items in a test. However, the item parameters in other subtests were aligned to the scale of the target subscore prior to using them to estimate the target subscore. In particular, this method was carried out for each subscale as follows:

1. Calibrate the item parameters of the items in the target subscale (called in-scale items) based on a unidimensional IRT model.
2. Fix the in-scale items’ parameters from Step 1, and calibrate each of the remaining items in the test (called out-of-scale items), one by one, by the same IRT model.
3. Estimate the IRT subscale scores based on all items in the test with item parameters from Steps 1 and 2 by the same IRT model.

These steps were repeated for each subscale.

**Objective Performance Index**

The OPI (Yen, 1987; Yen et al., 1997) applies Bayesian and IRT theories to estimate subscores. In the OPI, the target subscore is the expected percentage correct subscore. The OPI assumes the distribution of an examinee’s observed raw score conditional on the examinee’s expected percentage correct subscore following a binomial distribution, and the prior distribution of the expected correct subscore is a beta distribution. Because a beta distribution is a conjugate prior for a binomial distribution, the posterior distribution of the expected percentage correct subscore conditional on the observed raw score is also a beta distribution. The OPI subscore is just the mean of the posterior distribution.

The prior information comes from a calibration of all items in a test by a unidimensional IRT model. Specifically, a unidimensional IRT model such as one of those mentioned previously is applied to all test items to get item parameter estimates for each item and a theta score estimate for each examinee. Then the mean and variance of the prior distribution of an examinee’s expected percentage correct subscore are assumed to be the examinee’s percentage correct IRT true subscore and its variance, respectively. With the known mean and variance of the prior distribution of an examinee’s expected percentage correct subscore, the mean of the posterior distribution of the examinee’s expected percentage correct subscore (i.e., OPI subscore) can be computed (for details, see Yen, 1987; Yen et al., 1997).

Because theta estimates are based on all the items in the test, the prior information overlaps with the posterior information. An adjustment for reducing the overlapping information could be made on the variance of the prior distribution of an examinee’s expected percentage correct subscore by multiplying the variance of the examinee’s percentage correct IRT true subscore by \((U - U_f)/U\), where \(U\) and \(U_f\) are the maximum score possible on the whole test and the target subtest, respectively. This is called the adjusted OPI.

In the OPI, a chi-square test is used to check whether an examinee’s percentage correct IRT true subscore is a good estimate of the examinee’s observed percentage correct subscore. If not, the prior information is not used to calculate the OPI, and the OPI is equal to the observed percentage correct subscore.

Note that the OPI assumes that the distribution of an examinee’s observed subscore, conditional on the examinee’s expected percentage correct subscore, follows a binomial distribution. This is actually a simplified assumption that (a) all items in a subtest have the same response probability for the examinee and (b) a polytomous item with \( M_i \) score categories is treated as \( M_i - 1 \) dichotomous items. This simplified assumption can cause estimation errors, especially if a test is composed of a large number of polytomous items (Yen et al., 1997).

**Multidimensional Item Response Theory Model**

Many multidimensional IRT (MIRT) models, such as the multidimensional extensions of 1–3PL, PCM, and GPCM, have been developed in the past 30 years (e.g., Adams, Wilson, & Wang, 1997; Béguin & Glas, 2001; Fu, 2009; Haberman, von Davier, & Lee, 2008; McDonald, 1997; Muraki & Carlson, 1995; Reckase, 1997; von Davier, 2008). Using MIRT, IRT subscales are represented by theta estimates on different dimensions (commonly referred to as attribute or skill). For example, if a test has two subtests, a two-dimensional IRT model can be used to fit the test data. In this case, each dimension represents a subtest, and each item has loading(s) on the subtest(s) to which it belongs. The collateral information used in MIRT for a subscore estimation is the item responses in the other subscores; the key information is the correlation structure of subscores. The reliability of IRT subscores (e.g., Adams, 2006; Haberman & Sinharay, 2010) is defined as the squared correlation between true and estimated IRT subscores and is comparable to the \( R^2 \) of augmented scores from the regression models. If the reliability of IRT subscores is larger than the \( R^2 \) of augmented scores, then the subscale from the MIRT approach is more stable.

Note that other MIRT models can be used for subscore estimation, such as the conjunctive Rasch model (Maris, 1995) and the multicomponent latent trait model (e.g., Embretson, 1997). Some latent class models were proposed to report performance levels on fine-grained skills, for example, the reparameterized unified model (Roussos et al., 2007), the deterministic-input noisy and gate model; the noisy-inputs deterministic “and” gate model (Junker & Sijtsma, 2001), and the Bayesian inference networks (e.g., Almond, DiBello, Moulder, & Zapata-Rivera, 2007). In addition, some other statistical models are proposed in the literature for diagnostic score estimation, for example, the rule-space method (Tatsuoka, 1983), the attribute hierarchy method (Leighton, Gierl, & Hunka, 2004), and the tree-based approach (Sheehan, 1997). These models/methods are rarely used in current large-scale assessments and thus are not covered in this review. Interested readers may refer to the review papers or monographs for a complete accounting of multidimensional psychometric models that may be used for diagnostic score estimation, for example, DiBello, Roussos, and Stout (2007), Fu and Li (2007), Reckase (2009), Rupp and Templin (2008), Rupp, Templin, and Henson (2010), and von Davier, DiBello, and Yamamoto (2008).

**Sample of Subscore Estimates**

Table 3 shows various subscore estimates for three hypothetical students on two subtests by the methods listed in Table 1, except for Haberman’s methods and Kahraman and Kamata’s method. The three students were selected from a simulated data set with 3,000 examinees and two subtests to have low, medium, and high subscores, respectively. The two subtests had 10 and 20 items, respectively, and in each subtest, 80% of the items were dichotomous items and 20% of the items were three-point category items. The data were generated based on the two-dimensional GPCM with the correlation between subtest thetas of .5. Subscore estimates are reported as percentage correct subscores in Table 3 to facilitate comparisons across the subscore estimation methods. As one can see, the subscore estimates by the seven methods are not the same. The extent of the variation depends on the methods and tests (e.g., subtest length and correlation between subtests). For example, the subscore estimates across the different methods for 20 items are more similar than for 10 items. Because of this variation, it is important to compare these methods under various conditions, study the implications of the differences in the subscore estimates in practical situations, and possibly recommend the best methods. In the subsequent sections, the studies on subscores in the literature are summarized and discussed.
Table 3  Sample Estimates of Percentage Correct Subscores by Seven Methods

<table>
<thead>
<tr>
<th>Subscore estimation method</th>
<th>Subscore 1 (%)</th>
<th>Subscore 2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Student 1</td>
<td>Student 2</td>
</tr>
<tr>
<td>Raw score</td>
<td>17</td>
<td>50</td>
</tr>
<tr>
<td>Subscore augmentation with raw scores</td>
<td>24</td>
<td>50</td>
</tr>
<tr>
<td>Subscore augmentation with theta subscores from GPCM</td>
<td>27</td>
<td>54</td>
</tr>
<tr>
<td>GPCM on subtest</td>
<td>31</td>
<td>54</td>
</tr>
<tr>
<td>GPCM with item parameters based on all the items in a test</td>
<td>38</td>
<td>51</td>
</tr>
<tr>
<td>OPI</td>
<td>28</td>
<td>48</td>
</tr>
<tr>
<td>MGPCM</td>
<td>26</td>
<td>54</td>
</tr>
</tbody>
</table>

Note. GPCM = generalized partial credit model; MGPCM = multidimensional GPCM; OPI = objective performance index.  
^aTen items. ^bTwenty items.

Research on Subscore Estimation Methods

Research on subscore estimation methods in the literature focuses on the following research questions.

Are Subscores Worth Reporting Given That Total Scores Have Been Reported?

This research question asks whether reporting a subscore adds any value to the total score. Haberman (2008) has shown that subscores are increasingly favored as the reliability of the subtest increases, the reliability of the total test decreases, and the disattenuated correlation between subtest scores and total test scores decreases. Sinharay (2010), Sinharay and Haberman (2008), and Sinharay et al. (2010) applied Haberman’s three models to a bunch of real data sets and found that only a few subscores added value over and above reporting total scores, which, in general, had more items, high reliabilities, and low disattenuated correlations. Sinharay (2010) also examined the conditions necessary to increase the value of subscore reporting using a simulation study; the conclusion was that the subscores had to be long (at least 20 items) and sufficiently distinct from each other (disattenuated correlations less than .85).

The value of reporting a subscore is also closely related to test dimensionality. If a test is essentially unidimensional, then reporting subscores will not provide more information than what has already been included in total scores. For reviews of the methods to assess test dimensionality, see, for example, De Champlain and Gessaroli (1998), Hattie (1984, 1985), and Levy and Svetina (2010). Under the score augmentation method, Wainer, Sheehan, and Wang (2000) and Wainer et al. (2001) used the $R^2$ of augmented scores and the observed variance–covariance matrix of subscores to assess the dimensionality of a test. They found that subscores for the Education in the Elementary School Assessment (one of the PRAXIS® assessments for teacher licensure; Wainer et al., 2000) and the 1994 American Production and Inventory Control Society Certification Examination provided no added value because these two tests were virtually unidimensional (Wainer et al., 2001). However, Wainer et al. found that the four subscores in the North Carolina Test of Computer Skill had some added value.

A related question concerns the impact on theta estimation if a multidimensional test is estimated by a unidimensional IRT model. Many studies (e.g., Ackerman, 1994; Reckase, Ackerman, & Carlson, 1988; M. Wang, 1986) have shown that a unidimensional theta estimate can be thought of as a linear combination of multidimensional theta estimates. The quality of the unidimensional theta estimates increases as the subtests are more homogenous. Tate (2004) investigated the impact on the precision of unidimensional theta estimates in terms of standard errors of theta when the test data were actually multidimensional. Tate concluded that the precision of theta estimates based on a unidimensional IRT model with an underlying multidimensional structure increased as the number of subtests decreased and the correlation between thetas increased, that is, the test became more homogenous. However, the composite unidimensional theta estimates may lose information and lead to bias and differential item functioning (DIF), for example, if item difficulty and dimensionality are confounded in the data (Reckase, Carlson, Ackerman, & Spray, 1986) or if group differences are present in the distribution of the multidimensional thetas (Ackerman & Evans, 1994; Walker & Beretvas, 2001). Walker and Beretvas (2003) demonstrated that the use of a unidimensional IRT model on a two-dimensional test led to proficiency classification bias for some students.
Does the Subscore Estimation Method Improve the Quality of Subscore Estimates?

This question is a related but separate question from the first one. Subscores may not have added value, but their accuracy and stability can still be improved by different methods. Note that in this report, stability is used interchangeably with reliability or $R^2$ (i.e., the squared correlation between estimated subscores and true subscores), and accuracy is used interchangeably with root mean squared error (RMSE), where error refers to the difference between estimated and true subscores. The subscore estimation methods using ancillary information (i.e., those methods described in the previous section) are presumed to provide more accurate estimates of subscores than raw subscores or theta estimates provided by a unidimensional IRT model calibrated on in-scale items only. However, the improvement in degree of accuracy depends on the relevance and amount of the ancillary information, which, in general, is guided by several factors. The first factor is the reliability of an in-scale subtest, which is closely related to the subtest length. If a subtest has high reliability, then the influence from the ancillary information will be relatively small. The second is the reliability and test length of out-of-scale subtests. Longer and more reliable out-of-scale subtests will provide more and consistent information. The third is the degree of correlation between subtests. Highly correlated out-of-scale subtests provide more relevant information.

Edwards and Vevea (2006) studied subscore augmentation using the EAP theta estimates based on summed scores (i.e., raw subscores) and individual item scores, respectively, as predictors, and the control factors were the number of in-scale items, the number of out-of-scale items, and the correlation of thetas. All items were dichotomous items, and the 3PL model was used. The results show that the augmented subscores in both cases were more accurate than the nonaugmented subscores (number correct). The magnitude of accuracy improvement through the use of an augmentation procedure increased when the correlations between subscales and the lengths of the ancillary subtests increased and the length (reliability) of the target subtest decreased.

Kahraman and Kamata (2004) studied their incorporation of out-of-scale information method using 3PL and EAP theta estimates with conditions varied on subtest length, correlation between subtests, and item discrimination power (low vs. high). The results show that the proposed method produced theta estimates having smaller standard errors in all conditions when compared to the traditional approach where the 3PL was applied only to in-scale items. The standard errors became smaller as the correlation between subtests increased and the number of out-of-scale items increased. However, the theta estimates from the incorporation of out-of-scale information method were more accurate than the traditional method only if the correlation between in-scale and out-of-scale items was high (at least >.5). When the out-of-scale items were highly discriminating, the increased accuracy was only observed if the correlation was larger than .9.

Yen (1987) studied the OPI in the tests composed of dichotomous items only. The ML theta estimates were based on the summed scores and the item parameter estimates from the 3PL model. The results indicated that the unadjusted OPI procedure underestimated both the length of the 67% credibility intervals of OPI scores and their standard errors, and that the adjusted OPI did too, but to a lesser degree. However, in a test with only dichotomous items, the unadjusted OPI was sufficiently accurate to report because the underestimation was small and was unlikely to have any practical importance. Yen et al. (1997) studied the OPI in the tests with mixed-item formats. The ML theta estimates were based on the item patterns and the item parameter estimates derived from the 3PL or GPCM. Their results show that OPIs resulted in subscores with substantially smaller standard errors than the percentage correct raw subscores. As the number of polytomous items increased, the degree of underestimation of both the length of the credibility intervals of OPI scores and their standard errors increased for both unadjusted and adjusted OPI. The adjusted OPI procedure performed better than the unadjusted one and was recommended for tests with mixed-item formats, especially if the number of polytomous items was large, because the credibility intervals and standard errors that it produced were sufficiently accurate for practical uses.

de la Torre and Patz (2005) studied the accuracy of theta estimates from the M3PL based on item patterns in a simple structure (i.e., an item belongs to only one subtest) estimated by the hierarchical Bayesian approach with the Markov chain Monte Carlo (MCMC) technique. The three factors considered were number of subtests, number of items, and correlation of thetas. Their study found that as the correlation between thetas, the number of items, and the number of subtests increased, the correlation between the true theta and the estimated EAP theta increased, and posterior variance of theta EAP estimates decreased. de la Torre (2008) did a similar study and obtained the similar findings using MGPCM on polytomous items which was also estimated by the hierarchical Bayesian method with MCMC. W. C. Wang, Chen, and Cheng (2004) compared the variances of EAP subscore estimates between the multidimensional 1PL model and
the 1PL model calibrated on in-scale items on two real test datasets using the maximum marginal likelihood estimation with the expectation–maximization algorithm. They found that the EAP subscore estimates from the multidimensional 1PL had the smaller variances on average than the 1PL; thus, the multidimensional 1PL was more efficient in subscore estimations than the 1PL. The similar results have been found in computer adaptive testing (e.g., Li & Schafer, 2005; W. C. Wang & Chen, 2004).

How Do the Subscore Estimation Methods Compare to Each Other in Terms of Accuracy and Stability of Subscore Estimates?

This is an important and interesting question, especially for those who want to choose among the various methods. Bock, Thissen, and Zimowski (1997) used resampling results from real data composed of dichotomous items and demonstrated that percentage correct IRT true scores calculated by 2PL and MGPCM EAP or ML theta estimates are more accurate than the percentage correct raw scores.

Shin (2007) compared five subscore estimation methods on mixed-format tests using simulated data sets: (a) percentage correct raw subscores, (b) 3PL/GPCM IRT true subscores based on item parameters estimated on in-scale items only, (c) unadjusted OPI with 3PL/GPCM theta estimates based on all items, (d) Wainer et al.’s (2001) score augmentation method using raw scores, and (e) a MCMC version of Method 4 (Shin, Ansley, Tsai, & Mao, 2005). The design factors were sample size, subtest length, correlation between subscale thetas, and ratio of number of constructed response items to multiple choice items. Theta estimates were based on item patterns. Shin found that Wainer et al.’s (2001) score augmentation method (Method 4) and its MCMC version (Method 5) yielded subscore estimates that had the highest R² and RMSE.

Yao and Boughton (2007) studied six subscore estimation methods on mixed-format tests using simulated and real data sets: (a) percentage correct raw subscores, (b) 3PL/GPCM EAP subscale thetas based on item parameters estimated on in-scale items only, (c) 3PL/GPCM ML subscale thetas based on item parameters estimated on all items, (d) M3PL/MGPCM EAP subscale thetas, (e) M3PL/MGPCM percentage correct IRT true subscore based on M3PL/MGPCM EAP subscale thetas, and (f) the unadjusted OPI with 3PL/GPCM EAP theta estimates based on all items. All the IRT theta estimates were based on item patterns, and all the IRT estimations used the Bayesian hierarchical approach with MCMC technique, except for the ML subscale theta estimation in Method 3. The design factors were sample size and correlation between thetas. Yao and Boughton compared the accuracy of subscale theta estimates among Methods 2, 3, and 4 and found that the accuracy of subscale theta estimates for Methods 2 and 4 was higher than that of Method 3 across all conditions and that the accuracy of Method 4 was higher than that of Method 2 when the correlations were at least medium high. They also compared the accuracy of subscore estimates between M3PL/MGPCM percentage correct IRT true subscore (Method 5) and OPI (Method 6) because their subscore estimates were on the same scale, and they found that the accuracy of Method 5 was higher than that of the OPI across all conditions and that the accuracy of the OPI increased with the correlation between subscale thetas and a correlation of .8 – .9 was needed for unbiased subscore estimation. Regarding classification accuracy of performance levels, their result suggested that percentage correct raw subscores (Method 1) had the least accuracy.

de la Torre, Song, and Hong (2011) compared four subscore estimation methods on dichotomous items using simulated and real data sets: (a) M3PL EAP subscale thetas; (b) a multilevel 3PL model in which the first level is a 3PL model where EAP subscale thetas are estimated based on in-scale items and the second level is a regression model where each subscale theta is predicted by an overall EAP theta; (c) Wainer et al.’s (2001) subscore augmentation using the EAP theta estimates as predictors from the 3PL model on in-scale items; and (d) the unadjusted OPI with 3PL EAP theta estimates based on all items. As in Yao and Boughton (2007), all the EAP thetas were estimated using MCMC under the Bayesian framework based on item patterns. The design factors were number of subtests, subtest length, and correlation between thetas. de la Torre et al. (2011) concluded that the first three methods provided highly comparable subscore estimates, except for extreme thetas, where Methods 1 and 2 might perform better, while the OPI method produced the least accurate subscore estimates.

Fu and Qu (2010) conducted a more comprehensive comparison study on subscore estimation methods on dichotomous, polytomous, and mixed-format tests using simulated data. Each simulated test data set had two subtests and 2,000 examinees based on the two-dimensional PCM. The design factors were in-scale subtest length, out-of-scale subtest length, and correlations between two subscale thetas. The following six methods were compared: (a) percentage correct raw subscores, (b) percentage correct of Wainer et al.’s augmented scores with subtest raw scores as predictors, (c) percentage
correct IRT true subscores based on PCM and item parameters estimated on in-scale items, (d) percentage correct IRT true subscores based on PCM and item parameters estimated on all items, (e) the adjusted OPI with theta estimates based on PCM, and (f) percentage correct IRT true subscores based on multidimensional PCM (MPCM). The conditional likelihood estimation method was used for item estimation in PCM/MPCM. All theta estimates are EAP estimates based on item patterns. The main findings were as follows. First, in terms of accuracy and estimated $R^2$, the augmented score method (Method 2) and MPCM (Method 6) were the best methods when the subtest correlation was at least intermediate, and the subscore estimates from both methods were perfectly or near perfectly correlated. The two unidimensional IRT methods (Methods 3 and 4) basically had the same accuracy, and their subscore estimates were perfectly correlated across all conditions. The accuracy of the OPI (Method 5) was strongly related to subtest correlation. When the correlation was high, the OPI's accuracy was better than Methods 3 and 4 in most cases; however, when the correlation was low to intermediate, its accuracy was lower than that of the two unidimensional IRT methods and was even lower than the accuracy of percentage correct raw subscores (Model 1) in most cases. In general, subscore estimates from the OPI had the lowest correlations with those from other methods. This finding is consistent with the finding in Yao and Boughton (2007). Percentage correct raw subscores had the lowest accuracy, except for the OPI cases mentioned earlier, which is consistent with the finding in Yao and Boughton (2007). However, Fu and Qu (2010) pointed out that the accuracy of the six methods was notably different only when the number of in-scale items was small (5 or 10). Second, in terms of $R^2$, the MPCM (Method 6) and PCM on in-scale items (Method 3) had the highest estimated $R^2$ when the correlation between subtest thetas was low, and the augmented score method and MPCM had the highest $R^2$ estimates when the correlation was at least intermediate. However, the differences among subscore $R^2$ estimates were notable only when subtest correlation was high and the number of in-scale items was smaller than 30.

Fu and Qu (2012) conducted a study similar to Fu and Qu's (2010). However, in Fu and Qu (2012), multidimensional GPCM (MGPCM) was used to simulate data, only mixed-format test data were generated, the GPCM or MGPCM was used for IRT calibrations, and item parameters were estimated by the marginal ML method. In addition, one more method was included for comparisons: the score augmentation method, with IRT theta subscores as predictors. The findings were similar to those in Fu and Qu (2010) except for the following result. The MGPCM and the score augmentation method with IRT theta subscores were the best methods in terms of accuracy and stability when the subtest correlation was at least intermediate and the correlations of their subscore estimates were 1 or almost 1. This result is consistent with the finding in de la Torre et al. (2011) as well as in de la Torre and Patz (2005) and Gessaroli (2004). The score augmentation method with raw subscores seems to perform well only when there were more out-of-scale items than in-scale items. This difference is understandable, considering the Rasch models were used in Fu and Qu (2010), whereas the two-parameter models were employed in Fu and Qu (2012). Note that in a Rasch model, raw score is a sufficient statistic for theta, whereas in a two-parameter model, it is not.

In summary, the consistent findings in the studies reviewed earlier are as follows:

- MIRT models and the score augmentation method with IRT theta subscores provided comparable subscore estimates and performed best among subscore estimation methods.
- In general, the subtest raw score was the least accurate and reliable.
- The OPI did not perform well when the correlations between subscores were low or intermediate.

As mentioned in Table 2, IRT thetas for subtests can be estimated by different methods. Some related research compared different approaches to IRT theta estimation on a whole test. Studies (e.g., Capar, 2001; Kim & Nicewander, 1993; Thissen & Orlando, 2001) showed that EAP theta estimation was preferred to ML estimation for its small bias and standard error. Yen (1984) proposed an ML estimation of thetas based on summed scores for dichotomous items by approximating a compound binomial distribution. The results showed that the ML theta estimates based on summed score and item pattern were very similar and were tau-equivalent; that is, a student’s expected thetas from the two methods were the same, or in other words, for all groups of examinees, their mean thetas estimated from the two methods were the same. However, the theta estimates based on item patterns had lower standard errors, particularly for examinees with low scores. Yen concluded from her results that the estimated IRT true score scale was overall a more accurate and stable scale than the theta scale or linear transformations of theta. Thissen et al. (1995) provided a recursive algorithm to compute the ML, MAP, and EAP theta estimates based on summed scores for polytomous items. Their study indicated that the loss in accuracy for theta estimation based on summed scores was relatively small compared to that based on item patterns.
Discussion and Future Research

Comments on the Proposed Models

All of the proposed subscore estimation methods using collateral information improve the reporting of subscores in terms of accuracy and stability to some extent. However, each method is different in terms of its underlying assumptions, what collateral information is used, and how the information is incorporated into subscore estimation.

In CTT, the linear regression method is used to predict true subscores. Haberman’s models and the PRMSE criterion provide quick tools for testing programs reporting raw scores to judge whether subscores should be reported in addition to total scores. Note that, as mentioned earlier, this issue is closely related to test dimensionality. Thus test dimensionality assessment methods, for example, factor analysis and conditional covariance-based dimensionality assessment methods (Stout et al., 1996), IRT-based methods, as well as those discussed in Wainer et al. (2001), can serve this purpose also. However, if a testing program wants to report true subscore estimates, then it is safe to report the estimates from subscore augmentation (Wainer et al., 2001), because it uses the most predictors (all subtest scores) and thus provides the most accurate estimates.

For the two methods that use a unidimensional IRT model to estimate subscores (i.e., Rows 5 and 6 in Table 1), both estimate subscale thetas (as well as the subscores derived from thetas) based on in-scale items; however, they differ on how item parameters are estimated. One method uses in-scale items, and the other uses all items in a test. It may be reasonable to argue that the method using item parameter estimates based on all items performs better than the one using item parameter estimates based on in-scale items if the correlations between subscores are high, and worse if the correlations are low (Yao & Boughton, 2007). However, Fu and Qu (2010, 2012) showed that these two methods provided very similar subscore estimates under the simple subscore structure across the design conditions. They argued that under simple structure, the impact of test heterogeneity was minor on item parameter estimates because item parameter estimates largely depended on the population distribution of thetas.

For Kahraman and Kamata’s (2004) method, subscore estimates are based on all items in a test. However, this method aligns the parameters of the out-of-scale items to those of in-scale items one by one before using all items in a test to estimate subscale thetas. Because all items are used in theta estimation, test homogeneity does become relevant here, as Kahraman and Kamata indicated that high correlations between subtests were the critical requirement for this method to overperform the method using theta estimation based on in-scale items only. However, the scale alignment procedure seems to lack theoretical ground, and using thetas estimated from all items to represent a subscale is questionable.

Similarly, the OPI uses theta estimates based on all items as prior information and combines them with observed subscores to provide expected posterior subscore estimates. Hence test homogeneity is also relevant for the OPI. In addition, this method makes some assumptions that may not hold in certain cases, as discussed previously. Recent studies have shown that when the correlations between subtests were not high, the OPI performed less well than the score augmentation method and MIRT method (de la Torre et al., 2011; Fu & Qu, 2010, 2012; Shin, 2007; Yao & Boughton, 2007).

MIRT produces accurate theta estimates given an adequate item and examinee sample for stable calibration. Some studies (de la Torre et al., 2011; de la Torre & Patz, 2005; Fu & Qu, 2012; Gessaroli, 2004) have found that the score augmentation method using IRT theta scores as predictors produced highly comparable subscore estimates with the MIRT method, and both methods provided the most accurate subscore estimates. When test data fit a Rasch model, the score augmentation method using raw subscores was found to perform as well as MIRT (Fu & Qu, 2010). Actually, the MIRT and the score augmentation method can be seen as a general approach for subscore estimation in the sense that they take into account the magnitude of the correlations between subscores, while the other methods assume either that subscores are perfectly correlated or that they are not related to each other at all. A practical issue of applying MIRT to large-scale assessments is computational efficiency. It is well known that MIRT estimations may be unstable for models with too many parameters and impossible to carry out or very slow for large data sets (especially for the Bayesian estimation using MCMC) owing to the limitations of software and computer resources. Although in recent years, more efficient computer programs for estimating MIRT models have been developed to handle large data sets, for example, the MIRT package (Haberman, 2013), the mlm program (von Davier, 2008), and the flexMIRT program (Cai, 2013), these issues still remain and prevent MIRT from being used in large-scale assessments. Instead, the common methods used in large-scale assessments are the unidimensional IRT method with item parameters estimated from all items and the OPI. The two methods are efficient on computation and assumed to provide subscore estimates with adequate accuracy. The assumption
is probably correct in most cases, as subscore estimates from different methods are highly correlated, and the differences may not have any practical impact on the inferences made from the subscore estimates, especially if a subtest is sufficiently long (e.g., 20 score points or more; Fu & Qu, 2010, 2012). On the other hand, the score augmentation method is an attractive method for large-scale tests in that it provides both efficient and accurate subscore estimation. Recent studies have recommended this method for subscore estimation.

**Future Areas of Research**

The following issues are of interest and could be areas of future research. First, the auxiliary information used in the subscore estimation methods described previously is examinees’ responses to other subtests. Another type of auxiliary information that can be used to improve IRT estimations is the information outside the test, for example, examinees’ demographic information. IRT models incorporating exterior auxiliary information are often referred to as multilevel IRT models or explanatory IRT models (Adams et al., 1997; de Boeck & Wilson, 2004; van den Noortgate, de Boeck, & Meulders, 2003). Mislevy (1987) and Mislevy and Sheehan (1989), for example, showed that incorporating examinees’ demographic variables into a unidimensional IRT model could lead to more accurate ability estimates and consistent parameter estimates. Examinees’ demographic variables can also be incorporated into MIRT models as covariates to subscore estimates, so that both types of auxiliary information are used for subscore estimations. de la Torre (2009) reported more stable and accurate EAP subscore estimates from the M3PL with examinees’ demographics as covariates than the corresponding models ignoring either or both types of auxiliary information. However, research on the applications of multilevel IRT models on subscore estimations is limited, partly because of the lack of an efficient estimation method and computer program. Recently, Haberman (2013) developed the MIRT package, which can be used to estimate a variety of MIRT models with covariates on subscales including M3PL and MGPCM. This program employs a log-linear modeling approach and implements the maximum marginal likelihood method with the stabilized Newton–Raphson algorithm. This program is fast and can handle large data sets. It is anticipated that the MIRT package will facilitate research on multilevel IRT models, including their applications to subscore estimations.

Second, in some cases, subscores need to be reported at an aggregate level, such as class, school, district, and state. Haberman et al. (2009) proposed methods to check whether subscores are worth reporting at aggregate levels. However, research on aggregate-level subscores is scarce, and further studies are needed.

Third, although some studies have compared different types of theta estimation on a whole test (as described earlier), the impact of the different types of theta estimation (Table 2) on the quality of subscore estimation is rarely studied. In particular, the raw to scale score conversion based on the test characteristic curve needs to be checked carefully, as it is commonly used in practice.

Fourth, note that all the empirical studies on subscore estimation mentioned in this review assumed a simple test structure, because most large-scale tests have simple test structures based on their test blueprints. However, some cognitive diagnostic tests do have subtests that do not have simple structures. Thus it would be interesting to study these methods on tests with overlapping subtest structures.

Fifth, to establish a common scale on a subscore across test administrations, subscore equating is needed. Subscore equating poses more challenges than total score equating, as the stability of subscores is typically lower than that of total scores. While Puhan and Liang (2011) and Sinharay and Haberman (2011) have done some preliminary work in this area, more research is needed.

Finally, more well-designed studies can be carried out to better understand the performance of the models discussed in the report and provide guidelines for practical uses of these models.

**Suggestions on Practical Uses of Subscore Estimation Methods**

On the basis of the current research, the following preliminary recommendations can be made for using the subscore estimation methods in practice:

1. We need to determine if reporting subscores is justifiable from both content and statistical perspectives. From the content perspective, subscore reporting should be supported by the test design. If a test is not originally designed to provide subscore information, then no matter how good the statistical methods are, valid and reliable subscores...
cannot be extracted (Sinharay, Puhan, & Haberman, 2011). From a statistical perspective, test data should support the subscore structure. Haberman’s method as well as other test dimensionality assessment methods can be used to check if reporting subscores is warranted.

2. In general, the score augmentation method with theta subscores as predictors and MIRT can be used for subscore estimation. If test data fit a Rasch model, then the score augmentation method with raw subscores as predictors can be used too. The score augmentation method is much more computationally efficient than MIRT. However, if subtests are sufficiently reliable (e.g., Cronbach’s alpha larger than .70), which often implies more items/raw score points in a subtest (e.g., 20 raw score points or more), then all the subscore estimation methods provide quite comparable results in terms of accuracy and stability.
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**Notes**

1. Reliability and $R^2$ of subscore estimates for a subtest can both be defined as the squared correlation between estimated and true subscores. However, according to the definition of reliability, only when the true subscores are directly based on the observed item scores in the subtest can the squared correlation be referred to as reliability. Therefore the $R^2$ of augmented subscore estimates should not be referred to as reliability because of the regression effects from other subtests.
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