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The current public and political discourse on student learn-
ing has renewed the focus on accountability and institutional 
effectiveness research in higher education. The accountabil-
ity programs of the 1980s and 1990s in Canada and the 
United States neglected to evaluate student learning because 
at that time, excellence in learning was considered implicit 
in higher education (Inman, 2009; Wieman, 2014). More 
recently, student learning has become an explicitly stated 
component of the mission of most institutions of higher edu-
cation in Canada and the United States (Ewell, 2008; Kirby, 
2007; Maher, 2004; Shushok, Henry, Blalock, & Sriram, 
2009); thus student learning has also become an essential 
component of the evaluation of institutional effectiveness 
and accountability in higher education (Chatman, 2007; 
Douglass, Thomson, & Zhao, 2012; Erisman, 2009). The 
onus is now on institutions to articulate the effective educa-
tional practices they use to promote student success that can 
be attributed to the quality of the learning environment 
(Astin, 2005; Keeling, Wall, Underhile, & Dungy, 2008; 
Kuh, 2009; Porter, 2006; Tinto, 2010). Consequently, the 
demand for information about student learning in higher 
education, and about the additional value that institutions 
provide to the learning process, has increased significantly 
(Banta, 2006; Canadian Council on Learning, 2009; Gibbs, 
2010; Liu, 2011; Woodhouse, 2012).

Although direct measures of student learning, such as 
examinations or rubrics to measure student competency 

levels, are the preferred approach used to assess student 
learning (Banta, 2007), indirect measures, such as student 
surveys of perceptions of learning outcomes, are a common 
approach used by institutional effectiveness researchers in 
Canada and internationally to solicit feedback from students. 
Surveys are a popular approach in higher education because 
they can include questions regarding student perceptions of 
their learning outcomes, together with questions regarding 
their perceptions about how well university practices con-
tribute to learning (Barr & Tagg, 1995; Chatman, 2007; 
Pike, 2011). The National Survey of Student Engagement 
(NSSE; Kuh, 2009) is a recognized example of a survey 
measure that is used to examine student engagement in 
learning and how the institution allocates its resources and 
organizes the curriculum to support student learning. 
Students in their 1st and 4th year (e.g., senior students) of 
their postsecondary studies are invited to participate in the 
NSSE. Institutions can choose to provide a random selection 
of 1st- and 4th-year students to include in the sample or 
invite all 1st- and 4th-year students to participate using a 
census approach.

Determining Program-Level Effectiveness

In Canada, information regarding student learning out-
comes at the program level has been particularly pertinent in 
fulfilling program accreditation requirements and informing 
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academic program reviews. Most commonly, students’ feed-
back about their learning and their learning environment is 
often collected using surveys during their 1st and 4th years 
of postsecondary studies (NSSE, 2011a). The information 
collected from these surveys is used to inform how well stu-
dents are transitioning in their 1st-year studies and then what 
they have learned as a result of being at the institution for 4 
years as graduating students (Organisation for Economic 
Co-operation and Development [OECD], 2013). As part of 
the standards in the accreditation and academic review pro-
cesses, there has been a recent emphasis on reporting student 
learning outcomes that can be attributed to the quality of the 
program (Ewell, 2008).

Aggregate composite ratings based on student survey 
results are commonly used in Canada and the United States 
to compare effective educational practices across major 
fields of study, such as psychology, mathematics, and sociol-
ogy, within a university and between the same majors across 
universities (Chatman, 2009; Nelson Laird, Shoup & Kuh, 
2005). Results from these surveys are used to inform high-
stakes decisions in determining program effectiveness, indi-
cating areas for improvement, and are provided in support of 
program accreditation. Accurate interpretation of results 
from these surveys is important to inform effective educa-
tional practices and high-stakes decisions. Of particular con-
cern is that although the outcome data are collected from 
students, results are typically interpreted at the program or 
university level. Given the nested nature of data from insti-
tutional surveys—student, program, faculty, and institution 
levels—results can be best examined from a multilevel per-
spective that takes into account the issue of heterogeneity 
across programs and institutions in interpreting results (Liu, 
2011; Porter, 2005).

Study Purpose

This article aims to contribute to the national and interna-
tional discussions about the complexity in measuring stu-
dent general learning outcomes in higher education, 
specifically with respect to using aggregate survey results as 
program-level outcomes. The proponents of these surveys 
and other similar surveys argue that the results are appropri-
ate for diagnostic purposes to inform educational improve-
ment efforts within universities by comparing survey results 
across program majors within and among institutions 
(NSSE, 2011b). When the intent is to interpret aggregated 
survey results rather than the individual student responses, 
multilevel validity evidence is required to support interpre-
tations made from the higher level of analysis. If there is too 
much heterogeneity across the levels of analysis, perhaps 
due to diversity in student responses, diversity in size of the 
programs, or instructional approaches, the within-level 
structure may be distorted and interpretations at the higher 
level of aggregation may be more problematic to interpret, 

which may not allow for meaningful conclusions to be 
derived from the data. In such instances, interpretations of 
program-level decisions across university programs may not 
be appropriate or meaningful (Hubley & Zumbo, 2011; 
Zumbo & Forer, 2011; Zumbo, Liu, Wu, Forer & Shear, 
2010). Despite the recurrent use of these surveys, research-
ers have neglected to examine the appropriateness of aggre-
gation. The issues of heterogeneity and aggregation are 
important for understanding how to summarize and apply 
student survey results that are suitable for informing pro-
gram-level decision making, accountability, and improve-
ment efforts.

Measuring Student General Learning Outcomes

Learning outcomes in higher education are indicators of 
what a student is expected to know, understand, and demon-
strate at the end of a period of learning (Adam, 2008; OECD, 
2013). Until recently, institutions relied on traditional ideals 
of quality, characterized by resource- and reputation-out-
come indicators, such as student-to-faculty ratios and labor 
market outcomes. These types of indicators have resulted in 
limited information about institutional accountability for 
student learning (Brint & Cantwell, 2011; Ewell, 2008; 
Skolnik, 2010). This gap in our understanding has resulted 
from the use of traditional approaches to measuring quality 
in higher education, which has disregarded the influence of 
the educational context on student performance and instead 
focused on the impact of student performance on the institu-
tion’s reputation.

Although we want students to learn discipline-specific 
skills, a recent trend has been to measure general learning 
outcomes at the program or institutional level as a measure 
of institutional effectiveness (Penn, 2011). General learning 
outcomes in higher education typically refers to the knowl-
edge and skills graduates need to prepare them for the work-
place and society, such as critical thinking, writing, and 
problem solving, that are not discipline specific but are skills 
that can be applied across the disciplines (Spelling 
Commission on the Future of Higher Education, 2006). 
Measuring learning in higher education, and determining 
whether students are actually meeting the stated learning 
outcomes, is a complex process because there is currently 
little consensus on how to measure student general learning 
across programs and institutions (Penn, 2011; Porter, 2012).

Conclusions drawn from aggregate student responses to 
NSSE items were originally expected to provide information 
about university quality on a national basis and to compare 
results across institutions; however, the most common institu-
tional use for these surveys has been to provide program-level 
information regarding student learning outcomes for accredi-
tation and academic program reviews (NSSE, 2011b). The 
NSSE staff members encourage institutions to use their Major 
Field Report, which provides aggregate survey results by 
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program major to examine educational patterns across pro-
gram majors within the university and among equivalent pro-
gram majors across comparable universities (NSSE, 2011b).

Levels of Analysis and Interpretation

A primary concern for assessing the quality of higher 
education from aggregate student-level outcomes is deter-
mining whether ratings and perceptions collected from indi-
vidual students reflect attributes at the higher level of 
aggregation so that interpretations made at this level are 
meaningful (Griffith, 2002). Borden and Young (2008) 
emphasized the lack of research available in higher educa-
tion regarding the claims institutions make on the value they 
add to student learning outcomes. They argued that evidence 
in support of interpretation at the aggregate level should 
demonstrate that the responses of any one student group 
member should reflect those of other group members. There 
are two potential threats to validity if a construct loses mean-
ing upon aggregation: atomistic fallacy and ecological fal-
lacy (Bobko, 2001; Dansereau, Cho, & Yammarino, 2006; 
Forer & Zumbo, 2011; Zumbo & Forer, 2011). An atomistic 
fallacy refers to inappropriate conclusions made about 
groups based on individual-level results, whereas an eco-
logical fallacy refers to inappropriate inferences made about 
individuals based on group-level results (Kim, 2005). If the 
meaning at the program level is not consistent with the 
meaning at the student level, then drawing conclusions 
based on program-level results could lead to making an 
atomistic fallacy.

D’Haenens, Van Damme, and Onghena (2008) argued 
that when the researcher does not consider that student per-
ceptions are likely to be dependent on the program they 
belong to, results can lead to overestimated interitem corre-
lations, or covariances, and biased results. They also 
acknowledged that some researchers have found that distinct 
latent factors (e.g., the suggested scales that emerge from the 
data) differ across the student and group levels. As such, 
researchers have recently proposed that multilevel 
approaches should be used that simultaneously include both 
the student responses and the program-level averages to 
determine how well aggregate student responses can be 
interpreted at the higher level, such as the program major 
level (Muthén & Muthén, 1998–2012). Thus, aggregating 
student survey responses to the program level should not be 
assumed appropriate without first determining if the mean-
ing at the student level has been upheld at the program level 
(Zumbo et al., 2010; Zumbo & Forer, 2011).

Multilevel Validity

In its contemporary use, validity theory is focused on the 
interpretations or conclusions drawn from the assessment 
results rather than the actual assessment scores (Kane, 2006; 

Messick, 1995). The validation process involves first speci-
fying the proposed inferences and assumptions that will be 
made from the assessment findings and then providing 
empirical evidence in support of them (Kane, 2006, 2013; 
Messick, 1995). The Standards for Educational and 
Psychological Testing (American Educational Research 
Association, American Psychological Association, & 
National Council on Measurement in Education, 2014) state 
that validity has to do with an investigation of threats and 
biases that can weaken the meaningfulness of the research. 
Thus, the validation process involves asking questions that 
may threaten the conclusions drawn and inferences made 
from the findings to consider alternate answers and to sup-
port the claims made through the integration of validity evi-
dence, including values and consequences. Kane (2006, 
2013) suggested that the evidence required to justify a pro-
posed interpretation or use of the assessment findings 
depends primarily on the importance of the decisions made 
based on these findings. If an explanation makes modest or 
low-stakes claims, then less evidence would be required 
than an explanation that makes more ambitious claims. It is 
from this modern perspective of the validation process that 
contemporary theorists, such as Zumbo and Forer (2011) 
and Hubley and Zumbo (2011), proposed an extension to 
validity theory to include multilevel validity. They argued 
that empirical evidence is required to support that interpreta-
tions of individual results are still meaningful when aggre-
gated to some higher-level unit or grouping.

Method

Sample

All registered 1st- and 4th-year undergraduate students 
enrolled at two campuses of the University of British 
Columbia (UBC)—Okanagan and Vancouver—were invited 
to participate in the online 2011 version of the NSSE. This 
online survey was available to students for 3 months, from 
February to April 2011. As an incentive to participate, the 
names of students who participated in the surveys were 
entered into a draw for the chance to win one of three travel 
prizes, one at $500 and two at $250. The overall response 
rate in completing this survey was 33%.

Program Major Groupings

One of the questions on the NSSE asked students to write 
in their primary program major and, if applicable, their sec-
ond program major into an open-text field. On the basis of 
student responses to this question, the researchers at the 
Centre for Postsecondary Research, which conducted the 
survey for UBC, created 85 program major categories. 
Table 1 reports the count of respondents at each campus who 
were included in each of these program major categories. 
For example, students at the Vancouver campus who 
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TABLE 1
NSSE Student Respondents by Program Major

1st-year 
students

4th-year 
students

Program major n % n %

Accounting UBCV 25 1.3 27 2.1
Allied health/other medical UBCV 34 1.8 25 2.0
Anthropology UBCO — — 9 0.7
Anthropology UBCV — — 15 1.2
Art, fine and applied UBCO 19 1.0 6 0.5
Art, fine and applied UBCV 33 1.8 22 1.7
Biochemistry or biophysics UBCO 30 1.6 12 0.9
Biochemistry or biophysics UBCV 38 2.1 35 2.7
Biology (general) UBCO 38 2.1 15 1.2
Biology (general) UBCV 92 5.0 53 4.1
Chemical engineering UBCV — — 23 1.8
Chemistry UBCO 14 0.8 7 0.5
Chemistry UBCV 37 2.0 17 1.3
Civil engineering UBCO  9 0.5 17 1.3
Civil engineering UBCV 21 1.1 31 2.4
Computer science UBCO 5 0.3 — —
Computer science UBCV 34 1.8 31 2.4
Economics UBCO 14 0.8 — —
Economics UBCV 31 1.7 30 2.3
Electrical or electronic engineering 

UBCO
— — 8 0.6

Electrical or electronic engineering 
UBCV

— — 39 3.0

English (language and literature) 
UBCO

21 1.1 12 0.9

English (language and literature) 
UBCV

51 2.8 52 4.1

Environmental science UBCO 7 0.4 — —
Environmental science UBCV 15 0.8 — —
Finance UBCV 18 1.0 30 2.3
General/other engineering UBCO 23 1.2 — —
General/other engineering UBCV 163 8.8 55 4.3
Geography UBCO — — 12 0.9
Geography UBCV — — 20 1.6
History UBCO 9 0.5 11 0.9
History UBCV 20 1.1 35 2.7
Kinesiology UBCO 53 2.9 22 1.7
Kinesiology UBCV 55 3.0 40 3.1
Language and literature (except 

English) UBCO
7 0.4 — —

Language and literature (except 
English) UBCV

30 1.6 35 2.7

Management UBCO 30 1.6 18 1.4
Marketing UBCV 27 1.5 25 2.0
Mathematics UBCO 9 0.5 — —
Mathematics UBCV 15 0.8 — —
Mechanical engineering UBCO 12 0.6 11 0.9

1st-year 
students

4th-year 
students

Program major n % n %

Mechanical engineering UBCV 22 1.2 30 2.3
Microbiology or bacteriology 

UBCO
5 0.3 7 0.5

Microbiology or bacteriology 
UBCV

27 1.5 18 1.4

Natural resources and conservation 
UBCV

34 1.8 — —

Nursing UBCO 49 2.6 19 1.5
Nursing UBCV 11 0.6 33 2.6
Other biological science UBCO 10 0.5 — —
Other biological science UBCV 54 2.9 28 2.2
Other business UBCV 49 2.6 — —
Other physical science UBCO 14 0.8 — —
Other physical science UBCV 73 3.9 34 2.7
(pre)Pharmacy UBCO 11 0.6 — —
Pharmacy UBCV 64 3.5 25 2.0
Physics UBCO 6 0.3 — —
Physics UBCV 17 0.9 — —
Political science (govt., intl. 

relations) UBCO
24 1.3 9 0.7

Political science (govt., intl. 
relations) UBCV

94 5.1 80 6.2

Psychology UBCO 49 2.6 40 3.1
Psychology UBCV 91 4.9 107 8.4
Social work UBCO — — 14 1.1
Social work UBCV — — 8 0.6
Sociology UBCO 5 0.3 7 0.5
Sociology UBCV 27 1.5 22 1.7
Undecided UBCO 11 0.6 — —
Undecided UBCV 43 2.3 — —
Zoology UBCO 13 0.7 — —
Zoology UBCV 10 0.5 — —
Total 1,852 100.0 1,281 100.0

Note. NSSE = National Survey of Student Engagement; UBCV = Univer-
sity of British Columbia, Vancouver campus; UBCO = University of Brit-
ish Columbia, Okanagan campus.

(continued)

TABLE 1  
(Continued)

identified civil engineering as their primary program major 
were grouped as “civil engineering UBCV,” and students at 
the Okanagan campus who also identified their program 
major as civil engineering were grouped as “civil engineer-
ing UBCO.”

Only programs with at least five full-time students 
responding to the NSSE were included in this study. The final 
sample consisted of 1,852 1st-year students grouped into 59 
program majors and 1,281 4th-year students in 49 program 
major groupings. The variables gender, international status, 
and whether a student attended UBC directly from high 
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school (e.g., direct entry status) or transferred to UBC from 
another higher education institution are reported for the 1st- 
and 4th-year samples in Table 2, and these variables are com-
pared to the overall population at each campus.

Measure

The 2011 version of the NSSE was a voluntary 87-item 
online survey that purports to measure undergraduate stu-
dent behaviors, attitudes, and perceptions of institutional 
practices intended to correlate with student learning (Kuh, 
2009). It was first piloted in 1999 by the Center for 
Postsecondary Research at the Indiana University School of 
Education, and it is typically administered to students 
enrolled in the 1st and 4th years of their postsecondary stud-
ies. The NSSE was originally recognized for producing five 
benchmarks of effective educational practices, but some 
users of this information found institutional-level results too 
general to act upon within a university (NSSE, 2000).

As an alternative to the five benchmarks, Pike (2006b) 
developed 12 scalelets comprising 49 NSSE items and 
examined the dependability of group means for assessing 
student engagement at the university, college, and program 
levels. Scalelets are composite scores that are created by 
combining multiple NSSE survey items into a single score 
based on students’ responses to those survey items. Pike’s 
scalelets measured deep approaches to learning, satisfaction, 
gains in general learning, in-class activities, and aspects of 
the campus environment. Pike (2006a, 2006b) developed 
these scalelets to respond to the need to have survey data that 
were more specific at the department level rather than at the 
university level. On the basis of his findings, he argued that 
the NSSE scalelets produced dependable group means and 
provided richer detail than the NSSE benchmarks, which he 
believed would lead to information for improvement at the 

program level (Pike, 2006a). The SPSS syntax for determin-
ing these scalelets can be found at http://nsse.indiana.edu/
html/creating_scales_scalelets_original.cfm, which was 
made available for institutional researchers using NSSE data 
to examine the effectiveness of program outcomes.

NSSE Scalelets

Using the SPSS syntax developed by Pike (2006a), 15 
questions from the 2011 NSSE were used to create five 
scalelets for the 1st-year sample and five scalelets for the 
4th-year sample: general learning outcomes (four items), 
overall satisfaction (two items), emphasis on diversity (three 
items), support for student success (three items), and inter-
personal environment (three items) (see Appendix A). 
Scalelets for each student respondent were created by first 
transforming all related items to a common scale ranging 
from 0 to 100 and then summing the transformed ratings 
across the selected items using an unweighted approach, 
which means that each survey item used contributed equally 
in creating the overall scalelet (Comrey & Lee, 1992). These 
five scalelets were selected in this study to examine how 
well aggregate ratings of students’ perceived general learn-
ing and their perceptions of their learning environment could 
be used to report on program-level outcomes.

Analytic Procedures

The purpose of this study was to determine the appropri-
ateness of aggregating survey data obtained from individual 
students to assess program-level characteristics. To do this, a 
multistep analytic process was followed (Figure 1), which 
included principal components analysis (PCA), two-level 
exploratory multilevel factor analysis (MFA), and three sta-
tistical approaches to determine the appropriateness of 
aggregation: ANOVA, the within and between analysis 
(WABA), and the unconditional multilevel model. Each of 
these procedures was applied to the 1st- and 4th-year study 
samples separately.

PCA. Prior to creating each scalelet, the selected NSSE 
items were tested to determine if they could be appropriately 
combined based on student responses (Tabachnick & Fidell, 
2001). A PCA was conducted, separately for the 1st- and 
4th-year study samples, using student survey responses to 
determine which linear components exist within the student 
responses and how the NSSE items contribute to creating the 
five scalelets (Hair, Anderson, Tatham, & Black, 1998).

Exploratory two-level MFA. A limitation of the PCA 
approach is that it does not take into consideration the multi-
level structure of the data, which is important when the 
intent is to interpret student responses as program-level out-
comes (Van de Vijver & Poortinga, 2002). As such, an MFA 

TABLE 2
NSSE Final Study Sample Demographics

1st-year students 4th-year students

Variable Sample Population Sample Population

Vancouver campus  
 n 1,355 5,874 1,025 4,346
 % Female 63.6 53.9 60.3 52.5
 % International 19.6 14.9  7.6 9.4
 % Direct entry 94.1 93.2 65.8 60.7
Okanagan campus  
 n 497 1,934 256 1,028
 % Female 65.8 53.1 65.2 58.4
 % International 10.3 9.8  3.9 3.9
 % Direct entry 92.8 90.9 54.3 51.6

Note. NSSE = National Survey of Student Engagement.

http://nsse.indiana.edu/html/creating_scales_scalelets_original.cfm
http://nsse.indiana.edu/html/creating_scales_scalelets_original.cfm


6

was also used in this study, which simultaneously includes 
both the student responses and the program-level averages to 
determine how well the items contribute to creating the 
scalelets that can be interpreted at the program level (Muthén 
& Muthén, 1998–2012). The between-program group and 
pooled-within-program group correlation and covariation 
matrices were calculated, where the pooled-within-program 
group matrix was based on the individual student deviations 
from the corresponding program mean (e.g., the mean for 
psychology UBCV), and the between-program group matrix 
is based on the program-group deviations from the grand 
mean (e.g., university mean). The two-level MFAs were 
conducted separately for the 1st- and 4th-year samples using 
Mplus Version 7.2 for categorical data (Muthén & Muthén, 
1998–2012). The estimation procedure used was weighted 
least squares estimation with missing data because of its 
appropriateness for use with ordinal data to determine the 

scalelets (Brown, 2006). The results of the MFAs were 
examined using the criteria described by Hu and Bentler 
(1998), where the acceptable values for the root mean square 
error of approximation (RMSEA) value and the standard-
ized root mean square residual (SRMR) within and between 
values were less than or equal to 0.08, and the acceptable 
values for the comparative fit index (CFI) and the Tucker-
Lewis index (TLI) were larger than or equal to 0.95.

ANOVA. The first procedure used in this study to examine 
the appropriateness of aggregation was the three-step 
ANOVA approach. This approach was conducted to exam-
ine variability across program majors.

1. Nonindependence. The program major groupings 
were identified as the independent variable, and the 
ratings or scalelets used in this study—perceived 

FIGURE 1. Overview of analytical procedures used in this study.
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general learning, overall satisfaction, emphasis on 
diversity, support for student success, and interper-
sonal environment—were the dependent variables 
(Griffith, 2002). If program major membership is 
related to the dependent variables, such as perceived 
general learning, then program means should differ, 
which leads to nonindependence and can be deter-
mined by reviewing the intraclass correlation (ICC)
(1) values. Using Equation (1) (in Appendix B), the 
ICC(1) values were calculated to indicate the propor-
tion of variance in the dependent variable that is 
explained by program major membership (Bliese, 
2000). This study applied the criteria suggested by 
Griffith (2002) of an ICC(1) value greater than 0.12 
to determine if variance in the dependent variable is 
related to program membership. As the program 
major groupings used in this study for all samples 
were quite unbalanced in numbers, the harmonic 
mean was used rather than the arithmetic mean. By 
using the harmonic mean, less weight was given to 
programs with extremely large numbers to provide a 
more appropriate calculation of the average for pro-
gram groups in this study.

2. Reliability of program means. The second step in the 
ANOVA approach is to determine if responses made 
by students within programs correspond to each 
other. The program means of perceived general 
learning may differ, yet students within each pro-
gram may give very different responses. Bliese 
(2000) suggested that reliability of program means 
could be assessed by the ICC(2) values: If they are 
high, then a single rating from an individual student 
would be a reliable estimate of the program mean, 
but if they are low, then multiple student ratings 
would be necessary to provide reliable estimates of 
the program mean. Griffith (2002) suggested the use 
of an ICC(2) value greater than 0.83 to determine 
acceptable reliability estimates for group means 
(Equation [2]; Appendix B) (Griffith, 2002; Lüdtke, 
Robitzsch, Trautwein, & Kunter, 2009).

3. Within-program agreement. As Griffith (2002) notes, 
just because the reliability of program means is high, 
it does not necessarily mean that there are high levels 
of agreement among students within the program. 
Within-program agreement is determined by calculat-
ing the rwg statistic because although individual stu-
dent ratings within a program major might correspond 
to each other, thereby resulting in high reliability esti-
mates, the students may not be in agreement (Griffith, 
2002). Griffith provided an example of an individual 
responding using ratings of 1, 2, and 3 on a 5-point 
scale, whereas another individual in the same group 
responded using 3, 4, and 5. This response scenario 
would result in high reliability because the student 

ratings would be proportionately consistent, but the 
within-program agreement would be low because the 
response of a 3 from the first individual corresponds 
to a 5 from the second individual. Griffith suggested 
that researchers use the rwg statistic, calculated using 
Equations (3a) and (3b) (Appendix B), to determine 
the extent to which group members give the same rat-
ings or responses. LeBreton and Senter (2008) sug-
gested the use of an rwg value greater than 0.70 to 
determine acceptable values for within-program 
agreement levels; however, if decisions made based 
on these responses were considered high stakes, then 
a much higher value, likely greater than 0.90, would 
be required.

WABA. The second approach used to examine the appropri-
ateness of aggregation to the program level was the WABA 
approach. In contrast to the ANOVA approach, the WABA 
approach simultaneously models the student and program 
levels by taking the multilevel structure of the data into 
account. The WABA approach provides additional informa-
tion to the ANOVA approach on whether there is a more suit-
able level of aggregation beyond the student level but not 
quite at the program level (Dansereau et al., 2006). There are 
four levels of inferences that can be drawn from the WABA 
approach: wholes, parts, equivocal, and null.

1. Wholes. When the inference drawn is “wholes,” it 
means that the results can be aggregated to the pro-
gram level because the students within the program 
are homogeneous in their responses.

2. Parts. If the inference indicates a “parts” level, then 
some level of aggregation may be appropriate but not 
quite at the level of the program. A parts inference 
could mean that there is some level of interdepen-
dency among students within program majors but 
that there are still too many differences among stu-
dents within the program to support aggregation at 
the highest, wholes level.

3. Equivocal. In contrast, if the inference drawn is at 
the level of “equivocal,” then it implies that aggrega-
tion beyond the student responses is not valid and the 
researcher should use only disaggregated results.

4. Null. Also, if the inference result is “null,” then the 
within-program variation is in error, and again, any 
level of aggregation is not supported.

Table 3 describes the criteria established by Dansereau 
and Yammarino (2000), and adapted by Griffith (2002, p. 
121), that were used for this study when determining the 
appropriate levels of inference using the WABA approach. 
In the first column are the four possible inferences: wholes, 
parts, equivocal, and null. The next three columns presented 
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in Table 3 provide the information on how these levels of 
inferences can be determined from the data.

The criteria detailed in Table 4 (Griffith, 2002, p. 122) 
were used to interpret the results for the WABA aggregation 
analysis. Table 4 includes two sections, where the first col-
umn shows the criteria used to understand the correlations 
between perceived general learning and the learning environ-
ment variables at the program level and at the student level. 
The second section provides the criteria for interpreting the 
decomposition of the correlations between perceived general 
learning and the learning environment ratings into their 
between- and within-program components. Finally, Table 4 
also reports the criteria used to examine the results of the 
third step in the WABA analysis that first compares the cor-
relations between perceived student learning and the learning 
environment variables and then decomposes the between- 
and within-program component correlations. The final step 
in the WABA approach was referred to as “multiple relation-
ship analysis” by O’Connor (2004) because this step extends 
the inferences that were made based on the second step of the 
WABA process by investigating the boundary conditions of 
those Step 2 inferences (described in Table 3).

Unconditional two-level multilevel model. The third and 
final approach used to examine the appropriate level of 
data aggregation and analysis in this study was the uncon-
ditional two-level multilevel model. The unconditional 
multilevel model provides three results that help determine 

the appropriateness of examining the scalelets at the pro-
gram level (Raudenbush & Bryk, 2002): first, the propor-
tion of variance in the dependent variable explained by 
program membership compared to total within-program 
variance; second, the extent to which member responses on 
dependent variables indicate program-level responses; and 
third, the extent to which variation in the dependent vari-
able can distinguish program membership. This model is 
called the “unconditional two-level model” because it 
simultaneously includes the student and program levels 
and includes only one scalelet in the model at a time (Equa-
tions [4] and [5]; Appendix B). Using the notation described 
by Raudenbush and Bryk (2002), the proportion of vari-
ance explained by the unconditional multilevel model was 
calculated using Equation (6) (Appendix B). The restricted 
maximum likelihood estimation procedure was selected 
over the full maximum likelihood approach because it pro-
vides more realistic and larger posterior variances than 
with the full maximum likelihood method, particularly 
when the number of highest grouping units is small, which 
was the case for this study (Bryk & Raudenbush, 1992).

Results

Properties of the NSSE Scalelets Using PCA

The PCA model assumptions require that the variances of 
different samples be homogeneous, a criterion that was met 

TABLE 3
WABA Criteria for Determining Level of Inference for Composite Scalelets

Four possible inferences
Variance comparison 
(between vs. within) Between-group differences Effect size

Wholes Varbn > Varwn F > 1.00 ηbn > 66% and ηwn < 33%
Parts Varbn < Varwn F < 1.00 ηbn < 33% and ηwn > 66%
Equivocal Varbn = Varwn > 0 F = 1.00 33% < ηbn > 66% and ηwn > 66%
Null Varbn = Varwn = 0 F = 0.00

Note. WABA = Within and between analysis; Var = variance; bn = between; wn = within.

TABLE 4
WABA Criteria for Determining Aggregation and the Relationship Between Two Scalelets

Level of inferences
Comparisons of correlations 

between x and y

Decomposition of correlations between x and y

Between component Within component

(ηbn x) (ηbn y) (rbn xy) + (ηwn x) (ηwn y) (rwn xy) = rxy

Wholes rbn xy > rwn xy Between component > Within component
Parts rbn xy < rwn xy Between component < Within component
Equivocal rbn xy = rwn xy > 0 Between component = Within component > 0
Null rbn xy > rwn xy = 0 Between component = Within component = 0

Note. WABA = Within and between analysis; bn = between; wn = within.
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for all the variables included in this analysis. In addition, 
variables should be normally distributed, which was con-
firmed upon examination of the P-P (probability-probabil-
ity) plots that were created for each variable. The results of 
the PCA were examined for each scale regarding the Kaiser-
Meyer-Olkin (K-M-O) measure of sampling adequacy, 
Bartlett’s test of sphericity, anti-image matrices, interpreta-
tion of the factors, number of items included in each factor, 
size of the pattern and structure coefficients, and the percent-
age of variance explained. The acceptable value of the 
K-M-O index was 0.60 and a significant p value for the 
Bartlett’s test of sphericity. The anti-image matrices were 
reviewed to examine the correlations, where the values on 
the diagonal were greater than 0.50, indicating that the item 
contributes well to the scale. A common rule applied in PCA 
and factor analysis for determining the number of acceptable 
factors to retain is Kaiser’s rule of an eigenvalue greater than 
1.00, which was applied in this study.

Table 5 includes the number of students for whom the 
scalelets were calculated as well as the number of items used 
to compose a scalelet, the mean scores, the standard error, 
and standard deviation calculated using IBM SPSS Version 
21. The reliability of each scale was determined using 
Cronbach’s alpha, which ranged from 0.65 to 0.76 for 1st-
year students and from 0.63 to 0.79 for 4th-year students. 
Although 0.70 is typically the minimum acceptable level of 
reliability estimates in educational research (Tavakol & 
Dennick, 2011), reliabilities of 0.60 have been found to be 
acceptable in survey research when the stakes associated 
with the interpretation of results are low and the number of 
items used to create the scale is less than 10 (Loewenthal, 
1996). However, low reliability values indicate high mea-
surement error, which could hamper the correct interpreta-
tion of students’ perceptions. The lowest reliability estimates 
were associated with the emphasis on diversity scalelet for 

both 1st- and 4th-year samples (Table 5). Overall, the results 
of the PCA indicate that on the basis of student responses, 
the NSSE items examined contributed well to their respec-
tive scalelets. The correlations among the scalelet scores are 
included in Table 6. The scalelets interpersonal environment 
and overall satisfaction had the largest correlation values for 
both 1st- and 4th-year students (0.48 and 0.56, respectively), 
whereas the smallest correlation values for each sample 
were found between interpersonal environment and support 
for student success (0.22 and 0.20, respectively).

Properties of the NSSE Scalelets Using MFA

The results of the two-level MFAs corresponded to the 
PCA results and confirmed that the NSSE items contributed 
statistically significantly (p < .05) to their respective scale-
lets at the student level across both year levels. However, 
perceived general learning outcomes for 4th-year students 
was the only scalelet to meet the model requirements for 
aggregation to the program level. The items used to create 
the perceived general learning scalelet for 1st-year students, 
and all of the learning environment scalelets for both year 
levels, did not meet model assumptions (e.g., resulted in 
misspecified models) when using aggregate program-level 
responses (see Appendix C). The results of the ICC values 
and the factor loadings for within programs and between 
programs for the perceived general learning scalelet for the 
4th-year sample are reported in Table 7. For the 4th-year 
sample, the model fit statistics indicated an acceptable fit, 
although the RMSEA value of 0.09 was slightly higher than 
the acceptable criteria of equal to or less than 0.08 (Hu & 
Bentler, 1998). The SRMR within value was 0.03, and the 
SRMR between value was 0.05, both acceptable at values 
less than 0.08. The CFI value was also acceptable at 0.99, as 
was the TLI value of 0.97.

TABLE 5
NSSE PCA Descriptive Statistics for Composite Scalelets by Year Level

Scalelet Items n Mean Standard error Standard deviation Cronbach’s alpha

1st-year students
 Perceived general learning 4 1,844 61.57 .50 21.37 .76
 Overall satisfaction 2 1,841 71.93 .52 22.41 .75
 Emphasis on diversity 3 1,831 53.65 .59 25.44 .65
 Support student success 3 1,850 45.50 .54 23.15 .73
 Interpersonal environment 3 1,850 65.23 .41 17.43 .68
4th-year students
 Perceived general learning 4 1,176 67.87 .64 21.95 .79
 Overall satisfaction 2 1,175 69.30 .69 23.75 .78
 Emphasis on diversity 3 1,233 54.14 .70 24.66 .63
 Support student success 3 1,194 37.42 .65 22.40 .76
 Interpersonal environment 3 1,209 64.05 .54 18.84 .70

Note. NSSE = National Survey of Student Engagement; PCA = principal components analysis.



10

The ICC values reported in Table 7 were low across 
most of the items used to describe the perceived general 
learning scalelet, which indicates that item results about 
general learning outcomes did not vary strongly based on 
program membership for the 4th-year sample. The ICC 
value for the item, writing clearly and effectively, did yield 
the highest ICC value across all items, 0.13, which sug-
gests that about 13% of the variance in student responses 
could be attributed to program membership on this item for 
the 4th-year sample. Also, all items contributed well to the 
overall scalelet based on the within-program factor load-
ings and for items on the between-program factor loadings 
(p < .05). When examining the 4th-year MFA results for the 
perceived general learning scalelet, we found some varia-
tion with the order of the factor loadings between the stu-
dent and program levels, based on their magnitude. Only 
the item writing clearly and effectively had the largest fac-
tor loadings at both the student and program levels (0.898 
and 0.961, respectively). The item acquiring a broad gen-
eral education contributed more at the program level 
(0.854) than it did at the student level (0.565).

Aggregation Statistics

Table 8 displays the results of the ANOVA that examined 
variability across program major groups. As shown, all F 
values were statistically significant at the p < .05 level for all 
scalelets except support for student success in the 4th-year 
sample, indicating variability across the groups. Using 
Equation (1) (Appendix B), the ICC(1) values were calcu-
lated for each of the five NSSE study scalelets to examine 
nonindependence. The ICC(1) values in Table 8 show that 
program-level variances were relatively small, ranging from 
0.00 to 0.10 across year levels, which were much lower than 
the criterion described in the Method section of a value 
greater than or equal to 0.12 (Griffith, 2002). The perceived 
general learning scalelet showed the largest variation for the 
4th-year sample, with an ICC(1) value of 0.10. These values 
indicate that about 10% of variation among 4th-year student 
perceptions about their general learning outcomes could be 
attributed to the program. Emphasis on diversity and inter-
personal environment scalelets also showed relatively large 
variation among 4th-year students, with ICC(1) values of 
0.06 and 0.07, respectively. The ICC(1) values for the 

TABLE 6
Correlations Among Scalelets

Scalelet Perceived general learning Overall satisfaction Emphasis on diversity Support for student success

1st-year students  
 Perceived general learning  
 Overall satisfaction .408***  
 Emphasis on diversity .319*** .328***  
 Support for student success .416*** .403*** .348***  
 Interpersonal environment .346*** .484*** .22*** .395***
4th-year students  
 Perceived general learning  
 Overall satisfaction .478***  
 Emphasis on diversity .292*** .254***  
 Support for student success .385*** .454*** .309***  
 Interpersonal environment .383*** .558*** .204*** .423***

***p < .001.

TABLE 7
NSSE MFA Results for Perceived General Learning for 4th-Year Students

Factor loading

Survey item ICC value Within levels Between levels

Acquiring a broad general education .073 .565* .854*
Writing clearly and effectively .130 .898* .961*
Speaking clearly and effectively .064 .797* .727*
Thinking critically and analytically .037 .754* .870*

Note. NSSE = National Survey of Student Engagement; MFA = multilevel factor analysis; ICC = intraclass correlation.
*p < .05.
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remaining variables were quite low, indicating that student 
responses did not vary as a result of program membership.

Using Equation (2) (Appendix B), the reliability esti-
mates, or ICC(2) values, were calculated for 1st-year stu-
dents, and the results ranged from 0.29 to 0.44, and for 
4th-year students, they ranged from 0.02 to 0.67. These 
ICC(2) values are very low, especially when compared 
against Griffith’s (2002) acceptable criterion value of greater 
or equal to 0.83. Essentially, these results indicate that the 
average program ratings on all five of the scalelets, across 
both year levels, did not provide reliable estimates of pro-
gram major means. The highest ICC(2) value reported was 
for perceived general learning for both 1st- and 4th-year stu-
dents (0.44 and 0.67, respectively). The lowest ICC(2) value 
reported for 1st-year and 4th-year students was support for 
student success: 0.29 and 0.02, respectively. Also shown in 
Table 8 are the results of the within-program agreement sta-
tistic, rwg. This statistic was calculated for each of the pro-
gram majors separately, then averaged across all programs 
in the study (i.e., university) for each scalelet and for 1st- 
and 4th-year students (Castro, 2002). These university aver-
ages ranged from 0.26 to 0.65 for 1st-year students and from 
0.31 to 0.61 for 4th-year students. These values indicate that 
there were low levels of agreement among students grouped 
in NSSE program major groupings across both year levels.

Results from the first step in the WABA approach are pre-
sented in Table 9. The first value in the second column of the 
table is the between-program variance, which is compared to 
the second value, which is the within-program variance. As 
shown, the between-program variances were larger than the 
within-program variances for all variables across both year 
levels, which indicates that the first step of the WABA 
approach seems to support aggregation to the program major 

level. The third column in the table provides the F values, 
and the fourth column provides the p values, which provide 
information regarding the statistical appropriateness of 
aggregation. The F values were larger than the value of 1.00 
and had statistically significant p values (p < .05), which 
implies that there is empirical evidence to support the statis-
tical appropriateness of aggregation to the program level, 
with the exception of supporting student success for the 4th-
year sample. The final two columns in Table 9 provide infor-
mation regarding the effect size (eta-squared) statistic, which 
represents the practical significance of aggregating to a par-
ticular level of inference. Tests of statistical significance 
incorporate sample sizes, whereas the tests of practical sig-
nificance are geometrically based and are not influenced by 
sample sizes (Castro, 2002). Based on the effect size results, 
a parts relationship was practically supported for all study 
variables across both year levels. These results suggest that 
subgroup populations may be responding similarly, but there 
was too much variation within the program major grouping 
to practically support aggregation to that level.

Correlations between perceived general learning out-
comes and each of the learning environment variables were 
calculated at the program level and the student level for 1st- 
and 4th-year students. Each of these program- and student-
level correlations was compared against each other for each 
of the study variables to determine the level of inference that 
could be made from these NSSE data. Table 10 reports the 
results of the bivariate correlations for both 1st- and 4th-year 
students. For 1st-year students, the correlations among per-
ceived general learning outcomes and the learning environ-
ment variables were related to the program groupings, or 
wholes, because the bivariate correlations based on program-
level data were greater than the correlations based on 

TABLE 8
NSSE ANOVA Approach to Test Aggregation by Program Major

Aggregation statistic

 ICC(1) ICC(2) rwg

Scalelet F value p value >.12 >.83 >.70

1st-year students
 Perceived general learning 1.80 .000 .04 .44 .45
 Overall satisfaction 1.63 .002 .04 .39 .44
 Emphasis on diversity 1.52 .007 .03 .34 .26
 Support for student success 1.42 .022 .02 .29 .39
 Interpersonal environment 1.43 .020 .02 .30 .65
4th-year students
 Perceived general learning 2.99 .000 .10 .67 .48
 Overall satisfaction 1.44 .027 .03 .31 .38
 Emphasis on diversity 2.02 .000 .06 .50 .31
 Support for student success 1.02 .430 .00 .02 .41
 Interpersonal environment 2.12 .000 .07 .55 .61

Note. NSSE = National Survey of Student Engagement.
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student-level data. The results for 4th-year students indicated 
that only the emphasis on diversity scalelet could be inter-
preted at the program level. The student-level correlations for 
the 4th-year students were larger than the program-level cor-
relations; thus the remaining variables should be interpreted 
from a lower-level grouping within the program major.

When the correlations of student perceived general learn-
ing outcomes and program-level variables were decomposed 
into their between- and within-program components (Table 
11), the results indicated that these relationships should more 
appropriately be studied as subgroups within programs, or 
the parts effect, rather than with wholes across both year lev-
els (Dansereau et al., 2006). As shown in Table 11, the results 

indicated that the between-program component correlations 
were quite small, whereas the within-program component 
correlations were much larger, and statistically significant, 
for all study variables across both year levels.

Table 12 displays the results of the unconditional multi-
level analyses for 1st- and 4th-year students, which was con-
ducted using HLM Version 7.0 software (Raudenbush, Bryk, 
& Congdon, 2004). At the program level, the reliability of 
program means is influenced by the number of students sam-
pled per program and the level of student agreement within 
programs (Raudenbush & Bryk, 2002). The proportion of 
variance explained was calculated using Equation (6) 
(Appendix B). The proportions of variance explained were 

TABLE 9
NSSE WABA Approach to Test Levels of Inference by Program Major

Scalelet
Variance comparison 
(between vs. within) F value p value Effect sizes

1st-year students
 Perceived general learning 800.55 > 445.51 1.80 .000 0.232 < 33% 0.772 > 66%
 Overall satisfaction 803.87 > 492.24 1.63 .002 0.232 < 33% 0.772 > 66%
 Emphasis on diversity 969.92 > 636.83 1.52 .007 0.222 < 33% 0.782 > 66%
 Supporting student success 749.37 > 528.97 1.42 .022 0.212 < 33% 0.792 > 66%
 Interpersonal environment 427.51 > 299.62 1.43 .020 0.212 < 33% 0.792 > 66%
4th-year students
 Perceived general learning 1331.97 > 445.52 2.99 .000 0.332 = 33% 0.672 > 66%
 Overall satisfaction 799.62 > 554.17 1.44 .027 0.242 < 33% 0.762 > 66%
 Emphasis on diversity 1179.20 > 585.13 2.02 .000 0.282 < 33% 0.722 > 66%
 Supporting student success 513.24 > 501.47 1.02 .430 0.212 < 33% 0.792 > 66%
 Interpersonal environment 749.75 > 338.53 2.21 .000 0.292 < 33% 0.712 > 66%

Note. NSSE = National Survey of Student Engagement; WABA = within and between analysis.

TABLE 10
NSSE WABA Comparisons of Bivariate Correlations

Correlation between scalelets

 Perceived general learning

Scalelet Comparison of correlations Z test Level of inference

1st-year students
 Overall satisfaction .66** > .41** 11.52*** Wholes
 Emphasis on diversity .42** > .32** 3.74*** Wholes
 Support for student success .49** > .42** 2.85** Wholes
 Interpersonal environment .51** > .34** 6.76*** Wholes
4th-year students
 Overall satisfaction .23*** < .47*** −6.57*** Parts
 Emphasis on diversity .57** > .28** 8.96*** Wholes
 Support for student success −.01 < .38** −10.18*** Parts
 Interpersonal environment −.11 < .38** −12.42*** Parts

Note. NSSE = National Survey of Student Engagement; WABA = within and between analysis.
**p < .01. ***p < .001.
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quite low for the 1st-year students, which implied that for 
the program groupings in this sample, there was likely more 
variability within program majors than among program 
majors on the outcome variables. These results were sup-
ported by reliability estimates for each of these variables, 
ranging from 0.26 to 0.37, which indicates that program 
means were not reliable. The 4th-year student results also 
did not support aggregation at the program major level. 
These results imply that the program major means were not 
reliable because there were too many within-program differ-
ences among student responses to the NSSE study items. 
Student perceptions of general learning outcomes for 4th-
year students seemed to be the only variable to have a reli-
ability estimate large enough, 0.64, to be considered 
appropriate for aggregation (Loewenthal, 1996). About 6% 
of the variability among student perceptions for perceived 
general learning outcomes was explained by program mem-
bership, which suggests that the remaining 94% could be 
attributed to differences between students within program 
majors, and a term that includes error variance.

Discussion

Group-level analyses are common in educational research 
(D’Haenens et al., 2008; Porter, 2011) and are of importance 
to institutional effectiveness research that focuses on the 
interactions among groups as well as the interaction between 
the student and program majors, yet the appropriate level of 
aggregation based on student responses requires empirical 
and substantive support. Many group-level analyses regard-
ing program of study have neglected to examine the appro-
priateness of aggregation prior to drawing their conclusions. 

The overall results of this study showed that different inter-
pretations could be drawn regarding the reliability and accu-
racy of a scalelet when examining it from a multilevel 
perspective compared to a single-level perspective. Thus, 
decisions made based on program averages, calculated from 
aggregating student survey responses, may be misleading 
and lead to erroneous judgments regarding program effec-
tiveness. The findings from this study were consistent with 
the research of D’Haenens et al. (2008), who also found dif-
ferent outcomes in their study when constructing school pro-
cess variables based on teacher perceptions by using a 
multilevel approach compared with a single-level approach. 
Of particular concern is that many researchers examining 
group-level interactions fail to examine the multilevel struc-
ture of their data prior to creating composite ratings and 
interpreting program-level results.

The lack of multilevel validity evidence for these study 
scalelets might be related to the wording of the NSSE survey 
items. The scalelets for perceived general learning outcomes, 
overall satisfaction, and interpersonal environment tended to 
perform somewhat better at the program level than the scale-
lets for emphasis on diversity and support for student suc-
cess. This could be related to the use of a referent-direct 
consensus approach, whereby students were asked to refer to 
their own experiences when responding, compared with a 
referent-shift approach, whereby students were asked to 
refer to students in general, or to the university, when 
responding rather than their own personal experiences. 
There was one item on the emphasis-on-diversity scalelet 
that was about the university rather than the individual stu-
dent, and all questions related to support for student success 
were related to the university. The findings in this study 
might suggest that items intended to be aggregated to the 
program level should be worded using a referent-direct 
approach. Klein et al. (2001) also highlighted the importance 
of item wording in their study of employee perceptions of 
the work environment; however, their findings differed from 
this study, and they reported that items using the referent-
shift approach increased between-group variability as well 
as within-group agreement in their study. They concluded 
that item wording using a referent-shift approach might 
yield greater support for group-level aggregation. Further 
research regarding the wording of survey items would need 
to be conducted to determine which approach would be best 
for program-level grouping within a university setting.

Limitations of the Study

A limitation of this study was related to the sample size 
requirements to conduct the multilevel models: the WABA 
and the unconditional multilevel model. Multilevel proce-
dures are based on the assumption that there are many 
higher-level units in the analysis. Sample sizes of 30 units 
with 30 individuals work with acceptable loss of information 
in a multilevel model (Kreft & De Leeuw, 1998), and 

TABLE 11
NSSE WABA Decomposition of Correlations

Decomposition of 
correlations between 

x and y

Perceived general learning (y)
Between 

component
Within 

component

1st-year students
 Overall satisfaction (x1) .02 .39***
 Emphasis on diversity (x2) .01 .31***
 Support for student success (x3) .01 .40***
 Interpersonal environment (x4) .01 .33***
4th-year students
 Overall satisfaction (x1) .01 .44***
 Emphasis on diversity (x2) .04 .26***
 Support for student success (x3) .00 .36***
 Interpersonal environment (x4) −.01 .35***

Note. NSSE = National Survey of Student Engagement; WABA = within 
and between analysis.
***p < .001.
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practically, 20 units are considered acceptable (Centre for 
Multilevel Modelling, 2011). The sample sizes used in this 
study included 59 1st-year and 49 4th-year programs, each 
with a minimum of 5 students per program. The results of 
the multilevel analyses indicated that the program means for 
these samples were not highly reliable, which could be due 
to the small within-program sample sizes. The program 
means might have been more reliable, and results regarding 
the influence of program majors could have differed if more 
program-level units, and more students included within pro-
grams, were included in the analyses.

The summed score approach was used in this study because 
it was suggested by Pike (2006b) as the most commonly used 
approach by researchers examining NSSE results, which is 
because it can be easily replicated by the institutional users of 
the NSSE (Pike, 2006b). In addition, the summed approach is 
useful because it maintains the variability of the original 
scores and is able to be compared across different samples. 
Yet, this approach could be considered a limitation as it 
assumes that all items contributed similarly to the scalelet; 
however, based on the results from the two-level MFA, items 
did not contribute equally to the scalelet at the student and 
program levels. Another consideration could be to use the 
weighted summed approach, because it considers the variabil-
ity in how items contribute to the overall scalelet, thus provid-
ing more weight to items that contribute more and less weight 
to items that contribute less. When the value of the factor 
loadings is similar across items, the overall results will not 
change too much between the unweighted and weighted 
summed approaches, but when the results differ considerably 
across items, the results could differ substantially.

The process for identifying group membership could also 
be considered a limitation of this study. When examining the 
differences among groups, it is best to use a natural grouping 
variable rather than force an unnatural grouping of individu-
als. As previously mentioned, the NSSE survey asked 

students to identify their program major, or intended program 
major, using an open text field. Although this process of col-
lecting program major could be considered a natural group-
ing, based on how the students view their program membership, 
the results of this study for the NSSE example indicated that 
there was still too much variability in responses from all but 
one scalelet for inferences to be drawn at the program level. 
There was too much variability among the program means for 
most of the scalelets regarding the learning environment, 
which might have been due to poor program groupings. 
Although the NSSE staff members encourage institutional 
NSSE users to compare across program majors (NSSE, 
2011b), the results of this study did not support the use of the 
NSSE program major field as a grouping variable for many of 
the scalelets used in this study.

Implications for Institutional Effectiveness Research

Despite these limitations, the results of this study have 
implications for higher educational policy, higher educa-
tional practice, and institutional effectiveness research. 
More specifically, there are four general areas where this 
study contributes to the national and international conversa-
tion on the complexities in measuring general learning out-
comes in higher education. First, even though the most 
common institutional use of these surveys has been for pro-
gram-level analyses, this is the first study to examine the 
multilevel validity of program-level inferences made from 
the NSSE results within a university setting. The research 
examining institutional effectiveness using the NSSE data 
has usually involved multiple institutions analyzed together, 
and findings are reported across universities and colleges 
(Olivas, 2011). Even though a primary purpose of the NSSE 
is for internal institutional use, there have been few attempts 
to validate these models within a single university setting 
(Borden & Young, 2008). Second, this study demonstrated 

TABLE 12
NSSE Unconditional Multilevel Results to Test Aggregation by Program Major

Scalelet Between variance Within variance Reliability Chi-square p value

1st-year students
 Perceived general learning 10.38 444.71 .37 104.52 .001
 Overall satisfaction 11.30 487.22 .36 96.87 .001
 Emphasis on diversity 10.99 638.35 .30 86.93 .008
 Support student success 6.99 529.13 .26 67.17 .001
 Interpersonal environment 5.03 297.11 .30 81.49 .023
4th-year students
 Perceived general learning 44.12 437.23 .64 154.19 .001
 Overall satisfaction 12.07 551.20 .31 69.95 .021
 Emphasis on diversity 26.14 568.56 .47 96.97 .001
 Support student support 6.08 489.81 .21 53.43 .273
 Interpersonal environment 16.40 334.65 .49 105.90 .001

Note. NSSE = National Survey of Student Engagement.
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how inferences made at the program level based on aggre-
gate student survey outcomes are best examined using a 
multilevel perspective. Third, the results of this study reveal 
that the appropriateness of aggregation could be variable 
dependent and related to NSSE item phrasing and item 
design. Thus, the results of this study suggest that further 
research is needed to understand the appropriate item design 
framework to be used when creating survey items for stu-
dents, which will be used to draw conclusions about their 
program. Finally, the results of this study underscore the 
importance of statistical procedures used to examine the 
multilevel validity of program-level inferences and how 
multilevel models provide additional insight that would be 
overlooked with single-level models. Multilevel models that 
can handle smaller group sizes at the higher-level units and 
the within-group population are of considerable importance 
in institutional settings, particularly for institutional effec-
tiveness researchers.

Measuring general learning outcomes is a complex process 
because currently there is little consensus on how to measure 
student general learning across programs and institutions 
(Penn, 2011; Porter, 2012). There are few studies of the quality 
of higher education that make the appropriate linkages of qual-
ity and effectiveness indicators to educational process for the 
differences in educational outcomes between students, pro-
grams, and the learning environment within a single institu-
tion (Borden & Young, 2008). Although the use of more 
direct measures of student learning has been gaining popular-
ity in higher education, the use of surveys (e.g., student course 

evaluations, senior surveys, exit surveys, etc.) is a common 
approach used in Canada and the United States used to solicit 
feedback from students regarding their perceived learning out-
comes and impressions regarding their learning environment. 
The results of this study highlights the significance of examin-
ing the issue of heterogeneity within and across program 
majors prior to drawing conclusions at the program level. Prior 
to interpreting aggregate student results as program-level 
results, the appropriate level of aggregation and interpretation 
requires empirical evidence sufficient for demonstrating multi-
level validity. This study has provided several statistical 
options on how to examine the multilevel validity of aggregate 
student survey responses within a university setting.

Conclusions

Table 13 provides an overall summary of the study find-
ings. According to the results of the PCA, student-level 
responses to the NSSE items used in this study contributed 
statistically significantly to each of the scalelets, and the 
reliability estimates were acceptable. However, results dif-
fered substantively when both student responses and pro-
gram averages were examined simultaneously using a 
two-level MFA approach. Only one scalelet, perceived gen-
eral learning, for 4th-year students was found to be stable at 
both the student and program levels. The results from all 
three of the aggregation procedures indicated that student 
responses on the NSSE scalelets used in this study were 
independent of program membership, that program means 

TABLE 13
Summary of Results From Analytical Procedures

Method of analysis Interpretation of results/inferences

Scalelets (PCA) Items from NSSE, based on student responses, supported creation of all scalelets.
Multilevel factor analysis Perceived general learning scalelet (for 4th-year students only) was stable at the program level. The item 

writing clearly and effectively contributed to perceived general learning more than any other item (for 
4th-year students). The item acquiring a broad general education contributed much more to the program 
level than it did to the student level.

ANOVA Step 1 Mean scalelet scores were independent of program groupings.
ANOVA Step 2 For each scalelet, program group means were not representative of the students in the programs.
ANOVA Step 3 The patterns of ratings across the scalelets differed for students within a given program.
WABA Step 1 Aggregation to the program grouping was statistically supported, except for the supporting-student-

success scalelet for 4th-year students. Overall support for a parts relationship (i.e., aggregation but to a 
lower level than program groups), based on practical significance.

WABA Step 2 1st-year data: The relationships among the learning environment scalelets and the perceived-general-
learning scalelet could be interpreted at the program level.

4th-year data: Only the relationship between the emphasis-on-diversity scalelet and the perceived-general-
learning scalelet could be interpreted at the program level.

WABA Step 3 Parts comparisons of sources of variance was more appropriate than wholes (i.e., aggregation but to a 
lower level than program groups).

Unconditional multilevel 1st-year data: More variability of scalelet ratings within program groups than between program groups, so 
aggregation to the program level was not supported.

4th-year data: Similar to 1st-year findings, but perceived general learning could be aggregated to the 
program level.
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were not reliable, and that there was too much variability 
among students within program groups for the program 
means to be used for comparing against other programs 
within the university. Thus, any program-level decisions 
made based on these scalelets would be inappropriate for 
the samples used in this study. However, the WABA and the 
unconditional multilevel model results suggested that 
another lower-level grouping may be more appropriate than 
the NSSE program major groups for all of the scalelets. 
Further research could examine the levels of disagreement 
among students within program majors to determine the 
amount of within-program variability (Klein, Conn, Smith, 
& Sorra, 2001). Campus location, student age, gender, race, 
culture, educational background, and other characteristics 
could potentially be used to examine the correlates of vari-
ability about the perceptions of program members’ general 
learning outcomes and the learning environment.

Appendix A

NSSE Survey Items Used to Create Scalelets

Perceived general learning outcomes (four items)

How much has your experience at this institution contrib-
uted to your knowledge, skills and personal develop-
ment in the following areas? (Very much, quite a bit, 
some, very little)

|| Acquiring a broad general education
|| Writing clearly and effectively
|| Speaking clearly and effectively
|| Thinking critically and analytically

Overall satisfaction (two items)

•• How would you evaluate your entire educational 
experience at this institution? (Excellent, good, fair, 
poor)

•• If you would start over again, would you go to the 
same institution you are now attending? (Definitely 
yes, probably yes, probably no, definitely no)

Emphasis on diversity (three items)

In your experience at your institution during the current 
school year, about how often have you done each of the 
following? (Very much, quite a bit, some, very little)

|| How often have you had serious conversations 
with students of a different race or ethnicity than 
your own?

|| How often have you had serious conversations 
with students who differ from you in terms of 
their religious beliefs, political opinions, or per-
sonal values?

|| To what extent does your institution emphasize 
encouraging contact among students from different 
economic, social and racial or ethnic backgrounds?

Support for student success (three items)

To what extent does your institution emphasize each of 
the following? (Very much, quite a bit, some, very 
little)

|| Providing the support you need to help you suc-
ceed academically

|| Helping you cope with your nonacademic respon-
sibilities, such as work, family, etc.

|| Providing the support you need to thrive socially

Interpersonal environment (three items)

Mark the box that best represents the quality of your rela-
tionships with people at your institution.

|| Relationships with other students (1 = unfriendly, 
unsupportive, sense of alienation to 7 = friendly, 
supportive, sense of belonging)

|| Relationships with faculty members (1 = unavail-
able, unhelpful, unsympathetic to 7 = available, 
helpful, sympathetic)

|| Relationships with administrative personnel (1 
= unavailable, unhelpful, unsympathetic to 7 = 
available, helpful, considerate, flexible)
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Appendix C

Results of the Multilevel Factor Analysis Misspecified Models

TABLE C1
NSSE MFA Results for Perceived General Learning for 1st-Year Students

Factor loading

Survey Item ICC value Within levels Between levels

Acquiring a broad general education .025 .553* 0.883*
Writing clearly and effectively .035 .843* 1.011*
Speaking clearly and effectively .043 .770* 0.340
Thinking critically and analytically .002 .743* 0.989

Note. Within-levels eigenvalues, 2.6, 0.7, 0.4, 0.3; between-levels eigenvalues, 3.0, 0.9, 0.1, –0.1. Model fit: root mean square error of approximation value 
= 0.082; standardized root mean square residual (SRMR) within value = 0.035; SRMR between value = 0.07, comparative fit index = 0.985; Tucker-Lewis 
index = 0.956; misspecified model. NSSE = National Survey of Student Engagement; MFA = multilevel factor analysis; ICC = intraclass correlation.
*p < .05.

TABLE C2
NSSE MFA Results for Emphasis on Diversity by Year Level

Factor loading

Survey Item ICC value Within levels Between levels

1st-year studentsa

 Different race or ethnicity .014 .844* 1.226*
 Differ from you in religious, political, values .021 .979* 0.771*
 Different economic, social, racial or ethnic 

backgrounds
.008 .229* 0.652

4th-year studentsb

 Different race or ethnicity .057 .894* 0.704*
 Differ from you in religious, political, values .024 .932* 1.043*
 Different economic, social, racial or ethnic 

backgrounds
.019 .191* 0.958*

Note. NSSE = National Survey of Student Engagement; MFA = multilevel factor analysis; ICC = intraclass correlation.
aEigenvalues within levels, 1.9, 0.9, 0.2; between levels, 2.5, 0.5, 0.0; model fit, just-identified model; misspecified model.
bEigenvalues within levels,1.9, 0.9, 0.2; between levels, 2.6, 0.4, 0.0; model fit, just-identified model; misspecified model.
*p < .05.

TABLE C3
NSSE MFA Results for Support Student Success by Year Level

Factor loading

Survey Item ICC value Within levels Between levels

1st-year studentsa

 Cope with nonacademic responsibilities .018 .822* 1.363
 Support to succeed academically .024 .555* 0.228
 Support to thrive socially .003 .862* 0.729
4th-year studentsb

 Cope with non-academic responsibilities .014 .619* −0.248
 Support to succeed academically .011 .884* 0.704
 Support to thrive socially .014 .855* 1.405

Note. NSSE = National Survey of Student Engagement; MFA = multilevel factor analysis; ICC = intraclass correlation.
aEigenvalues within levels, 2.1, 0.6, 0.3; between-level eigenvalues, 2.1, 0.9, 0.0; model fit, just-identified model; misspecified model.
bEigenvalues within levels, 2.2, 0.5, 0.2; eigenvalues between levels, 2.1, 0.9, 0.0; model fit, just-identified model; misspecified model.
*p < .05.
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