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This study is an evaluation of the performance of automated speech scoring for speakers with documented or suspected speech impairments. Given that the use of automated scoring of open-ended spoken responses is relatively nascent and there is little research to date that includes test takers with disabilities, this small exploratory study focuses on one type of scoring technology, automatic speech scoring (the SpeechRaterSM automated scoring engine); one type of assessment, spontaneous spoken English by nonnative adults (six TOEFL iBT® test speaking items per test taker); and one category of disability, speech impairments. The results show discrepancies between human and SpeechRater scores for speakers with documented speech or hearing impairments who receive accommodations and for speakers whose responses were deferred to the scoring leader by human raters because the responses exhibited signs of a speech impairment. SpeechRater scores for these studied groups tended to be higher than the human scores. Based on a smaller subsample, the word error rate was higher for these groups relative to the control group, suggesting that the automatic speech recognition system contributed to the discrepancies between SpeechRater and human scores.
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Technology is increasingly being used to score open-ended items in a variety of assessment contexts. The development and refinement of automated scoring engines offer opportunities to gather operational data from test takers with and without disabilities to evaluate the fairness of automated scoring prior to its use in high-stakes settings. Given that the use of automated scoring of open-ended responses is relatively nascent and there is little published research to date that includes test takers with disabilities, we undertook a small exploratory study focused on automatic speech scoring for rating spoken language assessment responses for test takers with documented or suspected speech impairments.

We evaluated the performance of ETS’s SpeechRaterSM automated scoring engine (Zechner, Higgins, Xi, & Williamson, 2009) for spontaneous (i.e., open-ended) spoken responses from nonnative English speakers when scoring speaking items from the TOEFL iBT® test (Educational Testing Service [ETS], 2017a, 2017b). Our study explored whether an automatic scoring algorithm trained and validated on the general population of test takers is transferrable to speakers who show uncommon speech patterns like those introduced by speech impairments.

Our focal groups are defined as two separate groups. Group 1 comprises test takers who submitted documentation from a qualified evaluator (ETS, 2017a, 2017b) and were deemed by an independent panel of experts to have a speech or hearing impairment and who were eligible to receive the appropriate testing accommodation(s). Group 2 comprises test takers who either did not request or did not receive accommodations for a speech impairment but whose responses were deferred to the scoring leader by human raters because one or more of their responses exhibited signs of a speech impairment. Our control group (Group 3) comprised a sample of test takers who neither received accommodations nor exhibited signs of a speech impairment.

This study addresses the following research questions:

1. Is there a difference in agreement between automatic and human scores for speakers among the three groups at the item and speaker levels?

2. If there is degradation in SpeechRater performance among the groups, is it related to different accuracy of automatic speech recognition among those groups?
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Background

In this report, we follow the approach to evaluating the fairness of automated scoring described by Bridgeman, Trapani, and Attali (2012) and Williamson, Xi, and Breyer (2012). In this approach, evidence for fairness of automated scoring is obtained by comparing the standardized mean differences between machine and human scores for different groups of test takers. It has been previously applied to evaluating the fairness of automated essay scoring by Buzick, Oliveri, Attali, and Flor (2016). They compared the scores from humans and the e-rater® automated scoring engine for essays (Attali & Burstein, 2006) for test takers with learning disabilities and/or attention-deficit hyperactivity disorder and reported that the machine and humans assigned similar scores, even though there were average differences among groups with respect to essay length and spelling errors.

Zechner, Evanini, and Laitusis (2012) explored automatically measuring the oral reading proficiency of middle school students with reading-based learning disabilities. Students read text passages aloud, and the researchers developed an automated speech recognition (ASR) system based on a sample of students with and without reading-based learning disabilities to measure fluency, pronunciation, and reading accuracy. Automated scores were correlated over .9 with human scores for the number of correctly read words per minute and were moderately correlated ($r = .7$) with the percentage of correctly read words per passage. There were no subgroup-specific analyses.

To date, there has been no research into the effect of speech impairments on automated speech scoring. Yet it is highly likely that acoustic properties of impaired speech may affect the performance of different components of the automated scoring engine and ultimately reduce the accuracy of the final score computed by the system.

Automated scoring engines for spoken responses use ASR systems to obtain the transcription of the response, and previous studies have shown that lower ASR accuracy often leads to degradation in performance of the automated scoring engines (Higgins, Chen, Zechner, Evanini, & Yoon, 2011; Tao, Evanini, & Wang, 2014). Automatic recognition of unconstrained nonnative speech for the general population of test takers is a challenging task in itself, and therefore the accuracy of ASR is typically lower for nonnative speakers than for native speakers (Wang, Schulz, & Waibel, 2003). Previous studies in which researchers used a recognizer similar to the one used in this study reported a word error rate (WER) of approximately 30% (Cheng, Chen, & Metallinou, 2015; Mulholland, Lopez, Evanini, Loukina, & Qian, 2016). Notably, this accuracy is comparable to the error rate of naive human transcribers (Evanini, Higgins, & Zechner, 2010; Mulholland et al., 2016). Furthermore, in previous research, speech recognition engines trained on a general population typically performed worse on impaired speech (e.g., Christensen, Cunningham, Fox, Green, & Hain, 2012; Czyzewski, Kaczmarek, & Kostek, 2003; Tolba & El Torgoman, 2009). Christensen et al. (2012) tested different ASR systems on speech from dysarthric speakers and showed that the average WER of the system trained on the general population was approximately 80%. This number could be reduced to 50% by training a new system customized for this population.

Automated scoring engines have evaluated language proficiency using a variety of features, including fluency indicators such as length of pauses or durational patterns (Bernstein, Cheng, Suzuki, Ave, & Alto, 2010; Cucchiarini, Strik, & Boves, 1997; Franco, Neumeyer, Digalakis, & Ronen, 2000; Higgins, Xi, Zechner, & Williamson, 2011). These features have also been identified as distinguishing between pathological and control speech in studies on automatic evaluation of the intelligibility of pathological speech for clinical purposes (e.g., Kim, Kumar, Tsiartas, Li, & Narayanan, 2015; see also, for a review, Middag, Clapham, van Son, & Martens, 2014).

Because in this study the same ASR engine is used for all groups of test takers, we expected lower ASR performance for test takers with speech impairments. Furthermore, the acoustic properties of impaired speech may lead to different distributions of feature values between the control population and the test takers with disabilities and, as a result, affect the accuracy of the scoring engine. Our method tests these hypotheses indirectly by comparing the agreement between human and automated scores and the WER from the ASR engine across groups with and without speech impairments.

Method

TOEFL iBT Speaking Test

The TOEFL iBT is designed to measure the ability of nonnative English speakers to use their listening, reading, speaking, and writing skills together to respond to university-level academic tasks (ETS, n.d.-a). The computer-delivered online assessment includes four separately scored sections—listening, reading, speaking, and writing—but each task requires more than one of these skills. For example, a task in the writing section may require test takers to read, listen, and then
write a response. A total score is also reported. Reported scaled scores for each section range from 0 to 30, and the reported total scaled score ranges from 0 to 120. Total testing time is 4 hours.

The speaking section includes six tasks, and testing time is approximately 20 minutes. Two of the speaking tasks are *independent speaking tasks*, requiring responses generated from test takers’ opinions, perspectives, or experiences, and the remaining four are *integrated speaking tasks*, which require test takers to combine multiple language skills (e.g., listening and speaking). The spoken responses have high linguistic entropy; that is, the sequence of spoken words is largely unpredictable. Each speaking task is scored by a human rater, who uses a holistic scale ranging from 0 to 4 for each task (for a description of the TOEFL iBT assessment and scoring rubrics for speaking section tasks, see ETS, n.d.-a, n.d.-b). Approximately 10% of responses are double-scored to evaluate interrater reliability. Reported speaking section scores are the sum of scores for each of the six tasks scaled to the range of 0–30.

Automated Scoring System

At the time of this writing, automated scoring was not currently used in scoring the TOEFL iBT speaking section operationally, but SpeechRater (Zechner et al., 2009) had been employed for automatically scoring the speaking section of the TOEFL Practice Online (TPO™) practice test for almost a decade. SpeechRater is designed to score nonnative responses to spoken items on English proficiency assessments. A SpeechRater score represents the broad construct of English speaking proficiency, defined by a combination of speech delivery (e.g., pronunciation and fluency) and language use (grammar and vocabulary; Higgins, Xi, et al., 2011).

The system begins with an ASR system, which translates audio files into text and also outputs timing data and confidence levels. The SpeechRater version used for this study uses a commercially licensed state-of-the-art ASR system trained on 800 hours of nonnative English speech data. Natural language processing tools are then employed to extract elements from the text, which are combined into linguistic features. The final score is derived by assigning weights to the features based on a model developed from input from content experts and empirically via linear regression using data from a previous set of responses scored by human raters (Higgins, Xi, et al., 2011; Xi, Higgins, Zechner, & Williamson, 2012).

Data

We derived our sample from operational administrations of TOEFL iBT between the years 2009 and 2015. Our focal groups of interest comprised test takers with abnormal speech patterns, and we identified those test takers in three ways. We selected test takers who submitted documentation of a speech impairment when they requested testing accommodations prior to taking TOEFL iBT. We also selected test takers who submitted documentation of a hearing impairment, because they may also have deficits in speech production (Blamey et al., 2001). Finally, we selected test takers with no documented disabilities whose responses were deferred to the scoring leader by human raters because one or more of their responses exhibited signs of a speech impairment.

For our analyses, we grouped together test takers with speech or hearing impairments who received accommodations because the sample of test takers with documented speech impairments who had digital audio files available for automated was too small to report alone (Group 1). Group 2 comprises the test takers whose responses were deferred to the scoring leader. We analyzed their results separately from test takers in Group 1 because they did not receive accommodations and did not submit documentation for a disability prior to testing. Our third and final group is a control population of test takers who had no documented disabilities and who did not exhibit signs of a speech impairment (Group 3). For the purposes of this exploratory study, we treated repeat test takers as independent; we use the term test taker herein to refer to a single test session for ease of exposition. Note that test takers in the Group 1 and Group 2 samples represent less than 1% of the total test taker population across 6 years.

**Group 1: Test Takers With Documented Speech or Hearing Impairments Who Received Accommodations**

The speakers in this group provided documented evidence of their speech and/or hearing impairments and were approved to receive test accommodations. Qualified test takers who have speech impairments may be granted an extended time accommodation for the TOEFL iBT and/or have the speaking section omitted altogether (ETS, 2015). Qualified test takers
who are deaf or hard of hearing may be granted an extended time accommodation and/or may omit one or both of the listening and speaking section (ETS, 2015). All test takers who take the speaking section have their speaking tests scored by human raters based on the same scoring rubric described earlier.

Between 2009 and 2014, a total of 1,015 test takers received testing accommodations when taking TOEFL iBT and gave permission for their responses to be used for research. This number includes test takers who submitted documentation across the full range of disabilities, not only for speech or hearing impairments. We further obtained a separate database of test takers’ disabilities and accommodation(s) approved for use on TOEFL iBT between 2009 and 2014. We matched 996 test takers, representing a 98% match rate. We separated out test takers with documented speech or hearing impairments from other types of disabilities. Among the 996 test takers, 31 test takers had documented speech impairments and 86 test takers had documented hearing impairments. Recall that speech impairments can be comorbid with hearing impairments, but in our data set, individuals would be listed as having a hearing impairment whether or not they had a speech impairment as well. Note that we had data on test takers’ disabilities only if they requested accommodations.

**Group 2: Test Takers Who Exhibited Signs of a Speech Impairment Based on Rater Scoring Logs**

The information we used to identify test takers who exhibited signs of a speech impairment but did not request accommodations came from two sources. One was a log kept by scoring leaders that covered test administrations during two different periods: (a) between November 2012 and January 2013 and (b) between September 2014 and January 2015. Together, 858 responses from 627 speakers were flagged during these two time periods. The log contained test-taker ID, item number, and qualitative notes of varying detail about the observed signs of a speech impairment. The second source was the online scoring system, which included a flag for responses deferred by raters because of a suspected speech impairment as well as test-taker ID and item number. Data from the online scoring system covered the time period between November 2013 and December 2014 (no data are available for earlier test takers) and included flags for 2,903 responses from 2,345 speakers. The two sources covered different periods of time, with a short overlap during the period between September and December 2014. A total of 319 test takers appeared in both data sets, so the total number of test takers whose scores were submitted to scoring leaders because of signs of a speech impairment was 2,653 during the time period of study. We included all scored responses from test takers in this group in our analysis.

**Group 3: Control Population of Test Takers Who Had No Documented Disabilities and Who Did Not Exhibit Signs of a Speech Impairment**

The data for Groups 1 and 2 include responses to a large number of different test forms as well as test takers with different first languages: The numbers of speakers in these groups were too small for further sampling. Therefore, rather than matching the control population by form and test-taker first language, we selected a random sample of 2,500 test takers from the general population from a corpus of 11,000 test takers constructed for previous research studies. That corpus contains responses to 10 forms used in six operational TOEFL iBT administrations in 2012–2013.

We also obtained the scores assigned by human raters during operational scoring to all responses from test takers in all three groups. The majority of responses were assigned a numeric score on a scale ranging from 0 to 4. A small percentage of responses were classified as non-scoreable owing to the poor quality of the recording or other technical issues. Table 1 shows the number of test takers with speaking scores available and the number of scored responses. The number of responses with numeric nonzero scores is also shown in Table 1.

Finally, we obtained the digital recording of each response created during test administration. Such digital audio files were available for almost all responses of test takers in Groups 2 and 3. For Group 1, depending on the nature of the accommodations, some responses had been recorded in analog form. We excluded such responses from further analysis because the difference in audio quality between the two types of recordings might have introduced an additional confound into our study.

**SpeechRater Feature Extraction and Performance Evaluation**

All responses with digital audio files were processed by SpeechRater using the same configuration parameters (e.g., ASR settings and reference models) as used in the operational setting for TPO. Those parameters were selected to optimize
model performance for the general test-taker population. Because no operational scoring model exists for TOEFL iBT, we used the scoring model SpeechRater described in Loukina, Zechner, Chen, and Heilman (2015) to compute the final (continuous) score. Loukina et al.’s model was also developed using responses from the general test-taker population.

Loukina et al.’s (2015) model includes 24 features that cover different aspects of language proficiency, including fluency, pronunciation, rhythm, and language use. The predicted score is computed as a linear combination of these 24 features. The coefficients for each feature were estimated using ordinary least squares linear regression on 10,000 responses from the general test-taker population. There was no overlap in speakers or prompts between the corpus used to train the model and the corpus used in this study.

We computed the agreement between the SpeechRater scores and scores assigned from each rater using the metrics recommended by Williamson et al. (2012). These included the standardized mean difference ($d$) between human and automated scores (standardized by pooling the standard deviations from both groups) and Pearson’s correlation between human and continuous automated scores ($r$). We also computed additional metrics not covered by Williamson et al. (2012). These included the coefficient of determination, $R^2$, which shows the proportion of the variance explained by the model, and two measures of reliability, $\rho^2_{\text{human}}$ and $\rho^2_{\text{SpeechRater}}$, suggested by Haberman, Yao, and Sinharay (2015). The latter two measures rely on the concept of latent true scores and represent the proportional reduction in mean squared error when predicting such true scores from the observed human or SpeechRater score relative to the prediction by the constant. Higher values for either $\rho^2_{\text{human}}$ or $\rho^2_{\text{SpeechRater}}$ indicate that the observed scores are better predictors of the true scores.

Because scores are reported operationally as the total score for the whole speaking section, we evaluated the agreement for these section-level scores (denoted speaker-level scores herein). We computed raw speaker-level scores as the sum of item-level scores for both humans and SpeechRater. Because SpeechRater currently does not assign 0 as a score, and to avoid imputation of missing scores, we included only the test takers with six numeric nonzero scores from both SpeechRater and human raters. Therefore the raw speaker-level scores in this study range from 6 to 24 rather than from 0 to 24. Under operational conditions, these raw scores are then converted to a 0–30 scale, and the final score is then reported to the test taker.

Results

Descriptive statistics for each of the three groups are reported in Table 2. Averages are reported at the speaker level, on a scale of 6–24, for both human and SpeechRater scores. The focal groups scored lower than the control group with both modes, on average, $p < .01$ in all cases (see Table 2 for t statistics for each comparison).

Speaker-level agreement statistics are reported in Table 3. These statistics represent agreement between human raters and SpeechRater on total speech section scores (aggregated across all six items). We report agreement statistics for all speakers who received six numeric scores. Because responses for double-scoring are selected at random, we did not have a sufficient number of double-scored responses to compute human–human agreement for the focal groups at the speaker level. Relative to the control group, the agreement statistics show less human–SpeechRater agreement and lower reliability of SpeechRater scores for Group 2 relative to Groups 1 and 3. The standardized mean difference was large for Group 2.
Table 2 Speaker-Level Scores, by Group

<table>
<thead>
<tr>
<th>Test-taker groups</th>
<th>n</th>
<th>SpeechRater</th>
<th>Human raters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: Speech or hearing impairment</td>
<td>52</td>
<td>14.28 (2.48), t = −4.03</td>
<td>13.86 (4.03), t = −4.09</td>
</tr>
<tr>
<td>Group 2: Deferred for signs of speech impairment</td>
<td>2,418</td>
<td>14.85 (2.29), t = −12.22</td>
<td>13.83 (2.93), t = −26.28</td>
</tr>
<tr>
<td>Group 3: Control (no disabilities)</td>
<td>2,495</td>
<td>15.73 (2.3)</td>
<td>16.16 (3.28)</td>
</tr>
</tbody>
</table>

Note. The values in parentheses show standard deviations. For Groups 1 and 2, we also give t values for comparison between Group 3. All differences are significant after applying Bonferroni correction for multiple comparisons at α = 0.01.

*Denotes test takers with six nonzero human scores and SpeechRater scores on the speaking section. The average score for the total testing population between January and December 2014 was 20.2 (SD = 4.6; ETS, 2014), which corresponds to the raw score of 15.9.

Table 3 Speaker-Level Human–SpeechRater Agreement Statistics

<table>
<thead>
<tr>
<th>Group</th>
<th>n</th>
<th>D</th>
<th>r</th>
<th>R²</th>
<th>ρ²human</th>
<th>ρ²SpeechRater</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>52</td>
<td>.12</td>
<td>.83</td>
<td>.63</td>
<td>.92</td>
<td>.73</td>
</tr>
<tr>
<td>2</td>
<td>2,418</td>
<td>.39</td>
<td>.71</td>
<td>.38</td>
<td>.84</td>
<td>.57</td>
</tr>
<tr>
<td>3</td>
<td>2,495</td>
<td>−.15</td>
<td>.83</td>
<td>.66</td>
<td>.87</td>
<td>.76</td>
</tr>
</tbody>
</table>

Note. D is standardized mean difference (SpeechRater − human raters) divided by the pooled standard deviation; r is Pearson correlation coefficient. R² is the coefficient of determination for SpeechRater scores, while ρ²human and ρ²SpeechRater show the reliability of human and SpeechRater scores, respectively, in predicting true scores.

Word Error Rate

We next evaluated whether the performance of the scoring engine might have been affected by the accuracy of the ASR engine. We obtained manual transcriptions for a subset of responses and used them as a reference for evaluating the hypothesis produced by the ASR engine.

Previous work on the impact of ASR accuracy on automated speech scoring has consistently shown a correlation between ASR accuracy and test-taker proficiency score with ASR WER higher for responses assigned lower proficiency scores (see, e.g., Loukina & Cahill, 2016, who reported a correlation of r = −0.24 between ASR accuracy and proficiency score). The accuracy of ASR may be further affected by the choice of stimulus as well as test-taker native language.

Because the goal of this experiment was to evaluate whether documented or suspected speech impairment may affect the performance of ASR in comparison to control population, when selecting responses for transcription, we tried to control for other factors that can affect ASR performance to the extent possible with our data. For Group 1, because of the small number of test takers in this group, we originally planned to obtain transcriptions for all test takers for whom we had a digital audio recording. As a result of a processing error, some test takers were omitted from this sample, and therefore we report the results for 48 out of 52 test takers considered in the previous section. For Group 2, we selected responses from 120 speakers so that the score levels for the first item were uniformly distributed with 30 responses per each score level. We also tried to minimize the total number of different forms. The final data set included 13 different forms with, on average, 9 speakers per form (min. = 5, max. = 15). The speakers represented 32 native languages, with Chinese speakers being the largest group (43 speakers), followed by Arabic (12 speakers) and Japanese (6 speakers). Finally, we selected 120 speakers from the general test-taker population. The speakers were selected from a different population than the control group described in the previous sections so that the distribution of scores, forms, and, where possible, native languages was similar or identical to the distribution of responses we selected from Group 2.

Tables 4 and 5 show the mean scores and the agreement between SpeechRater and human scores for this subset.

Comparing Table 4 to Table 2, average scores were about the same for the main and restricted samples across modes and groups. But our strategy to sample speakers to create a uniform distribution across the first item scores increased the percentage of responses scored as 1 and 4 in the samples for Groups 2 and 3. This is illustrated in Figure 1.
Table 4  Speaker–Level Scores, by Group, for Test Takers Whose Responses Were Selected for Transcription

<table>
<thead>
<tr>
<th>Test-taker groups</th>
<th>n</th>
<th>SpeechRater</th>
<th>Human raters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: Speech or hearing impairment</td>
<td>48</td>
<td>14.3 (2.5)</td>
<td>13.5 (4.0)</td>
</tr>
<tr>
<td>Group 2: Deferred for signs of speech impairment</td>
<td>120</td>
<td>14.8 (2.8)</td>
<td>14.2 (4.3)</td>
</tr>
<tr>
<td>Group 3: Control (no disabilities)</td>
<td>120</td>
<td>15.4 (3.2)</td>
<td>15.51 (4.4)</td>
</tr>
</tbody>
</table>

Table 5  Speaker–Level Human–SpeechRater Agreement Statistics for Test Takers Whose Responses Were Selected for Transcription

<table>
<thead>
<tr>
<th>Group</th>
<th>n</th>
<th>D</th>
<th>r</th>
<th>$R^2$</th>
<th>$\hat{p}^2_{\text{SpeechRater}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>48</td>
<td>0.18</td>
<td>0.83</td>
<td>0.62</td>
<td>0.91</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>0.16</td>
<td>0.84</td>
<td>0.65</td>
<td>0.92</td>
</tr>
<tr>
<td>3</td>
<td>120</td>
<td>−0.03</td>
<td>0.89</td>
<td>0.76</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Figure 1  Distribution of item scores across groups for main and restricted samples.

Table 5 shows the human–SpeechRater agreement using the restricted sample. As can be seen from Table 5 compared to Table 3, the overall patterns of performance in terms of human–SpeechRater agreement for the restricted sample differed from what we had observed in the main corpus. Specifically, performance for Groups 2 and 3 is substantially better for the restricted sample than for the main corpus. The statistics in Table 5 show higher human–SpeechRater agreement for Group 3 relative to both Groups 1 and 2, using the restricted sample (cf. Table 3).

Computing the WER requires a comparison between the ASR output and human transcription of the digital audio responses. For Group 1, we obtained transcriptions for all responses in the sample. For Groups 2 and 3, we transcribed 360 responses per group (3 responses per speaker to Items 1, 3, and 5). The number of items was reduced from the original six items per speaker to maximize the number of speakers included in the sample, given a finite number of transcriptions. We employed a professional transcription agency to obtain expert human transcriptions for these 1,064 selected responses. We then calculated the WER between these transcriptions and the output of the ASR engine used in SpeechRater. Table 6 shows the average WER and WER per score level for each group in our study.

The WER for the control group (33%) was similar to what has been reported for this type of recognizer applied to other corpora of nonnative speech. We found that the WER was substantially greater for speakers in Groups 1 and 2 relative to the control group. Average WER was 44.4% for Group 2 and almost 50% for Group 1. This relationship was consistent across all score levels. Referring back to Table 5, the relative WER across groups is consistent with the accuracy of the automated scoring on this restricted corpus, which was better for Group 3 than for Groups 1 and 2.

Discussion

In this study, we explored the performance of automated speech scoring for speakers with documented or suspected speech impairments. We compared the control group of test takers without documented disabilities with test takers who
Table 6  Mean Automated Speech Recognition Word Error Rate for All Responses in the Transcribed Corpus as Well as the Responses at Each Score Level

<table>
<thead>
<tr>
<th>Group</th>
<th>No. responses</th>
<th>Mean WER</th>
<th>SD WER</th>
<th>Score 1</th>
<th>Score 2</th>
<th>Score 3</th>
<th>Score 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>288</td>
<td>49.8</td>
<td>24.7</td>
<td>72.3</td>
<td>49.8</td>
<td>39.7</td>
<td>36.4</td>
</tr>
<tr>
<td>2</td>
<td>360</td>
<td>44.4</td>
<td>17.9</td>
<td>61.7</td>
<td>46.2</td>
<td>36.4</td>
<td>35.0</td>
</tr>
<tr>
<td>3</td>
<td>360</td>
<td>33.3</td>
<td>0.14</td>
<td>47.3</td>
<td>35.8</td>
<td>28.9</td>
<td>27.1</td>
</tr>
</tbody>
</table>

Note. The score levels are defined by human scores. WER = word error rate.

were granted accommodations due to speech or hearing impairments as well as an independent set of test takers whose scores were sent by raters to scoring leaders for review because of a suspected speech impairment. We found that the overall agreement between SpeechRater and human scores was lower for test takers with suspected speech impairments who did not receive accommodation and for test takers with documented speech or hearing impairments than for the control group.

We suggested that the accuracy of ASR may be one of the possible reasons for lower performance of the automated scoring engine. For the control group, the accuracy of the ASR was at the expected level, consistent with levels found in previous studies; yet the ASR error rate was substantially higher for test takers with documented speech or hearing impairments and for those with suspected speech impairments across all score levels. This is consistent with previous studies on ASR accuracy for impaired speech, which generally reported low performance of the engines trained on the general population. Because ASR output forms the basis for computing many features, lower accuracy of the ASR may have contributed to lower performance of the system as a whole, as measured by human–SpeechRater agreement.

Looking at the nature of disagreement between SpeechRater and human scores, we found that SpeechRater tended to assign higher scores than human raters to test takers with suspected speech impairments who did not receive accommodations. SpeechRater scores were also slightly higher on average than human scores for test takers with documented speech or hearing impairments. Several factors may have led to this pattern. These test takers have a relatively high proportion of responses scored as 1 by human raters. Such responses are likely to be overscored by SpeechRater, leading to the higher average SpeechRater score in comparison to the average human score. It is also possible that lower human scores to these responses were due to test takers failing to demonstrate the skills assessed by human raters but not currently measured by SpeechRater. We note, however, that similar to patterns observed for human scores, the average SpeechRater scores for these groups were lower than the average SpeechRater scores for the control group. In other words, while responses from test takers with suspected or documented disabilities received on average lower proficiency scores from both humans and SpeechRater than the control population, the difference between the groups was smaller for SpeechRater scores.

Although this small exploratory study provides insights into possible human–SpeechRater scoring differences for test-taker groups who are likely to have lower ASR performance, there are several noteworthy limitations. Owing to small sample sizes for the two focal groups (they represent less than 1% of the test-taking population), sampling error likely influenced our statistics. In fact, we observed differences in the patterns of human–SpeechRater agreement statistics that depended on our sampling procedure; that is, human–SpeechRater agreement statistics differed between the main and restricted corpora for Groups 2 and 3, which had different score distributions across the samples (similar means but more 1 s and 4 s in the restricted sample). This has broader implications for studies on validity and fairness: Score distributions for different subgroups are an important consideration that can affect the metrics used to measure the accuracy of the automated scoring engines and therefore need to be taken into account when comparing different subgroups. Furthermore, we were unable to confirm whether those test takers suspected of having a speech impairment by raters did or did not have a speech impairment. Finally, although our focus on human–SpeechRater agreement statistics and WER contributes to one component of a broad-based validation of automated scoring (Bennett & Zhang, 2016), it cannot provide construct validity evidence; that is, test takers’ speech impairments may directly interact with some components or constructs measured by oral language assessment. This is a potential threat to the validity of inferences drawn from overall speaking scores.

In terms of the use of automated speech scoring for operational testing, despite a higher WER, SpeechRater assigned higher scores than humans, on average, for two very small and nonrandom test-taker groups. Continuing to use human raters while also employing SpeechRater is one way to minimize the threats to validity for test takers with suspected or documented speech impairments: Human raters will be able to flag a suspected speech impairment and have all responses from such test takers rerouted for further review and human scoring.
Despite the limitations and exploratory nature of this study, the results serve as a catalyst for future research. One promising area is exploring the effect of speech impairments on different features extracted by the automated scoring engine, including the number of pauses and phrase repetitions. This area of inquiry might lead to the development of an automatic screening procedure to route responses to a scoring leader after administration of the test. Another possible line of research is to explore the utility and feasibility of asking test takers to read text aloud to distinguish speech impairments from language difficulties during test administration.
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