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Abstract

According to recent reports, K-12 full-time virtual school students have shown lower performance in math than their counterparts in brick-and-mortar schools. However, research is lacking in what kind of programmatic interventions virtual schools might be particularly well-suited to provide to improve math performance. Engaging students in self-reflection is a potentially promising pedagogical approach for supporting math learning. Nonetheless, it is unclear how models for math learning in brick and mortar classrooms translate in an online learning environment. The purpose of this study was to (a) analyze assessment data from virtual schools to explore the association between self-reflection and math performance, (b) compare the patterns found in student self-reflection across elementary, middle, and high school levels, and (c) examine whether providing opportunities for self-reflection had positive impact on math performance in an online learning environment.

In this study, the self-reflection assessments were developed and administered multiple times within several math courses during the 2014-15 school year. These assessments included 4-7 questions that asked students to reflect on their understanding of the knowledge and skills they learned in the preceding lessons and units. Using these assessments, multiple constructs and indicators were measured, which included confidence about the topic knowledge/understanding, general feelings towards math, accuracy of self-judgment against actual test performance, and frequency of self-reflection. Through a series of three retrospective studies, data were collected from full-time virtual school students who took three math courses (one elementary, one middle, and one high school math course) in eight virtual schools in the United States during the 2013-14 and 2014-15 school years. The results showed that (a) participation in self-reflection varied by grade, unit test performance level, and course/topic difficulty; (b) more frequent participation in self-reflection and higher self-confidence level were associated with higher final course performance; and (c) self-reflection, as was implemented here, showed limited impact for more difficult topics, higher grade courses, and higher performing students. Implications for future research are provided.
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**Self-Reflection and Math Performance in an Online Learning Environment**

Virtual schools in the United States in general have shown relatively weak math results. Several studies (e.g., Woodworth, Raymond, Chirbas, Gonzalez, Negassi, Snow, & Van Donge, 2015; Ahn, 2016) showed that virtual school students had lower average state assessment scores in math for all grade span than their counterparts in brick-and-mortar schools and that the gaps between student groups were greater for higher grade levels.

While these are notable results from rigorous, carefully controlled studies, it is possible to find suggestions for study improvement, such as matching on mobility metrics (e.g., moving from school to school) or understanding motivations for enrollment (Horn, 2016). Also, in a field that grows rapidly and continuously with programmatic improvements to address student academic performance, more recent trends may not have been captured with data examined in these studies (Choi, Belenky, DiCerbo, Lai, & Wardlow, 2016). For example, the ratio of virtual schools with acceptable school performance ratings improved from 33 percent to 41 percent in a recent three-year period (Barbour, 2015; Huerta, Shafer, Barbour, Miron, & Gulosino, 2015; Miron & Gulosino, 2016).

Research shows that there is a lack of rigor on the practices of successful virtual schools that may be helpful to encourage school-level strategies to improve outcomes (Choi et al., 2016). Given that not all virtual schools have the same performance, research is needed to understand what types of school-level interventions are positively impacting student performance in different subjects for certain cohorts of students (e.g., elementary vs. high school, gifted vs. ELL, special education, at-risk). Also, research is needed to validate whether the findings from the learning science literature apply to an online learning environment. Although the learning science literature suggests that some interventions have an impact on math performance in classrooms (for example, self-regulation intervention; Perels, Dignath, & Schmitz, 2009), it is not clear how pedagogical models for math in brick-and-mortar environments translate to an online learning environment.

In this study, we focus on one such school-level intervention for math improvement: providing opportunities for self-reflection. Recently, faced with a goal of improving math performance for students in grades K-12, an online learning provider has launched a comprehensive effort to apply learning science research to its math curriculum. One aspect of this initiative is a focus on student engagement: understanding how to ensure students are engaged not only in their curriculum, but in their personal daily learning. This questioning led to an exploration of self-reflection. Dewey (1933) introduced reflective thinking as it applies to the learning process and posited that understanding happens when one acquires information and grasp how information relates to one another by constantly reflecting on the meaning of what is studied (p. 78) As a part of this initiative, during the 2014-15 school year, reflection activities were added to an Algebra 1 course as a pilot at a virtual school that the provider supported. For the 2015–16 school year, reflection activities were added to all Kindergarten – Algebra 2 math courses in multiple virtual schools.

**Review of Related Literature**

**Self-reflection, Related Concepts, and Academic Performance**

Conducting an empirical study on a learning strategy is important, as many learning strategies are implemented and never tested for their impact on learning in an online learning
Self-reflection is one which research generally supports as an effective learning strategy (e.g., May & Etkina, 2002; Perels et al., 2009; Zimmerman, Moylan, Hudesman, White, & Flugman, 2011) that may have significant impact on learning.

Self-reflection as a learning strategy involves purposeful self-monitoring of one’s own learning goals, plans, process, experience and outcomes, as well as understanding and making judgments regarding one’s own learning performance related to problem solving, deepened understanding, or acquiring new perspectives (Atkins & Murphy, 1993; Boud, Keogh, & Walker, 1985; Davis, 2003; Dewey, 1933; Lin, Hmelo, Kinzer, & Secules, 1999; Mezirow, 1990; Moon, 1999; Schön, 1983; Piaget, 2001; Zimmerman, 2000).

As reviewed by Lai (2006), literature suggests that the self-reflection process involves multiple phases. Different theories and models exist about the process of reflection. For example, Dewey (1933) suggested that one makes meaning from experience through the five stages of reflective thinking: (a) suggesting a solution, (b) intellectualizing the difficulty or perplexity that one felt, (c) making hypothesis as a leading idea about the situation, (d) reasoning about and elaborating the idea, and (e) testing the hypothesis through overt or imaginative action. Atkins and Murphy (1993) suggested three stages of reflection: (a) becoming aware of perplexing feelings and thoughts, (b) analyzing and examining the situation, feelings, and knowledge, and (c) developing a new perspective on the situation. As a basis of proper instructional support for self-reflection, Moon (1999) characterized the nine stages of reflection as (a) experience, (b) need to resolve, (c) clarification of issue, (d) reviewing and recollecting, (e) reviewing the emotional state, (f) processing knowledge and ideas, (g) resolution, (h) transformation, and (i) possible action. Schön (1983) introduced the notions of reflection-in-action and reflection-on-action to describe the grounding of professional knowledge and practice. Reflection-in-action occurs when the situation is unfolding—one looks into experiences, connects with their own feelings, attends to the theories in use, and develops further actions. Reflection-on-action is the process of thinking about the experience after the encounter, exploring what happened and why one took certain actions, developing a repertoire or collection of ideas, examples, understandings, and actions to build theories and practices for a new situation. Across different theories, a common idea seems to be that for any experience, one can reflect on the experience following different cognitive stages, and eventually reach possible resolution and further actions.

Self-reflection is slightly different but closely related to a few other concepts including self-efficacy belief and self-evaluative judgement. Bandura (1997) defined perceived self-efficacy as the belief in one’s capabilities to organize and execute courses of action to attain designated goals. Self-evaluation is related to judging the outcomes based on certain standards that one sets about one’s own learning. Research shows that self-efficacy beliefs directly predict academic performance (Pajares, 1996; Zimmerman, 2002) and students who engage in frequent self-evaluation tend to attain higher academic outcomes than those who do not self-evaluate (Kitsantas, Reiser, & Doster, 2004; Schunk, 1996; Schunk & Ertmer, 1999). However, struggling students often report more inflated self-appraisals than successful students (Bol & Hacker, 2001; Campillo, Zimmerman, & Hudesman, 1999; Chen & Zimmerman, 2007; Klassen, 2002).

Overall, the education research literature suggests that students who reflect on their learning have better outcomes than students who do not, possibly because having knowledge that is appropriate epistemologically as well as conceptually, and being better at reflecting on what they learn and how they learn it together, contribute to higher performance (May & Etkina, 2002; Perels et al., 2009; Zimmerman et al., 2011). Interestingly, a meta-analysis found that a tool or
feature prompting students to reflect on their learning was effective in improving learning outcomes in chemistry, language learning, physics, and math problem solving (Means, Toyama, Murphy, Bakia, & Jones, 2009).

Gaps in the Literature

A recent report on relatively weak math results in virtual schools (Woodworth et al., 2015) called for greater focus on the impact of pedagogical interventions on math performance in online learning environments. However, in the literature, less is known about what kinds of math interventions are effective, particularly in online learning environments. Much of the theory regarding the impact of such interventions, including self-reflection, is based on research in regular brick-and-mortar classrooms (e.g., Labuhn, Zimmerman, & Hasselhorn, 2010). Moreover, a gap in the literature exists regarding whether self-reflection is related to online math performance and how to support self-reflection of different student groups to improve math performance in an online learning environment.

There is only a limited number of studies related particularly to the effect of self-reflection on online math learning. For example, Bixler (2008), using an experimental study, found that question prompts asking students to reflect on their math problem-solving activities had a positive effect on college students’ online learning outcomes. More research is needed to understand whether this finding can be generalized to a broader range of student groups such as those in K-12, as well as to a broader range of math topics (i.e. elementary to high school level topics) taught in an online learning environment.

Online learning environments can provide data that shed light on differences in content difficulties, progress during the coursework, and characteristics of student groups such as high- and low-achieving groups. However, many questions remain unanswered regarding how exactly we can support different groups of students with self-reflection to improve learning of different topics. When the content becomes more difficult, does self-reflection help in terms of performance? Does self-reflection help all student groups or only the low-achieving group? What kinds of instructional and assessment strategies work best in supporting self-reflection that transfers to improved performance? Without further understanding, it is difficult to provide appropriate support for self-reflection for those groups. Research is needed about how self-reflection is associated with increased math performance in an online learning environment.

In addition, while there are multiple models and methods about how to support self-reflection, the evidence of their effectiveness seems to be either lacking or mixed. For example, reflective questioning is one way to support self-reflection that can cause a temporary pause in a thinking process, or monitor a thinking process, justify a decision, appraise different perspectives, and evaluate an overall problem solving-process (Lai, 2006). Schoenfeld (1985) found that periodical self-reflection questions helped students to focus on the learning process, which resulted in improved performance. On the other hand, Davis (2003) reported that when the wording of the reflective prompts limits the students to only identify the weakness (e.g., “Piece of evidence we didn’t understand very well included…”), instead of generically prompting further reflection (e.g., “Right now I am thinking.”), it was not sufficient for developing coherent understandings. Results indicated the use of more generic prompts worked better in engaging students in reflections than the directed prompts, which may not have corresponded well to learners’ understanding. More research is needed to understand which strategies indeed support reflection and improve performance in online learning environments.
In this study, we use datasets from three math courses offered at multiple virtual schools at the elementary, middle, and high school levels. We added end-of-unit reflective question prompts to support self-reflection and self-assessment of students’ own feelings and understanding of the content they just learned before proceeding to the next unit. The reflective questions were provided periodically throughout the course. While the question prompts were encouraging reflection on students’ understanding, we limited the response options to measure students’ location on a fixed number of constructs such as confidence in a topic. We then examined the reflection and performance patterns found within the coursework in which the content topics become increasingly difficult towards the end of the semester.

Research Questions

In this study, we examine how self-reflection supports math learning in an online learning environment by analyzing assessment data from virtual elementary, middle, and high schools. The purpose of this research is to explore the role of self-reflection in learning of math in an online learning environment, and to examine whether providing opportunities for self-reflection impacts math performance.

We aim to answer the following research questions: (a) What are the patterns found in student reflections in an online learning environment? (b) Is there a difference in self-reflections among students in elementary, middle, and high school? (c) Lastly, is there a relationship between self-reflection and performance in the course?

Methods

Participants

Three studies were conducted retrospectively to address the research questions. The participants in the first (pilot) study were high school students who took an Algebra 1 course in the 2014-15 school year at a virtual public school in a midwestern state in the United States (N = 355). The second (extended) study participants were 5th, 7th, and 9th grade students (that is, elementary, middle, and high school students) at eight virtual public schools across the United States who took three math courses (Math 5 A, Math 7 A, and Algebra 1 A) in Fall of the 2015-16 school year. The total number of students were N = 2,250 (461 elementary, 653 middle, and 1,137 high school students). The number of students in each school ranged from 72 to 515. The third study included not only the sample of students from the first two studies, but also the matched sample of students who took the same courses at the same schools in the previous year, when the reflection assessments were not added to the courses. We first removed students from the pilot and extended study samples if students did not respond to any of the multiple reflection assessments. Then we selected comparable cohort from the previous year. The resulted clean pilot sample and the matched cohort sample included N = 283 each (145 for Algebra 1 A and 138 for Algebra 1 B). The resulted clean extended sample and the matched cohort sample included N = 2,040 in each sample (428 for Math 5 A, 580 for Math 7 A, 1,032 Algebra 1 A).

Instruments

Before the 2014-15 school year, a set of reflection items were developed to encourage self-reflection at the end of lessons and/or units within a course. Each reflection assessment typically included 4-7 questions that asked students to reflect on their understanding of the knowledge and skills they learned in the preceding lessons and/or units. During the pilot, only one type of
reflection question was used to measure the confidence level associated with the understanding of topics. The question asked students to rate their confidence with a topic and gave four options of different confidence levels. The content of the question only varied in terms of the topics; the rating scale stayed the same across topics. For the extended study sample, four different types of questions were created: (a) general feelings towards math, (b) the use and preference of learning strategies, (c) self-judgment of skill level, and (d) identifying skills as strengths and/or weaknesses. See Table 1 for the examples of each type of question. The first two question types were designed to support reflection about students’ own feelings and use of strategies in math learning. The last two types of questions were designed to support self-evaluation of their confidence and understanding in learning of the math topics.

For an index of instrument quality, we found the reliability of 0.837 for the feelings towards math items, 0.896 for elementary skill level items, 0.852 for middle school skill level items, 0.804 for high school skill level items, 0.868 for middle school strength/weakness items and 0.822 for high school strength/weakness items. We did not obtain reliability for learning strategy items because we only looked at response counts for each question. In the context of IRT-based measurement models, reliability can be expressed as 1-s/v where v denotes the variance of ability estimates and s denotes the average of the squared error (Adams, 2005). A value close to 1 is evidence of a highly accurate measurement, and a value close to 0 is evidence of a less accurate measurement.

As measures of math performance, we collected the unit test data and final course score. The unit tests were administered at the end of each unit after the reflections. Each unit test included 20-27 multiple choice items related to the unit topic. The final course scores were calculated based on multiple performance indicators including unit tests and participation in the course discussions.

Design

Three retrospective studies were designed and conducted to answer the research questions. First, in the pilot study, we examined data from Algebra 1 (Algebra 1 A in Fall semester and Algebra 1 B in Spring semester) students in one virtual school. We instituted the reflection assessments once or twice in each unit in the course (each course had seven units, and each unit had seven to nine lessons), sometimes in the middle and sometimes at the end of each unit. For each reflection assessment that followed certain lessons, we modified the reflection questions to be appropriate for the topics taught in those lessons. We collected responses to each reflection assessment at the lesson level and aggregated the ratings to the unit and course level. We also collected course performance scores: unit test scores and final course scores. The background variables were also collected: math pretest scores, whether the student was enrolled in the same virtual school in the previous year (as a proxy for students’ experience in online learning environments), whether the student was enrolled in the course on time at the beginning of the semester, and whether the student completed the course requirements at the end of the semester.

In study 2, we extended the study to examine data from students who took Math 5 A, Math 7 A, and Algebra 1 A courses (all offered in Fall semester) in eight virtual schools. The reflection assessment was instituted slightly differently across courses. For the elementary school, one reflection assessment was placed at the end of each unit, while the middle and high school courses had two reflection assessments in each unit: mid-unit and end-unit.

In study 3, we collected student data from the school year prior to the implementation of the reflection assessments. In particular, we collected the covariates and math performance data
necessary for the propensity score matching (Rubin, 1973; Rosenbaum & Rubin, 1983; Ho, Imai, King, & Stuart, 2011), in order to explore the causal effect of self-reflection on math performance. The covariates included gender, grade, whether the student is eligible for individual education plan (IEP), whether the student is eligible for free and reduced meal plan, whether the student enrolled on time, whether the student completed the course, whether the student previously enrolled in the same virtual school, and whether the student’s pretest score was “low” based on set criteria. We performed the matched comparison analysis for both the pilot study sample and the extended study sample, after dropping cases that did not have data for the full list of covariates and the outcome variable.

<table>
<thead>
<tr>
<th>Types</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feelings towards math</td>
<td>Choose the option that best describes how you feel about math. <strong>I like math.</strong> strongly agree, agree, disagree, strongly disagree</td>
</tr>
<tr>
<td></td>
<td>Choose the option that best describes how you feel about math. <strong>I am good at math.</strong> strongly agree, agree, disagree, strongly disagree</td>
</tr>
<tr>
<td>Use and preference of learning strategies</td>
<td>I understand math problems better when <strong>I read them aloud.</strong> strongly agree, agree, disagree, strongly disagree</td>
</tr>
<tr>
<td></td>
<td><strong>Which strategies do you use</strong> to help learn math vocabulary? Select all that apply. I remember words when I learn them. I do not need to study them. I make flash cards. I have a partner quiz me on math vocabulary. I review math vocabulary before quizzes. I review math vocabulary before tests. I review math vocabulary every day.</td>
</tr>
<tr>
<td>Self-judgment of skill level</td>
<td><strong>Which best describes your ability to</strong> add and subtract rational numbers? I can add and subtract positive and negative fractions, mixed numbers, and decimals without making mistakes. I can teach someone else how to do this. I can add and subtract positive and negative fractions, mixed numbers, and decimals. Sometimes I make mistakes. I can sometimes add and subtract positive and negative fractions, mixed numbers, and decimals, but I often make mistakes. I need more help understanding some of these concepts. I have a lot of trouble adding and subtracting rational numbers. I need help.</td>
</tr>
<tr>
<td>Identifying skills as strengths or weaknesses</td>
<td><strong>Which of these skills do you think you could teach someone else?</strong> Select all that apply. multiplying and dividing decimals comparing and ordering integers finding absolute values describing data using mean, median, mode, and range creating and interpreting box-and-whisker plots</td>
</tr>
<tr>
<td></td>
<td><strong>Which of these skills do you need more help with?</strong> Select all that apply. multiplying and dividing decimals comparing and ordering integers finding absolute values describing data using mean, median, mode, and range creating and interpreting box-and-whisker plots</td>
</tr>
</tbody>
</table>

*Table 1. Examples of the Four Types of Reflection Questions*
Analysis

Measurement Models. Overall, we applied three types of methods to analyze the assessment data and the matched sample data. First, we used measurement models to analyze the item response data from the reflection assessments. This resulted in defining and quantifying several constructs and indicators related to self-reflection. For example, continuous scale measures were constructed using multidimensional item response modeling (Adams, Wilson & Wu, 1997; Adams & Wu, 2007; Kiefer, Robitzch, & Wu, 2016). Among the many benefits of the multidimensional item response modeling is that it can provide best estimates of the construct after taking into account the varying characteristics of items and the measurement errors. The scales we defined included confidence (how highly the students self-judged their confidence in their knowledge and skills) and positive feeling towards math (how strongly students agreed with the statements such as “I like math,” and “I am good at math”). The confidence scale was intended to capture the product of self-reflection regarding students’ beliefs and judgment about their understanding of the unit topic. The feeling construct was intended to capture the product of self-reflection regarding students’ general feeling towards the experience of learning math. The item response model used partial credit scoring of the discrete polytomous responses (for example, rating 1, 2, 3, or 4 to the questions are not continuous but ordered, and not dichotomous or correct/incorrect), and considered the units associated with the set of reflection questions as the multiple dimensions that are correlated with each other. By assuming multidimensionality of the self-reflection questions in the course, we were able to compare scaling results (e.g., confidence) across the unit topics of varying difficulties. The resulting scale measures were constructed on a logit scale, which ranged from -6 to 6 with mean zero.

We also used the item response data to measure engagement (frequency with which students chose to answer reflection questions throughout the course) and accuracy (how closely the confidence level matched the actual test performance). One’s engagement in a reflection assessment was counted as yes when one provided a valid response to at least one question in the reflection assessment. We also calculated the number of unit reflection assessments the students “engaged in” during the course as a course-level engagement metric. The accuracy measures were calculated in two ways: Uni-directional measures represented the proximity between one’s reflected confidence in unit topics and actual performance on unit tests. Bi-directional measures represented how much one overestimated or underestimated their confidence level as compared to the actual performance. Specifically, the accuracy measure was defined as a difference between the unit test t score and the unit-level reflection confidence t score, where the t scores are the difference between one’s score and the mean score divided by the standard deviation of the scores across all the students. The resulting bi-directional measure ranged from about -4 to 4 with mean zero. In order to construct a measure that can be interpretable in later analyses such as regression, we constructed the uni-directional measure by squaring the bi-directional accuracy measures, resulting in the values ranging from 0 to 16. All of these scales were created at the unit level and also at the course level. We then examined overall distributions and trends found with these measures.

Significance Testing. Second, to investigate the association between self-reflection and course performance using available reflection data, we fitted multiple regression models in which student covariates, as well as the measures related with self-reflection, explain the variance in the final course performance. Specifically, we selected and used the student background covariates such as gender, whether students were on an IEP, whether students were eligible for the free and/or
reduced meal (FARM) plan, whether students enrolled on time, whether students completed the course, whether students had enrolled in the same school in the previous year, and whether students had scored lower on the math pretest. We also included overall reflection confidence, overall reflection accuracy squared, variance in reflection ratings, and answered reflection item count. We used F tests and Welch’s two sample t-tests to examine whether the use and preference of a particular learning strategy was significantly associated with higher course performance (results not reported in this article). In addition, we compared the results across elementary, middle, and high schools by cross-examining the model fits (not reported) and statistical significance of the reflection-related effects on the final course score.

**Propensity Score Matching.** Third, to further explore the effect of the self-reflection implementation in a nonexperimental setting, we used the propensity score matching method. Although there are limitations in using the propensity score matching for causal inference (such as losing the rigor of strict experiments and omitting the influence of unobserved variables), the key advantage of propensity score matching is that it can calculate a score that represents a linear combination of a large number of covariates and balances the two comparison groups without losing a large number of observations.

In performing the propensity score matching, we used the same set of student background covariates that we used in the multiple regression models we described above. Before matching, the initial year-to-year differences in most covariates were not statistically significant (not reported here), while the later-year student group (who received the self-reflection intervention) scored slightly lower on the pretests and the result was significant at alpha = 0.05 level. This means that the later-year cohort was lower performing in math than the previous year cohort, regardless of the intervention they received in the course. In terms of the final performance, before matching, the final course scores for the two-year cohorts were overall not significantly different at alpha=0.05 level for both the pilot data matching sample and the extended matching sample. One noticeable exception was that for the highest-level course (Algebra 1 B for the pilot sample and Algebra 1 A for the extended sample), the later-year cohort (that received the reflection assessments) had a lower average final course score than the previous year cohort. This means that again, the later-year cohort showed lower performance in more difficult math courses than the previous-year cohort. This difference was not significant for the pilot sample. Meanwhile for the extended sample, this difference was significant at alpha = 0.05 level.

Among the different matching algorithms, we selected the nearest neighbor matching method because it yielded the most number of matched samples as well as the largest variance explained in the final outcome analysis. Figure 1 shows the results of the propensity score matching: how close the covariates were after matching, between the previous-year and the later-year cohorts. After matching, the difference between the two-year cohorts in terms of their covariates was small to moderate: about 0.23 average absolute standard deviation. Our evaluation from the standardized difference and the graphs led to conclusion that most covariates are balanced across the groups within strata of the propensity score. Especially, even though the pretest performance levels were slightly lower for the later-year cohort before matching, the graph for “low pretest” showed that the two groups were balanced after matching. Thus, we determined that matching was acceptable and proceeded with further comparison.
Figure 1. Result of propensity score matching for the pilot sample: the mean of each covariate is plotted against the estimated propensity score, separately by treatment status. If matching is done well, the treatment and control groups will have (near) identical means of each covariate at each value of the propensity score.

Results

In this section, we present the findings in order of the research questions. We present general patterns first; and when necessary, we highlight the differences found between the student groups and the varying content topics.

What Are the Patterns Found in Student Reflections?

Engagement and Accuracy. First, we examined the patterns found in the distribution of the constructs and related indicators we measured from self-reflection assessments. Overall, students’ participation in self-reflection and accuracy level was generally high. About 80% of the students answered at least one reflection question throughout the course, although these rates were lower for individual units and lessons. Most students appeared to take the reflections seriously; there was little evidence from the pilot study that students simply gave themselves the same rating across all skills. On average, within-student variance of reflection ratings was 0.33 (on 0 to 3 scale), and only about 5% of students gave the same ratings for all reflection items they answered. In terms of accuracy, most students’ self-judged skill level accurately matched their actual performance level, as the high peaks in Figure 2 show.
Figure 2. Density of overall reflection accuracy based on uni-directional (low to high accuracy) and bi-directional (under-confident, accurate, and over-confident) scales from the pilot study.

Confidence. Next, we looked closely at the confidence levels and the trend across different unit topics. From the pilot study, the trend across the unit topics showed that students’ confidence level measured by the reflection items generally increased over time, even when we calculated the confidence scores considering the different difficulties of the unit topics. On the other hand, the confidence levels that were measured twice about a single unit topic did not necessarily increase over time. When we examined the extended study data, we observed that self-judged skill levels (a proxy to confidence) reflected at the end of the units were not necessarily higher than those reflected in the middle of the units.

Confidence as was measured, and the accuracy of self-assessment had almost zero correlation ($r = 0.04$). In other words, students with high and low confidence had similar levels of accuracy in their self-ratings.

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Group</th>
<th>t</th>
<th>DF</th>
<th>p-value</th>
<th>95% CI lower bound</th>
<th>95% CI upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Course completion</td>
<td>Completed course vs. not completed course</td>
<td>-0.943</td>
<td>230.75</td>
<td>0.347</td>
<td>-0.701</td>
<td>0.247</td>
</tr>
<tr>
<td>On-time enrollment</td>
<td>On-time vs. not on-time enrollment</td>
<td>-1.335</td>
<td>143.18</td>
<td>0.184</td>
<td>-0.848</td>
<td>0.164</td>
</tr>
<tr>
<td>Pretest performance</td>
<td>Low pretest vs. high pretest</td>
<td>4.305</td>
<td>166.05</td>
<td>0.000</td>
<td>0.650</td>
<td>1.750</td>
</tr>
<tr>
<td>Previous enrollment</td>
<td>Enrolled vs. not enrolled in the previous year</td>
<td>-3.706</td>
<td>257.89</td>
<td>0.000</td>
<td>-1.328</td>
<td>-0.407</td>
</tr>
</tbody>
</table>

Table 2. Test of Significance: Mean Differences in Reflected Confidence
We also examined confidence levels between the student groups. Based on the test of significance of the group mean differences at alpha = 0.05, students whose pretest scores were higher showed significantly higher confidence than the others. Also, students who enrolled in the same school in the previous year showed higher confidence than others who did not (Table 2).

**Feelings and Learning Strategies.** Other constructs we measured, such as feelings towards math (how much they liked math, how strongly they agreed that they are good at math) showed that students generally had positive feelings towards math (over 70% answered “agree” or “strongly agree” to the questions across all units that these questions were asked). Also, the responses to learning strategy items revealed that students generally used or preferred certain learning strategies such as visualization (e.g., 87.4% of respondents answered “agree” or “strongly agree” to a question “I can draw a picture to help me solve a multiplication problem”). However, the positive feeling variable showed close-to-zero correlations with final course performance ($r = .076$). Also, actual final course performances were not significantly different across the student groups who used different learning strategies (e.g., significance test for average test scores between groups of students with different answers to visualization strategy: $F(3, 248) = 1.17$, p-value = 0.322).
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*Figure 3. Scatterplot and regression line: overall course-level self-reflected confidence and final course score from the pilot study*

**Relationship with Course Performance.** Next, we looked at the Pearson correlations between the constructs measured in the reflection assessments and course performance measures. In the pilot study, the correlations between confidence scores and “unit test” scores were 0.42 on average, and the correlation between confidence scores and final course performance scores was 0.495. When we looked across elementary, middle, and high school data, both self-judged skill level and confidence based on identified strengths were positively correlated with the course
performance. The correlation was stronger for middle school (r = 0.425~0.501) than for elementary (r = 0.258) and high school (r = 0.340~0.354).

Additional regression results showed that higher confidence is positively associated with higher course performance (Table 3 and Figure 3), after controlling for the other variables. We also found that frequency of reflection mattered for performance. We counted how many times the students took the reflection assessments during the course, and examined whether it was associated with final course performance. The results showed that the more the students reflected, the higher their final course performances were (estimate of beta = 0.18, SE = 0.05, t = 3.84, p-value = 0.000).

|                         | Estimate | SE  | t     | Pr(>|t|) |
|-------------------------|----------|-----|-------|----------|
| (Intercept)             | 70.13    | 7.63| 9.20  | 0.000    ***|
| Overall reflection confidence | 2.16    | 0.55| 3.94  | 0.000    ***|
| Overall reflection accuracy squared | -0.53   | 0.51| -1.04 | 0.302    |
| Variance in reflection ratings | 0.60    | 4.34| 0.14  | 0.891    |
| Answered reflection item count | 0.18    | 0.05| 3.84  | 0.000    ***|
| Gender – male           | 0.35     | 1.87| 0.19  | 0.854    |
| Individual education plan eligible – yes | -1.00   | 5.55| -0.18 | 0.857    |
| Free and reduced meal eligible – yes | -4.94   | 1.90| -2.60 | 0.010    * |
| Grade – 7th             | 9.06     | 5.67| 1.60  | 0.112    |
| Grade – 8th             | 11.62    | 2.38| 4.87  | 0.000    ***|
| Grade – 10th            | 5.85     | 5.91| 0.99  | 0.324    |
| Previous year enrollment – yes | 3.33    | 2.08| 1.60  | 0.111    |
| Completed course – yes  | 3.22     | 3.17| 1.02  | 0.311    |
| On-time enrollment – yes| -1.05    | 2.72| -0.39 | 0.699    |
| Low pretest – yes       | -4.14    | 2.01| -2.05 | 0.042    * |
| Adjusted r-squared      | 0.441    |     |       |          |
| F-statistic (14, 166)   | 11.15    |     | 0.000 | ***      |

(Significance codes: 0 “***” 0.001 “**” 0.01 “*” 0.05 “.” 0.1 “” 1)

Table 3. Effects of Self-reflection on Final Course Score: Multiple Regression Analysis Using the Pilot Sample

**Is There a Difference in Self-Reflections Between Students in Elementary, Middle, and High School?**

**Difference in Participation.** We found interesting patterns across the school levels. Overall, in terms of the participation, younger students reflected more across all four types of reflection questions. The percentage of “reflected students” (answered at least one item in a reflection assessment) across the units within the courses stayed high for younger students (more
than 98% for elementary and more than 81% for middle). When they took the assessments, most elementary and middle school students (more than 73% for elementary, more than 72% for middle) answered all reflection items in the assessments.

For high school students, the percentage of students who reflected went down for the later units in the courses (from about 92% to 43%). Also, the data showed that many students stopped reflecting (dropped below 40%) at many different points in the course. Also, we found that high school students’ participation in self-reflection was related with the difficulty of the unit topics and students’ performance levels. Figure 4 illustrates the interaction effect on the test scores between the topic difficulty and reflection participation. The average test scores shown in the vertical axis were calculated using the estimated regression coefficients after controlling for the course units, and all other reflection-related and student background covariates. The horizontal axis indicates the unit sequence in high school Algebra 1 A and Algebra 1 B. The graph shows that for more difficult math topics, students who participated in reflections were performing lower on their unit tests than students who did not participate in reflections.

![Figure 4. Comparison of average test scores among student groups based on reflection implementation and reflection behavior using the pilot study sample](image)

**Middle School Effect.** The extended study revealed a simpler distinction between school levels. Middle school results among all three school levels showed the strongest linear association ($r = .258$ for elementary, .501 for middle, .340 for high) when it comes to how self-reflection is related to final course performance. Also, for middle school, the average unit test scores for the students who “reflected” were significantly higher for all units (Figure 5). In middle school, students’ overall confidence level increased towards the end of the course (graph not reported). All of these patterns were not evident in elementary and high schools.
Figure 5. Comparison of average unit test IRT scores between “reflected” (answered at least one item in the reflection assessment) group and “not reflected” group. The horizontal axis indicates the unit topic sequence in each course. The vertical axis indicates average unit test IRT scores.

Is There a Relationship Between Self-Reflection and Course Performance When We Compare to a Previous-Year Matched Student Cohort?

After propensity score matching, we conducted outcome analysis using multiple regression models within which all the covariates were included as independent variables. The results showed different patterns in elementary, middle, and high school levels. Generally, the evidence was more significant for more difficult courses at higher school levels. The effects varied much between schools.

In elementary and middle school levels, we did not observe significant evidence that there is a difference between the final course performances of the previous-year cohort and the later-year cohort. We broke down the extended sample analyses to the school level to examine further. After controlling for the covariates, for the elementary course, all 8 schools did not show any significant difference between the two year cohorts. For the middle school course, two schools showed significantly higher final course scores in the later year, while three schools showed significantly lower scores than the previous year (alpha = 0.05). The remaining three schools did not show any significant difference between the two year cohorts.
### Table 4. Effects of Self-reflection on Final Course Score after Matching: Multiple Regression Analysis Using the Pilot Sample

<table>
<thead>
<tr>
<th></th>
<th>Algebra 1 A (N=145 for each year)</th>
<th>Algebra 1 B (N=138 for each year)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est</td>
<td>SE</td>
</tr>
<tr>
<td>(Intercept)</td>
<td>-2.319</td>
<td>0.230</td>
</tr>
<tr>
<td>2013-14 Cohort (No self-reflection)</td>
<td>0.031</td>
<td>0.103</td>
</tr>
<tr>
<td>Male</td>
<td>-0.073</td>
<td>0.091</td>
</tr>
<tr>
<td>Grade7</td>
<td>0.924</td>
<td>0.221</td>
</tr>
<tr>
<td>Grade8</td>
<td>0.718</td>
<td>0.126</td>
</tr>
<tr>
<td>Grade10</td>
<td>-0.303</td>
<td>0.188</td>
</tr>
<tr>
<td>Grade11</td>
<td>0.549</td>
<td>0.388</td>
</tr>
<tr>
<td>Grade12</td>
<td>. . . .</td>
<td>. . . .</td>
</tr>
<tr>
<td>IEP</td>
<td>0.144</td>
<td>0.268</td>
</tr>
<tr>
<td>FARM</td>
<td>-0.164</td>
<td>0.094</td>
</tr>
<tr>
<td>Enrolled on time</td>
<td>0.381</td>
<td>0.137</td>
</tr>
<tr>
<td>Completed</td>
<td>1.977</td>
<td>0.212</td>
</tr>
<tr>
<td>Previous enrollment</td>
<td>0.200</td>
<td>0.120</td>
</tr>
<tr>
<td>Low pretest</td>
<td>-0.207</td>
<td>0.117</td>
</tr>
</tbody>
</table>

However, at the high school level, for more difficult course, we observed significant and negative effects. The overall performance of the later-year cohort was lower than the previous-year cohort. The same type of analysis showed that after controlling for the covariates, the difference was significant at alpha = 0.05. This pattern was true for both the pilot sample and the extended sample (Table 4, Table 5). For Algebra 1 A, when we broke down the extended sample analyses to the school level, we observed a significant and positive effect for one out of eight schools, and significant and negative effects for three out of eight schools. When we combined all eight school data together, we observed a significant and negative effect. For Algebra 1 B, we observed a significant and negative effect. It is worthwhile to note again that before matching, the later-year cohort showed lower performance in terms of their pretest and final course scores especially in more difficult math course than the previous-year cohort. The results showed that the descriptive patterns shown before matching still persisted after matching.
Conclusion

In this study, we examined the role of self-reflection in math performance in an online learning environment, and whether providing opportunities for self-reflection impacts math performance, by analyzing assessment data from virtual schools. The main results were highly consistent with the literature that is not specific to the online learning environment: participation in reflection, more frequent reflection, and high confidence level were positively associated with higher course performance. When students participated in self-reflection in an online learning environment, most of them seemed to be well engaged, were serious in answering the reflection questions, and their confidence level generally increased over the units in the course. However, participation in self-reflection varied by grade level, students’ performance level, and course/topic difficulty. Results showed that younger students and lower performing students engaged more in the reflections. When they took the reflection assessments, their confidence level was moderate-to-strongly correlated with their course performances, unlike high school students. Among the three school levels, middle school students showed the strongest association between their reflection participation, reflected confidence, and actual performance level. Lastly, we observed low participation in self-reflection among high school students, and those who did participate performed lower on more difficult math topics.

Table 5. Year-to-year difference in final course scores after matching: summary of multiple regression analyses using the pilot and extended samples (alpha = 0.05)
One of the noticeable results is that high school performance in students who took the most difficult (Algebra 1B) course in the study after the reflection assessments were instituted, were significantly lower than those students from the previous school year. This finding suggests a possible limitation of the positive impact of reflections as it seems to contrast to the previous results that instituting self-reflection is related with and promotes high performance (e.g., Chi, Bassok, Lewis, Reimann, & Glaser, 1989; Ertmer, Newby, & MacDougal, 1996; May & Etkina, 2002; Perels et al., 2009; Zimmerman, Moylan, Hudesman, White, & Flugman, 2011).

A few possible explanations for this result exist. First, between the current study and the previous studies, there are noteworthy differences in sample, discipline, methodology, and whether or not the study was situated in an online learning environment. The propensity score matching study controlled for initial achievement of the students, so that the effect we found here represents the causal relationship between reflecting and performance. Chi and colleagues (1989) first grouped students based on their performance levels and used qualitative analyses to profile their use of learning strategies. Ertmer and colleagues (1996) examined students’ usage of reflective learning strategies by making students self-report on whether they reflect on their own learning or not. The study analyzed data from a face-to-face biochemistry classroom. May and Etkina (2002) and Zimmerman and colleagues (2011) focused only on college samples and physics learning in face-to-face learning environment. Perels and colleagues (2009) looked at math learning but only for the sixth graders in regular face-to-face math classes. These studies and the current study only have small overlap in terms of the age group of the sample, and none of these studies looked at online learning environment.

Second, this finding may be related to engagement patterns that varied by student skill-level. We found that at the high school level, for more difficult math topics within the course, low-performing students were more likely to respond to reflection assessments at least once than were high-performing students. Also from overall analyses of participation using the extended sample, we observed that high school students are dropping from the reflection assessments more than the elementary and middle school students. Together it may imply that as students grow older and become better in their understanding of more difficult math topics, they tend to skip supplementary learning opportunities such as reflection assessments. This may be an interesting topic to explore in a future study, as the current analysis did not investigate what motivates students to take the reflection assessments.

Third, unobserved covariates may influence the results. The current analysis does not follow a strict experimental design. We depend on the propensity score matching method to make a causal inference. One of the known disadvantages of the propensity score matching method is that the propensity scores are calculated based on the observed variables, thus the influence of unobserved covariates are not considered in matching. That implies the control (the previous year) and treatment (the later year) groups may have more differences than what we observed and matched for. For example, students in the later year group may represent the majority of students who move their schools multiple times (“high mobility”).

Fourth, one can also speculate that reflecting students showing lower performance on difficult tasks has something to do either with (a) cognitive load (when one is trying to learn difficult math topics, resources are too limited or exhausted to go off task and reflect) or (b) in more difficult math, interventions will only be effective if it is highly content-specific (for example, one-on-one tutoring on solving a difficult problem): one can be shown the steps to solving a problem or one would not reach the solution. Even if the self-reflection process is done
correctly and well, when one does not understand the actual content, the reflection still may not be effective.

For more difficult topics, how we currently encourage self-reflection may not be as effective for already high-performing students as for low-performing students. It may suggest the limits of the positive impact of reflection; for students behind in more advanced courses, even with reflection the prerequisite skills are missing. The result suggests that self-reflection strategies need to be appropriately differentiated to support improvement in math. Differentiated instructional support is not a new idea. For example, a literature review of the feedback research (Shute, 2007) showed that different types of feedback were differentially effective, depending on learner ability, task complexity, timing, and prior knowledge (Figure 6). In order for the self-reflection to be effective, one may need to consider multiple factors including in which stage of self-reflection does the learner need to be in order to reach the learning outcome, what kinds of self-reflection tools are most effective in supporting what kinds of math knowledge and skill acquisition, and how students progress over time in terms of their self-reflection process and their mastery of math knowledge and skills. As reviewed in the previous section, there can be multiple phases in how people reflect. Perhaps, according to Schön (1983), reflection-on-action may be a way to understand the self-reflection effect on high-performance students. The instructors need to be aware of what kinds of reflection opportunities one can provide for the different math topics and tasks (e.g., conceptual understanding vs. problem solving). Lai and Land (2009) reviewed two
strategies for supporting reflection in online learning environments, focusing on journaling and small group asynchronous discussion. Building upon the previous findings that showed the usefulness of journal writing as a reflection tool in face-to-face math courses (e.g., Jurdak & Zein (1998), Meel (1999)), they suggested online tools such as blogging, email, and discussion forums as well as several instructional strategies (e.g., giving quality feedback, examples, and clear instructions) to support reflective journaling in online learning environments. It is worth noting that the self-reflection activities in literature varies much from very open-ended and generic self-reflection activities to more content-specific, forced choice type of assessments. These different types of activities entail different cognitive demands. It is perhaps not all that surprising that we see different effects for different types of reflection activities. A future effort is needed to understand how differentiated support for reflection activities are related with improvement in performance.

Building on the findings from this study, a follow-up study can further examine why the positive effects of implementing reflection assessments on math performance was limited to lower grades. The results may be useful to inform how online education providers approach the design of math instruction and to allow us to control for some of these factors and enable us to determine more robustly whether there is a causative link between the student performance and response to reflection questions. Further research can also consider the degree to which what we have learned about the role of self-reflection in learning could be generalized across other subjects and student groups.
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