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Abstract
This study aims to determine the Type I error rates and power of $S_1$, $S_2$ indices and kappa statistic at detecting copying on multiple-choice tests under various conditions. It also aims to determine how copying groups are created in order to calculate how kappa statistics affect Type I error rates and power. In this study, option-matrices were obtained by using five choices of multiple choice test data generation. R-3.0 software was used for data generation and analysis. The effects of sample size, test length, and source ability level on Type I error rates and also amount of copying on power according to nominal $\alpha$-levels were investigated.

The findings indicated that Type I error rates for $S_1$ and $S_2$ indices were lower in all conditions, while the same error rates were relatively higher for copy detection using kappa statistics. Kappa statistics were seen to be more powerful than $S_1$ and $S_2$ indices under all conditions. As sample size, test length, and amount of copying increased, the $S_2$ index was also revealed to be more sensitive than the $S_1$ index. Type I error rates and power results of the kappa statistics were similar to each other.
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Cheating, a factor which threatens tests’ psychometrics properties, is a serious problem within the processes of measurement and assessment. Examinees’ test scores do not reflect their true scores in the presence of cheating. So, this situation results in giving wrong decisions about the cheaters in terms of the features to be tested. From another point of view, if cheating systematically increases the number of correct answers, this gets evaluated as a systematic error, and systematic errors jeopardize test validity. If cheating does not systematically increase the number of correct answers, it can be evaluated as a random error, and this type of error threatens reliability. As a result, cheating damages the psychometric properties of tests. Nowadays, research on cheating and copy detection methods have increased in order to deal with the problem of cheating. Cheating methods were categorized by Cizek (1999) into three main headings: giving/taking/receiving information, using forbidden materials, and circumventing or taking advantage of the testing process. Researches show that more than 50% of students have admitted to cheating on their exams, and the rate of cheating has increased rapidly (Cizek, 1999, p. 35). For this reason, researchers have developed various copy detection methods to detect examinees’ cheating levels. One of these methods depends on statistical evidence.

Saupe (1960) placed methods that depend on statistical evidence into two categories: empirical methods and chance methods. In empirical methods, the answer distribution of examinees suspected of cheating is compared with that of a group known not to have cheated. In methods that depend on chance probability, the answer distribution of examinees suspected of cheating is compared with a theoretical distribution, such as binomial, Poisson, or standard normal distribution. Over time, methods of detection have moved away from empirical approaches and toward chance methods (Cizek, 1999, p. 139). Numerous indices since 1927 have been developed for detecting cheating. Most of those indices are based upon classical test theory, while some others on item response theory. Most of these methods focus on the probable similarity of answers (chance probability) that independent examinees give without cheating or collaborating. Bird (1927; 1929), Crawford (1930), Anikeef (1954), and Saupe (1960) are pioneers of these indices.

However, because calculating these indices is complicated, satisfactory results of the indices’ sensitivity for detecting copying cannot be precisely obtained (Argenal, Co, Cruz, & Patungan, 2004). Angoff (1974) developed eight indices (A through H) that use the same procedure as the index developed by Saupe (1960) by using different parameters for identifying cheaters. Angoff (1974) showed parameters that conclude that the number of correct and wrong answers (B and H indices) were more successful at detecting cheating. A number of indices were developed after Angoff’s, and numerous statistical methods have been used for detecting cheating. When reviewing the related literature, the following indices and methods for detecting...
cheating have been discovered: $g_1$ and $g_2$ indices (Frary, Tideman, & Watts, 1977, 1993), PAIR1 and PAIR2 indices (Hanson, Harris, & Brennan, 1987), ESA index (Bellezza & Bellezza, 1989), $B_m$ index (Bay, 1994), Harpp-Hogan index (Harpp, Hogan, & Jennings, 1996), $K$ index (Holland, 1996), $\omega$ index (Wollack, 1997), $\bar{K}_1$ and $\bar{K}_2$ indices (Sotaridona & Meijer, 2002), $S_1$ and $S_2$ indices (Sotaridona & Meijer, 2003), Differential Item Functioning (DIF; Giardano, 2005), kappa statistic (Sotaridona, van der Linden, & Meijer, 2006), response time (RT) models (van der Linden, 2006), generalized binomial test (GBT; van der Linden & Sotaridona, 2006), $\tau$ statistics (van der Ark, Emons, & Sijtsma, 2008), CTAD (Deng, 2008), cumulative sum statistic (CUSUM$_{LR}$; Armstrong & Shi, 2009), factor analysis (Clark, 2010), Kullback-Leibler (K-L) divergence and $K$-index (Belov & Armstrong, 2010), Final Log Odds Ratio (FLOR; Hui, 2010), Variable Match Index (VM-index; Belov, 2011), and Deterministic, Gated Item Response Theory Model (DGIRTM; Shu, 2011).

This study is limited to $S_1$ and $S_2$ indices and kappa statistics. In order to understand the $S_1$ and $S_2$ indices, one must first understand the $K$-index.

**K Index**

The K index, is used to determine irregular matching of wrong answers for two examinees who took the same multiple-choice exam. The K index is an estimator of the chance probability of two examinees having wrong answers that match.

This index, first developed by Frederic Kling in 1979, was reintroduced by Holland (1996) under the following assumptions:

1. Matching wrong answers from examinees who took the same exam is an indicator of copying.

2. If two examinees answer an item wrong and select the same option, then there is strong evidence for the violation of independence regarding the answers obtained from a single item.

3. If two examinees answered an item correctly, there is weak evidence for cheating because both examinees could know the correct answer.

4. Omitted answers are not seen as evidence of copying. For example, examinees are encouraged to not mark items for which they are not sure of the answer. Thus the rate of leaving difficult items unmarked increases. Another reason for leaving items unanswered is that students were unable to use the exam time appropriately.

The K index, which is produced under these assumptions, is easy to calculate. However, its limitations are that only information related to examinees’ matching
wrong answers is used and the reliability is low for small samples. K index with lower values at various significance levels as a result of calculations is considered evidence that the cheater had copied from a source (Holland, 1996). In order to clear up some sets of problems observed with the K index, Sotaridona and Meijer (2002) put forward the $\overline{K}_1$ and $\overline{K}_2$ indices, where whose estimates are obtained from linear and quadratic regressions.

$\overline{K}_1$ and $\overline{K}_2$ Indices

The difference between these indices, which were developed by Sotaridona and Meijer (2002), and the K-index is the parameter estimation of the $p$-binominal probability. While the data set of the copying subgroup is only used for estimating the $p$ for the K index, the data set of all examinees with wrong responses matching the source’s wrong answers is used for $\overline{K}_1$ and $\overline{K}_2$ indices. In this way, Sotaridona and Meijer (2002) claimed that $\overline{K}_1$ and $\overline{K}_2$ indices are more powerful indices, and they presented in their study that these indices are superior to the K index for detecting answer copying. Smaller values of $\overline{K}_1$ and $\overline{K}_2$ indices from several nominal alpha levels are evaluated as evidence of copying.

$S_1$ Index

The $S_1$ index, which was developed by Sotaridona and Meijer (2003), is similar to the $\overline{K}_1$ index in that it is constructed from the $M$ (distribution of matched wrong answers) variable. However, binomial distribution is used for $\overline{K}_2$ whereas Poisson distribution is used for the $S_1$ index.

$S_2$ Index

$K$, $\overline{K}_1$ and $\overline{K}_2$ indices are built on matched incorrect answers, and the $S_1$ index does not use information regarding correct answers that match the source. Sotaridona and Meijer (2003) considered this as a limitation and thus developed the $S_2$ index. According to Sotaridona and Meijer (2003), when matching correct answers are ignored, copiers’ correct answers are accepted as if they had marked the correct answer on their own, yet there is the possibility that the copier might have marked the correct answer by cheating or guessing. The $S_2$ index is an extension of $S_1$ and was developed for these limitations. $S_2$ differs from $S_1$ in that $S_2$ accounts in its calculations for the information obtained from examinees’ same correct answers. Lower values of the $S_2$ index from several nominal alpha levels are evaluated as evidence of cheating. Like the $S_1$ index, the model’s adequateness is assessed using the $g^2$ index.
**Kappa Statistic**

Sotaridona, van der Linden, and Meijer (2006) suggested using Cohen’s kappa statistic to detect cheating for multiple-choice answers. In contrast with other statistics, there is no assumption that investigates the answering process of the copier or the source. The only assumption is the existence of several probabilities for answers generated by examinees (Sotaridona et al., 2006). Sotaridona et al. aimed to determine the Type I error rate of the probability of the copier and source obtaining the same answer according to their ability levels. Their study found that, except from the situations where the ability levels were in opposite direction (low ability level copier - high ability level source or high ability level copier – low ability level source), there was an increase in the Type I error rate. They suggested recoding the answers to decrease the Type I error rate. A decrease in Type I error rates was observed at the end of the study.

Steps for recoding answers as followed in the study are given below:

1. Calculate $a$ values, which are defined as the ratio of test takers to preferential options.
2. Construct the coding template (schema).
3. Recode answers according to constructed template (Sotaridona et al., 2006, p. 421).

In calculating the $a$ values, Sotaridona et al. (2006) suggested that just as the subgroup with the same ability level as the copier can be taken, so can examinees with the same number of correct responses as the copier (or when the ability level is hard to estimate, the percentage of correct responses from the copier’s group as formed according to examinees’ correct responses) also be taken.

**Type I Error Rate and Power of Indices to Detect Answer Copying**

Type I error rate and power to detect answer copying are two important concepts needed to decide how to apply indices in terms of usefulness and trustability. What is expected from the indices is for them to identify copiers correctly in cases of cheating. For this reason, power to detect cheating means identifying copiers correctly, and Type I error means deciding an examinee is a copier when they are not. High index power and low Type I error rates are desired for indices that detect copying.
Table 1
Type I Error and Copy Detection Power

<table>
<thead>
<tr>
<th>Reality</th>
<th>Decision Made for Hypothesis Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H_0 ) true “No Copy”</td>
<td>( H_0 ) denied “Copy”</td>
</tr>
<tr>
<td>( H_0 ) wrong “Copy”</td>
<td>( H_0 ) accepted “No Copy”</td>
</tr>
<tr>
<td>(Copy Detection Power)</td>
<td>True Decision</td>
</tr>
<tr>
<td>(Copy Detection Power)</td>
<td>Type II Error</td>
</tr>
</tbody>
</table>

A limited number of studies in the literature have focused on Type I error rates and copy detection power for \( S_1 \), \( S_2 \), and kappa statistics under various conditions. To clarify the powerful parts of the related indices, a literature review has been given for previously developed indices:

Hanson, Harris, and Brennan (1987) compared \( g_2 \), \( B \), \( H \), \( P \), \( CP \), Pair I, Pair II indices for types of copying and showed that indices generated very similar detection rates. Additionally, indices for “random cheating” are more powerful than indices developed for “serial cheating” when the percentage of cheating is higher.

Bay (1995) compared \( B \), \( g_2 \), and ESA indices in her study. The study showed the three indices were insufficient at detecting answer copying when copying was identified in 25% or less of the total number of items.

Frary and Tideman (1997) compared \( B \) and \( g_2 \) indices. The study showed that the \( B \) index is more efficient at identifying high-scoring copiers and \( g_2 \) is more efficient at identifying low-scoring copiers. The researchers also highlighted that when the \( g_2w \) index (derived from the \( g_2 \) index) was used with \( g_2 \), greater copy detection rates were obtained.

Wollack (1997) compared \( g_2 \) and \( \omega \) indices for various types of copying in terms of sample size, test length, and amount of copying. The study underlined that the \( \omega \) index is more powerful than the \( g_2 \) index at copy detection under all simulated conditions, and the \( g_2 \) index is insufficient at controlling Type I error rates.

Sotaridona and Meijer (2002) compared \( K \), \( \bar{K}_1 \), \( \bar{K}_2 \), and \( \omega \) indices in terms of sample size, test length, and amount of copying. The study showed that since all indices were capable of controlling Type I errors, they were better than the \( g_2 \) index (Wollack, 1997), which is weak at controlling Type I errors. In addition, the researchers showed that the \( \omega \) index is relatively more powerful than other indices; however, for situations where \( \omega \) is not applicable, \( \bar{K}_2 \) is more powerful than \( K \) and \( \bar{K}_1 \).

Sotaridona and Meijer (2003) compared their \( S_1 \) and \( S_2 \) indices with \( K \), \( \bar{K}_2 \), and \( \omega \) in terms of sample size, test length, and amount of copying. The study showed that \( S_1 \) is better than \( \bar{K}_2 \), and that \( S_1 \) and \( \omega \) are better than the others in terms of power. Another result of the study was that for item parameters estimated accurately
from nominal response model (NRM) of item response theory, the $\omega$ index generates more sensitive results for copier ability levels and is applicable for small sample sizes. However, researchers noted that $S_1$ and $S_2$ have less power for detecting answer copying in small sample sizes.

Wollack (2003) compared Scrutiny!, $K$, $g_2$, and $\omega$ indices, showing that the $\omega$ index has the greatest power under all conditions.

Wollack (2006) later proposed the simultaneous use of $\bar{K}_2$, $S_1$, $S_2$, $\omega$, $H^*$, and $B$ indices. Comparison for single use of indices showed that $\bar{K}_1$, $S_1$, $S_2$, $\omega$, and $B$ indices had low Type I error rates for all nominal $\alpha$-levels (0.01, 0.005, 0.001, and 0.0005), while the $H^*$ index had high rates. In addition, $\omega$ had the highest power among the compared indices; $S_2$ was the second most powerful index. The study showed that simultaneous use of $\omega$ and $H^*$ was more powerful than other combinations. The researcher recommended using $S_2$ for cases where $\omega$, which depends on item response theory, cannot be used.

Sotaridona et al. (2006) showed the kappa statistic, which they suggested for copy detection, had powerful results for five option multiple-choice tests of 30 or 60 items. However, the recoding study for the statistic’s sensitivity toward source and copiers’ ability levels showed a remarkable increase for Type I errors at the 0.05 nominal alpha level when the ability levels of copier and source were similar.

The literature review of prior studies shows that, apart from $\omega$ (which depends on item response theory), the most powerful indices for detecting answer copying are $S_1$ and $S_2$. No study was found to have compared $S_1$ and $S_2$ with the kappa statistic for Type I error rates or power. For this reason, this study’s purpose is to compare $S_1$ and $S_2$ with the kappa statistic under various conditions.

Table 2

<table>
<thead>
<tr>
<th>Research</th>
<th>Indices</th>
<th>Sample Size</th>
<th>Test Length</th>
<th>Amount of Copying</th>
<th>$\alpha$-level</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sotaridona &amp; Meijer (2002)</td>
<td>$K$, $\bar{K}_1$, $\bar{K}_2$, $\omega$</td>
<td>100, 500, 2000</td>
<td>40, 80</td>
<td>10%, 20%, 30%, 40%</td>
<td>0.0001</td>
<td>Simulation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.005</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Sotaridona &amp; Meijer (2003)</td>
<td>$\bar{K}_1$, $\omega$, $S_1$, $S_2$</td>
<td>100, 500</td>
<td>40, 80</td>
<td>10%, 20%, 30%, 40%</td>
<td>0.0001</td>
<td>Simulation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.005</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Wollack (2006)</td>
<td>$\bar{K}_2$, $S_1$, $S_2$, $\omega$, $H$, $B$</td>
<td>25, 50, 100, 250, 500, 1000, 2000, 5000, 10000</td>
<td>40, 80</td>
<td>10%, 20%, 30%, 40%</td>
<td>0.0005</td>
<td>Simulation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.005</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>
Purpose of the Study

Educational and psychological testing for decision making is frequently performed for individuals. The appropriateness of the decisions made for individuals depends on reliability and validity of tests. However, many factors decrease the reliability and validity of these tests. Copying is an individual attempt at pretending to have knowledge by cheating (Cizek, 1999). Because of this decision making as “master” for a copier who is not capable for the intended trait to measure will be a fault. As is the case with copying during a testing process, being able to determine answer copying is very important for a test’s validity.

A literature review shows that numerous methods have paved the way for detecting answer copying; \( S_1 \) and \( S_2 \) have the greatest power of copy detection, apart from the \( \omega \) index, which depends on item response theory. At the same time, no study could be found that compares \( S_1 \) and \( S_2 \) with the kappa statistic, which was purposed by Sotaridona et al. (2006) for detecting answer copying in terms of power and Type I error rates. This study aims to compare the kappa statistic with \( S_1 \) and \( S_2 \) indices, which are used for detecting answer copying under various conditions, to determine which one has lower Type I error rates and higher detection rates. Another purpose of this study is to explain how the copier subgroup used for the kappa statistic calculation affects the Type I error rate and power. Additionally, no study could be reached for copy detection indices in Turkey. This study also supposes to contribute to measurement and evaluation studies in Turkey by being the first study on copy detection methods here.

Research Question

What are the Type I error rates and power of \( S_1 \) and \( S_2 \) indices and kappa statistics as used for detecting answer copying under various conditions?

Sub-questions. Answers to the questions given below were attempted:

1. What are the Type I error rates of the indices under various conditions?
   1. What are the interaction effects of conditions for the specified nominal alpha levels?

2. What are the copy detection powers of indices for various conditions?
   1. What are the interaction effects of conditions for the specified nominal alpha levels?

This study is limited to data sets that were generated by a computer program, the indices included in the study, predetermined conditions (sample size, test length, source ability level, and amount of copying), and their levels.
Methodology

Type of the Study
This study aims to provide information about Type I error rates and power for \( S_1 \) and \( S_2 \) indices and kappa statistics by using simulated datasets under various conditions. From this framework, the study can be evaluated as a fundamental research.

Data Generation and Data Analysis Conditions
The data sets of the study were generated using the R-3.0 program for four conditions (sample size, test length, amount of copying, and source ability level over the copier) with over 100 replications.

In this study, the mcIRT package (Reif, 2013) of the R-3.0 program was used to generate data according to NRM. For data generation, examinees ability parameters were obtained from a standard normal distribution with a mean of 0.00 and a standard deviation of 1.00. This was done separately for three sample sizes: 100, 500, and 2,000.

By using the R-3.0 program, multiple-choice test items with five options and test lengths of 40 and 80 items were generated for chosen sources with five different ability levels (40-49%, 50-59%, 60-69%, 70-79%, and 80-90%). In the study, 30 different condition levels were created for Type I error rates (3 [sample size] x 2 [test length] x 5 [source ability level]). For detecting answer copying, copying ratios of 10%, 20%, 30%, and 40% of the total test items were used in addition to the previous conditions. To investigate power, 120 different condition levels were generated (3 [sample size] x 2 [test length] x 5 [source ability level] x 4 [amount of copying]). For each condition level, 100 replications were conducted for data generation. As a result, 3,000 datasets were generated for studying Type I errors (30 x 100) and 12,000 datasets were generated for copy detection power (120 x 100).

The sample size used in the study were chosen to compare test length, amount of copying conditions, and ability levels by using 100 replications with the studies of Sotaridona and Meijer (2002; 2003). To determine the upper and lower bounds of the source ability levels’ percentages, the limits of 40% and 90% from Sotaridona and Meijer’s (2003) study were taken into consideration. Manipulated conditions and their levels are given in Table 3.
Table 3  
**Manipulated Conditions and Levels**

<table>
<thead>
<tr>
<th>Condition</th>
<th>Number of Levels</th>
<th>Level Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Size ($N$)</td>
<td>3</td>
<td>100 ($N1$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500 ($N2$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000 ($N3$)</td>
</tr>
<tr>
<td>Test Length ($T$)</td>
<td>2</td>
<td>40 ($T1$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80 ($T2$)</td>
</tr>
<tr>
<td>Source Ability Level ($Y$)</td>
<td>5</td>
<td>40 - 49% ($Y1$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50 - 59% ($Y2$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60 - 69% ($Y3$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70 - 79% ($Y4$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80 - 90% ($Y5$)</td>
</tr>
<tr>
<td>Amount of Copying ($C$)</td>
<td>4</td>
<td>10% ($C1$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20% ($C2$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30% ($C3$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40% ($C4$)</td>
</tr>
<tr>
<td>Indices</td>
<td>3</td>
<td>$S_1$, $S_2$ and Kappa</td>
</tr>
<tr>
<td>Number of Replications</td>
<td></td>
<td>100</td>
</tr>
</tbody>
</table>

**Process**

Studies given below were conducted respectively with the program written in R by the researchers:

**Study 1: Determining Type I error rates of the indices.** No cheating data was generated according to sample size (100, 500, and 2,000) and test length (40, 80). In the study, sampled individuals were assigned to 4 row 20 individual class designs. In order to choose source and copier, ability-percentage intervals were first determined and five groups were created for choosing the source according to the ability levels mentioned in Table 3. For each replication, a source was chosen from the whole sample according to ability-level restrictions, and then without replacement, a copier with a lower ability level than the source was chosen at random from the nearby source.

After determining the copier and source, 3,000 (3 x 2 x 5 x 100) data sets were generated with 100 replications for the conditions of sample size, test length, and source ability level.
Study 2: Determining power of the indices. For Study 2, datasets were first generated according to sample size (100, 500, and 2,000) and test length (40 and 80). For each replication, source and copier were selected by the same procedure as in Study 1. From the responses of the chosen source, 10%, 20%, 30% and 40% of the test length (for 40 items: 4, 8, 12, and 16 responses; and for 80 items: 8, 16, 24, and 32 responses respectively) were chosen randomly, and the copier’s responses were changed in order to match the source’s chosen responses; thus, the cheating condition was created. For every level of sample size, 12,000 (3 x 2 x 5 x 4 x 100) data units were generated through 100 replications for the conditions of test length, source ability level, and amount of copying.

To investigate the effect of group, which is required for calculating the kappa statistic in Studies 1 and 2 in order to detect answer copying, three different groups were constructed. For this purpose, the procedures below were conducted by determining the copier’s number of correct responses:

1. A group with the same number of correct responses as copier was constructed for the first group.
2. For the second group, five groups were constructed according to the examinees’ number of correct responses, and the group that included the copier was determined.
3. For the third group, 10 groups were constructed according to examinees’ number of correct responses, and the group that included the copier was determined.

In Studies 1 and 2, the $S_1$ and $S_2$ indices and Kappa statistic for each copier subgroup were calculated for each data set. The calculated kappa statistics were named $Kappa_1$ for the first group, $Kappa_2$ for the second group, and $Kappa_3$ for the third group.

The values after the calculations were compared with the determined nominal alpha levels (0.0005, 0.001, 0.005, 0.01, and 0.05) in order to identify the Type I error rates and powers. Nominal alpha levels were determined according to the literature review.

Data Analysis

In the study, calculations were conducted using a program which was written in R-3.0 programming language for the index equations. The obtained results were analyzed by comparing them with the determined nominal alpha levels.

Determining the Type I error rates of the indices. To determine the Type I error rates of the indices, the probability values for the selected pair of copier and source from each replication for the non-cheating data were calculated.
The calculated probabilities were compared with nominal alpha levels (0.0005, 0.001, 0.005, 0.01, and 0.05). If the probability value was equal to or less than the determined nominal alpha level, then a “1” was assigned to that pair (who had not cheated but had been mistakenly marked as “cheating”), otherwise a “0” was assigned.

**Determining the copy detection power of the indices.** As mentioned in Study 2, different amounts of copying were created, and probability values were calculated for the selected pair of source and copier for each replication.

As with determining Type I errors, “1” was assigned for probability values equal to or less than each specified nominal alpha level (0.0005, 0.001, 0.005, 0.01, and 0.05), and “0” for others; binary matrices (0-1) were created. For each matrix, averages were obtained by calculating the ratio of the sum of “1” values to the total selected pairs, thus attempting to present the probability of a true decision of “cheating” for selected pairs (copy detection power).

**Findings**

In this section, results are given for Type I error rates and powers of $S_1$ and $S_2$ with different group sizes used for calculating the kappa statistic to determine cheating. Multivariate graphs were used to present the Type I error rates and powers of indices under various conditions.

**Type I Error Rates of Indices**

The interaction effects of sample size, test length, and source ability level for Type I error rates of copy detection were given using graphs at the nominal alpha levels of 0.05, 0.01, 0.005, 0.001, and 0.0005.

**Interaction effects of conditions on Type I error rate.** Multivariate graphs were used to investigate the interaction effects of sample size, test length, and source ability level for Type I error rates.
Graph 1. Type I error rates of conditions for specific nominal alpha levels.
As can be seen in Graph 1, Type I error rates of $S_1$ and $S_2$ indices for all conditions and condition levels can be said to be lower than the specified nominal alpha levels. Additionally, $S_1$ and $S_2$ indices for sample sizes of 100 showed some errors for test length of 40 items and at the upper intervals of the source ability levels. Also, some minor errors were observed for test length of 80 items and source ability levels at the 40-49% and 60-69% ranges.

Type I error rates of kappa statistics were also observed to be high for all conditions. When investigating the graphs for the interaction effects of conditions, the Type I error rate of kappa statistics for detecting answer copying increased when test length and source ability level increased. For cases where the sample size was 500, the error rate decreased with respect to the other sample sizes. When investigating the error rates among kappa statistics, Kappa1 statistic was observed to have higher error rates than other kappa statistics, especially for the sample sizes of 100; for other sample sizes, Kappa1 had values closer to Kappa2 and Kappa3 statistics. For sample sizes of 2,000, test length of 80 items, and source ability level between 80-90%, Type I error rates of kappa statistics were seen to be quite high. The Type I error rate of each kappa statistic had the smallest value for sample sizes of 500, test length of 40 items, and source ability level between 50-59%. Distinct from the others, at the 0.05 nominal alpha level for conditions with a sample size of 2,000, test length of 80 items, and source ability level between 80-90%, a small increase was observed in the Type I error rates of $S_1$ and $S_2$ indices. When investigating the graphs for 0.05 and 0.01 nominal alpha levels, the error rate of the Kappa2 was observed to be slightly higher than that of Kappa3 for sample sizes of 100.

As the source ability level increased, the difference between the two statistics decreased, especially for the 0.05 nominal alpha level. For the 0.05 and 0.01 nominal alpha level graphs, divergence of the rate of copy detection Type I errors of Kappa2 and Kappa3 statistics was observed to decrease at the 0.005 nominal alpha level. When investigating the graphs of 0.001 and 0.0005 nominal alpha levels, distinct from the others, one can see cases where Type I error rates were closer to 0 for all kappa statistics regarding sample sizes of 100 and 500, test length of 40 items, and source ability level between 40-59%. However, neither of these values was less than the specified 0.001 and 0.0005 nominal alpha levels. Because of this, it would be wrong to claim that kappa statistics had fewer Type I error rates for these specific condition levels.
Copy Detection Power of Indices

**Interaction effects of conditions on power.** Interaction effects of conditions on power for the specific nominal alpha levels of 0.05, 0.01, 0.005, 0.001, and 0.0005 are shown in Graphs 2, 3, 4, 5, and 6.

**Graph 2.** Copy detection powers of indices for 0.05 nominal alpha level.

**Graph 3.** Copy detection powers of indices for 0.01 nominal alpha level.
Graph 4. Copy detection powers of indices for 0.005 nominal alpha level.

Graph 5. Copy detection powers of indices for 0.001 nominal alpha level.

Graph 6. Copy detection powers of indices for 0.0005 nominal alpha level.
When investigating the graphs, power of indices increased with the simultaneous increase of sample size, test length, and amount of copying for all specified nominal alpha levels. In addition, powers of kappa statistics were observed to be higher than the $S_1$ and $S_2$ indices for all conditional levels.

$S_1$ and $S_2$ had more similar values when the amount of copying was between 10% and 20% for sample sizes of 100. The power of $S_2$ index was observed to increase when the amount of copying was between 30-40%, especially with larger sample sizes. In the interaction effects of conditions, $S_1$ and $S_2$ had the highest values when the amount of copying was between 30-40%. Additionally, an increase of power was observed when the source ability level was between 50-79% for the specified levels of the condition, and the lowest power value was observed for the 40-49% and 80-90% intervals.

According to the graphs for cases with a 30-40% copying ratio, kappa statistics’ power approached 1.00. For cases with a 10-20% copying ratio, the difference between levels became more explicit. For this low amount of copying, small increases were observed for power of kappa statistics when the source ability level decreased. For sample sizes of 100, Kappa1 had slightly more power than the other kappa statistics.

When observing Graph 2, which includes interaction effects of conditions on powers for 0.05 nominal alpha level, distinct from the other nominal alpha levels, all Kappa statistics had values closer to each other for all conditions. In cases with amount of copying between 10-20% and test length of 40 items, little decrease in the power of kappa statistics was observed with increases in the source ability level.

Again, distinct from the other nominal alpha levels, the power of $S_1$ and $S_2$ increased with increases in the source ability level for cases having sample sizes of 2,000, a test length of 40 items, and a 30% copying ratio, as well as those having sample sizes of 2,000, a test length of 80 items, and a 20% copying ratio.

When investigating Graphs 3, 4, 5, and 6, distinct from Graph 2, kappa statistics were observed to differ under certain copy detection conditions. Kappa1 statistic was observed to have slightly more power for sample sizes of 100 with the subset of 10% copying ratio for the 0.01 and 0.005 nominal alpha levels, and with the subsets of both 10% and 20% copying ratios for the 0.001 and 0.0005 nominal alpha levels.

The power of kappa statistics was observed to decrease with increases in source ability level. However, when investigating Graphs 5 and 6, small increases in the power of statistics were observed as the source ability level increased for sample sizes of 2,000.
Discussion

In this study, Type I error rates and copy detection powers of $S_1$ and $S_2$ indices and kappa statistics were determined and compared with each other under various conditions. When comparing the indices’ powers, kappa statistics were found to be more powerful than the other indices in all three copying groups under all conditions. However, the Type I error rate of kappa statistics for detecting answer copying was found to be quite high at all specified nominal alpha levels.

In line with other studies in the literature (Sotaridona & Meijer, 2003; Wollack, 2006), Type I error rates of $S_1$ and $S_2$ indices were found to be quite low at certain nominal levels. Sotaridona and Meijer (2003) and Wollack (2006) concluded in their studies that the powers of the indices also increased as sample size, test length, and amount of copying increased, and that the $S_1$ index is weaker than $S_2$ index at determining answer copying. The results of their studies also indicate that both $S_1$ and $S_2$ indices are found to be insufficient at determining answer copying with amount of copying between 10-20%. Similar results have also been obtained in the current study; this shows that the $S_2$ index, which not only matched source and copier’s incorrect answers but also their correct answers, has more power than the $S_1$ index at determining answer copying.

According to the results, Kappa1, Kappa2, and Kappa3 statistics, which were calculated using copying groups of three different sizes, had similar Type I error rates and power at determining answer copying. However, the Kappa1 statistic, which was calculated by the group created according to the copier’s correct answers, was found to have a little more power than Kappa2 and Kappa3 statistics in sample sizes of 100, but also having more Type I errors than Kappa2 and Kappa3.

The Type I error rate of kappa statistics at determining answer copying was lowest with sample sizes of 500, test length of 40 items, and source ability level between 50-59%. However, due to the fact that Type I error rates at these levels were higher than the specified nominal alpha levels, the error rates can also be concluded as high at copy detection. Likewise, the research results show that error rates increase as the source ability level and test length increased.

As expected, research results indicate that the more the test length and amount of copying increased, the more powerful the indices became at determining answer copying because the number of matching incorrect answers of the source and the copier increased. However, the power of kappa statistics was observed to slightly decline at determining answer copying as sample size increased.

The power of $S_1$ and $S_2$ indices at determining answer copying increases as sample size increases. In small samples, the power of the two indices at determining
answer copying is low and very similar. As sample size increases, the variations also increase; the \( S_2 \) index was found to have a lower error rate and greater power, especially when the amount of copying was high. However, \( S_1 \) and \( S_2 \) indices were found to be weak at determining answer copying when the amount of copying was set between 10-20%, as the studies in the literature (Sotaridona & Meijer, 2003; Wollack, 2006) have also shown.

When the power of indices at determining answer copying is examined with regard to the source ability level, the power of \( S_1 \) and \( S_2 \) indices were found to increase when the source ability level was between 50-79%, while decreasing at the upper end of the intervals. This is considered to result particularly from the power of \( S_2 \) index increasing more at this level than the other intervals of ability level; hence, the increase in the number of matching correct and incorrect answers of the source and copier was high. A very small decline appeared in the power of kappa statistic at determining answer copying as the source ability level increased in the three groups.

In conclusion, the kappa statistic can be said to be more powerful than the \( S_1 \) and \( S_2 \) indices under all conditions. However, the Type I error rate of kappa statistic being high under all the circumstances should not be overlooked. Additionally, the fact that variance can be negative while calculating kappa statistics, albeit rather improbable, is one of the limitations of this statistic in determining copies. In this study, data with negative variances were not included when calculating the power and Type I error rates.

The results of this study were found to parallel other study results in the literature (Sotaridona & Meijer, 2003; Wollack, 2006). Type I error rates of \( S_1 \) and \( S_2 \) indices were observed to be low, and their power at determining answer copying increased as the sample size, test length, and amount of copying also increased. However, the \( S_2 \) index was found to be more powerful than the \( S_1 \) index, especially at greater amounts of copying and larger samples.

Unlike the other studies in the literature, this study investigated the effect of the source ability level on Type I error rates and power of indices at determining answer copying. The results show that when the source has a medium (50-79%) level of ability, the \( S_1 \) and \( S_2 \) indices had more power. However, this weakened a little at the upper end of the intervals. Results also show that when the source has a high level of ability, kappa statistics had an increase in Type I errors and a small decrease in power.

Although the copying groups formed in the calculation of the kappa statistic used to determine answer copying had a small effect on the power of this statistic, using it to calculate the statistics of a group formed according to the copier’s correct answers can be suggested if necessary, especially in small samples. However, Kappa1 statistic’s Type I error rates being higher than the others should not be ignored.
The overall conclusion is that kappa statistics were observed to be more powerful than \( S_1 \) and \( S_2 \) indices, while also having higher Type I error rates. This shows the high possibility of an erroneous “Copy” decision in the process of copy detection using kappa statistics. Therefore, \( S_2 \) is considered appropriate for use in copy detection, especially in large samples and in cases of high amounts of copying.

**Suggestions**

1. In this study, \( S_1 \) and \( S_2 \) indices and kappa statistics were used as copying detection methods. The same study could be conducted using different methods of determining answer copying.

2. Another study with different sample sizes, test lengths, various source ability levels, and amount of copying can be conducted to examine their impacts on power and Type I error rates of the copy detection methods used in this study.

3. Similar studies can be conducted using copying groups of different sizes for calculating kappa statistics. Researchers can offer different recoding methods.

4. This study was conducted using simulated data. The same study could be done using real data.
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