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Abstract

This study investigated whether raters’ second language (L2) background and the first language (L1) of test takers taking the TOEFL iBT® Speaking test were related through scoring. After an initial 4-hour training period, a group of 107 raters (mostly of learners of Chinese, Korean, and Spanish), listened to a selection of 432 speech samples that 72 test takers (native speakers of Chinese, Korean, and Spanish) produced. We analyzed the rating data using a multifaceted Rasch measurement approach to uncover potential biases in the rating process. In addition, 26 of the raters participated in stimulated recall sessions, during which they watched videos of themselves rating. Using the video as a prompt, we asked them to discuss and explain their rating processes at the time of rating. The results from our bias interaction analyses revealed that matches between the raters’ L2 and the test takers’ L1 resulted in some of the raters assigning ratings that were significantly higher than expected. As a whole, raters with Spanish as an L2 were significantly more lenient toward test takers who had Spanish as an L1, and raters with Chinese as an L2 were significantly more lenient toward test takers who had Chinese as an L1. Analyses of the qualitative data, assisted by the program QSR NVivo 8, revealed information concerning the raters’ awareness of their biases.
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Executive Summary

Testing programs want to keep rater background characteristics from inappropriately influencing the rating of speech samples. Thus, one of the main tasks of testing programs is to identify which rater background characteristics influence scores. After identifying characteristics that have an effect on scores, rater training programs can be developed to mitigate the effects of those characteristics on scoring.

As of yet, no researchers have investigated whether a rater’s prior study of a second language (L2) that matches the first language (L1) of a test taker influences the rater’s rating of that test taker. Thus, the present study seeks to determine to what extent a rater’s knowledge of the test taker’s L1, even when the rater’s knowledge of the test taker’s L1 is non-native-like, may influence the rater’s evaluation of the test taker’s recorded L2 speech. In some cases, a rater may be aware of such an influence. In other cases, the rater might be totally unaware that knowledge of the test taker’s L1 exerts an influence. Therefore, this study also sought, through qualitative data analysis, to discover whether raters are aware of such biases, if they exist. More specifically, the research question that guided this study was the following: Are there certain groups of trained raters (grouped by their L2) who exercise differential severity, depending on the L1 of the test taker?

After an initial 4-hour training period, a group of 107 raters, who were mostly undergraduate learners of Chinese (n = 41), Korean (n = 11), and Spanish (n = 48), listened to a selection of 432 speech samples that 72 test takers (24 native speakers of Chinese, 24 of Korean, and 24 of Spanish) produced. We analyzed the rating data using a multifaceted Rasch measurement approach to uncover potential biases in the rating process. In addition, 26 of the raters participated in stimulated recall sessions, during which they watched videos of themselves rating. Using the video as a prompt, we asked them to discuss and explain their rating processes at the time of rating.

Results from the bias interaction analysis indicated that the raters with Spanish as an L2 were significantly more lenient toward the Spanish-native-speaking test takers than were the raters with either Korean or Chinese as an L2. The raters with Chinese as an L2 were significantly more lenient toward the Chinese-native-speaking test takers than the other raters were. Analyses of the qualitative data, assisted by the program QSR NVivo 8, revealed that some raters’ prior L2 learning experiences may have interacted with the L1s of the test takers. A
number of the raters commented that they often thought about the test takers’ L1 accents, and that they frequently tried to identify the test takers’ L1s. They acknowledged that they were most successful in doing so when their own L2 was the L1 of the test takers. In many cases, it appeared that the test taker’s accent seemed to affect the way these raters perceived the quality of the test taker’s speech. Some of the raters who were heritage language learners appeared to sense the impact of the test takers’ L1 on their own rating behavior. Their interactions with the test takers’ L1 at times brought out strong emotive aspects and made them think about their own language learning processes and linguistic backgrounds. These interactions seemed to be a natural part of the raters’ listening processes, regardless of whether they affected the assignment of ratings.

The qualitative findings together with the bias analysis results lead us to suggest that when raters know, to varying degrees, the L1 of the test takers and can discern the L1 of the test takers though the test takers’ ethnic accents, that knowledge may influence their ratings. Whether these language-background-related biases would be found to exist within populations of raters who are highly trained, certified, and experienced needs further investigation.

**Overview**

The assessment of speaking ability is challenging, especially when carried out on a large scale and in a standardized testing context. One of the many reasons why assessing speaking is difficult may be its socio-affective nature. There are factors that influence people’s impression of what it is that qualifies speech as being good or fluent. Further, these ideas may be reflected in the ratings of speech samples, even when test designers attempt to lessen the impact of these influences through the design of a thorough and detailed scoring rubric, through intensive rater training, and even through rater retraining efforts. To further limit subjectivity in rating and to maximize the reliability of ratings, high-stakes testing programs often require raters to meet a number of background requirements, complete a rater training program, and pass a qualifying test before they can be certified to rate.

However, while testing programs want to keep rater background characteristics from inappropriately influencing the rating of speech samples, they are limited in the amount of time, space, and money available to try to ensure that background characteristics do not influence ratings. Testing programs need rater training that is cost effective and efficient. While detailed scoring rubrics may be ideal for properly directing the rating process, for ease in use, the scoring
rubrics need to be easy to apply. Thus, questions arise as to how short the training can be, and how detailed the scoring rubric should be. Likewise, appropriately large pools of qualified and reliable raters are difficult to assemble. Testing programs want to restrict diversity in the rating pool to ensure consistency in rating, yet they also want to be able to cast a wide enough net to make certain that they have a sufficient supply of capable raters. Testing programs therefore need to know which rater background characteristics are likely to influence ratings, and which ones aren’t, so that they may appropriately increase the pool of potential raters without compromising assessment quality.

The Standards for Educational and Psychological Testing (American Educational Research Association, American Psychological Association, & the National Council on Measurement in Education, 1999) emphasize the importance of building a scientifically sound and convincing validity argument in order to support the validity of inferences that test users make from test scores. For assessments that involve raters who are applying criteria to judge test takers’ performance, the Standards underscore the need to determine “whether [the raters] are, in fact, applying the appropriate criteria and not being influenced by factors that are irrelevant to the intended interpretation” (p. 13). To gather such evidence, researchers are instructed to conduct “empirical studies of how observers or judges record and evaluate data along with analyses of the appropriateness of these processes to the intended interpretation or construct definition” (p. 13). During a rating procedure, if raters are influenced by factors that are not included in the scoring rubric that they are supposed to be applying, then those factors may be introducing unwanted construct-irrelevant variance into the rating process, thus clouding the interpretation of the scores from the assessment. Therefore, as part of the validity evidence to support inferences from scores on standardized speaking tests, studies are needed to determine whether raters evaluating test takers’ speech samples are influenced by any extraneous factors (such as rater or test taker background characteristics) that may impact their ratings of test taker performance and thus distort the meaning of the scaled scores and the inferences that test users might make from those scores.

In fact, one could argue that this type of empirical research is ethically mandated, at least in an indirect fashion. The most recent publication on ethics for language testers, compiled by the International Language Testing Association (2005), states, “language testers shall not discriminate against nor exploit their test takers” on the grounds of the test takers’ background
criteria, and that language testers “should not impose their own values, to the extent that they are aware of them” (p. 2). What is important is that, unbeknownst to the test designers and even to the raters themselves, raters may impose their own values. Studying the influences of rater background characteristics on raters’ ratings is thus crucial to controlling for sources of potential bias in a rating procedure. It is vital to gain an understanding of what rater and/or test taker background characteristics might influence raters during the rating process. In other words, it is important to look at the interactions between rater and test taker to see if there is any evidence of scoring biases in those interactions.

Normally native or near-native speakers of the targeted language rate speech samples. But these raters often are bilingual or multilingual, having studied one or more languages that may happen to be the native languages of the test takers they rate. Testing programs rarely report on the backgrounds and experiences of their individual raters outside of their shared L1. Rather, they frame the group of raters as a homogeneous entity. Few researchers have conducted studies to determine the extent to which ratings that individual raters assign may be influenced by their multilingualism or prior language learning experience. Researchers have thus far only investigated bilingual raters who are near-native speakers of the target language being tested (e.g., Johnson & Lim, 2009; Xi & Mollaun, 2009). They have sought to understand whether the bilingual raters’ and test takers’ shared L1 influences the bilingual raters’ assignments of ratings. No researchers have investigated whether raters’ prior study of an L2 that happens to match the L1 of test takers influences their assignment of ratings. Thus, the present study adds to the current literature by seeking to determine to what extent a rater’s knowledge of the test taker’s L1, even when the rater’s knowledge of the test taker’s L1 is non-native-like, may influence the rater’s evaluation of the test taker’s recorded L2 speech. In some cases, a rater may be aware of such an influence. In other cases, the rater might be totally unaware that knowledge of the test taker’s L1 exerts an influence. Therefore, this study also seeks, through qualitative data analysis, to discover whether raters are aware of such biases, if they exist.

**Literature Review**

**Rater Effects in Performance Assessment**

The study of rater effects in performance assessment has a long history in language testing. Lumley and McNamara (1995) noted that, for at least a century, researchers have investigated variability in rater performance in a variety of language testing contexts. Using
multifaceted Rasch measurement (Andrich, 1988; Bond & Fox, 2001; Linacre, 1989) as implemented in the computer program FACETS (Linacre, 2009), researchers have gained an understanding of how raters differ in the levels of severity they exercise when rating various groups of test takers (Lumley & McNamara, 1995). (For a detailed review of L2 testing research that has used Rasch measurement to estimate patterns of rater bias, see Schaefer, 2008.)

Studies that have addressed rater effects in performance assessments can be divided into two categories: (a) those that have investigated rater effects within the context of writing assessment, and (b) those that have investigated rater effects within the context of speaking assessment. This categorization is necessary because writing assessment and oral assessment differ in important qualitative ways. Raters of writing performance do not have to contend with linguistic features such as pronunciation, hesitations, intonations, and pragmatics that exist in the oral context (Johnson & Lim, 2009)—features that may interact with raters as listeners. Our study is concerned with oral assessment. Nonetheless, before reviewing rater bias research in the context of oral assessment, we provide a short and condensed review of studies of rater bias in the context of writing assessment, because rater bias studies in the oral context employ many of the same methodologies, and, in some cases, the outcomes are similar.

Rater Effects in Writing Assessment

In a review of 70 studies concerning ESL/EFL essay tests, Barkaoui (2007) found that 22 examined rater effects. Barkaoui reported that rater characteristics such as personality; cultural, linguistic, and educational background; and teaching and rating experience influence raters’ decision-making processes, behaviors, and levels of severity and self-consistency. Barkaoui found that the rater characteristics that received the most attention in the writing literature were raters’ L1 background, academic background, and prior teaching and rating experience. What concerns us most are studies on raters and L1 background. These have shown mixed results, with some studies reporting no differences in ratings that native speakers and nonnative speakers of the language being assessed have assigned (Connor-Linton, 1995; Johnson & Lim, 2009; Shi, 2001), while other studies have reported differences (Hamp-Lyons, 1989; Hamp-Lyons & Zhang, 2001; Hill, 1997; Kobayashi, 1992). Below, we look at two of these studies, one from each group, to understand how they arrived at differing conclusions.

Kobayashi investigated how English native speakers and Japanese native speakers differed in their evaluations of English compositions that university-level Japanese students
wrote. One hundred and forty-five English-native-speaking raters and 124 Japanese-native-speaking raters used a 10-point scale to evaluate two compositions on grammar, clarity of meaning, naturalness, and organization. The relevant finding for Kobayashi’s study was that the English native speakers were found to be harsher in terms of rating grammaticality than the Japanese native speakers. However, it must be noted that Kobayashi did not measure the Japanese native speakers’ English language proficiency. One might conclude that their non-native-like abilities in English prevented them from adequately evaluating errors in grammaticality. It is unclear whether they were more lenient in evaluating grammaticality because they themselves were unsure of how to evaluate grammar, or because they were nonnative speakers who sympathized with the test takers. Hamp-Lyons (1989), Hamp-Lyons and Zhang (2001), and Hill (1997) all reported similar findings. Raters who shared an L1 with the essay writers tended to be more lenient in assigning ratings. But in each case, the implications for high-stakes testing programs are not clear because such programs do not normally employ raters who are non-native-like in the language being tested. In all fairness to these studies’ authors, the goal of these studies was not to determine whether non-native-like speakers of a writing test’s target language should be raters in high-stakes testing programs; rather, the studies simply pointed out that raters with different language backgrounds and proficiencies in the target language valued and used rating criteria differently. This is not surprising, especially because the raters were untrained—they were left to their own devices to use and properly interpret the categories on the scoring rubrics and rating scales.

Johnson and Lim (2009) found that it is possible to train native-like, nonnative speakers of English to rate English compositions as effectively as their native-English-speaking rater counterparts. They investigated 17 official Michigan English Language Assessment Battery (MELAB) raters from the English Language Institute at the University of Michigan. These raters included four bilingual speakers—two of Spanish and English, one of Korean and English, and one who had English, Amoy, and Tagalog as L1s. Using a multifaceted Rasch measurement approach, they analyzed the ratings these raters gave to 7,400 examinees over 3 years. The results showed that the Korean-English bilingual speaker exhibited a slight bias—she was somewhat more lenient when rating compositions that Korean L1 examinees wrote. The researchers found evidence of other biases related to language background in the data for both types of raters (native speakers and nonnative speakers); but, as Johnson and Lim pointed out,
the small number of significant bias interaction terms spread across the raters made it difficult to interpret the findings as showing differences between native and near-native speakers in their patterns of bias. Noting that for the MELAB scoring, two raters are always used, they concluded that their results showed that the four native-like, nonnative speakers were just as accurate and consistent in rating writing performance as their native-speaking peers.

**Rater Effects in Speaking Assessment**

Similar to researchers studying writing assessments, researchers studying speaking assessments have paid relatively little attention to the L1 background of the raters and the differences in ratings that native speakers and nonnative speakers of the language being assessed have assigned (Brown, 1995; Fayer & Krasinski, 1987; Kim, 2009; Xi & Mollaun, 2009). As Kim (2009) and Xi and Mollaun (2009) explained, one reason why native and nonnative speakers of the language being assessed are currently examined in the oral assessment context is because administrators in charge of these testing programs want to know whether nonnative speakers can appropriately use a scoring rubric to evaluate oral speaking proficiency. Some researchers have reported that in oral assessment contexts, raters from diverse L1 backgrounds tend to use the categories on a scoring rubric in a different manner than their native-speaking counterparts (Brown, 1995). However, the results from these studies are complicated and mixed, with researchers reporting contradictory findings. For example, some researchers have found that nonnative raters were more severe than native raters (Fayer & Krasinski, 1987); by contrast, other researchers have found that native speakers were more severe (Hill, 1997), yet not significantly so (Brown, 1995). Still other researchers have shown that quantitatively there were no differences in rater severity between native and nonnative speakers (Kim, 2009; Xi & Mollaun, 2009).

Comparing these studies is problematic due to differing methodologies. Fayer and Krasinski (1987) used untrained raters who did not employ a detailed scoring rubric and only rated one speech task per test taker. Brown (1995) and Kim (2009) employed raters who varied not only in their L1 backgrounds but also in their years of teaching experience, with some raters having no teaching experience, and others having a great deal of experience. And Xi and Mollaun’s (2009) study included 26 trained raters who were bilingual speakers of an Indian dialect and English, who could arguably be considered native speakers of English. Thus, a large-scale study is needed that will investigate differences in ratings assigned by those who know, and
those who do not know, the L1s of the speakers being tested. Such a study should control for teaching experience and use trained raters.

**Training as a Tool to Mitigate Rater Effects in Assessment**

As Xi and Mollaun (2009) noted, a reason why administrators of assessment programs want to identify rater biases is so that they can then create rater training programs that will explicitly address and attempt to minimize the influences of known biases. High quality rater training can help raters better understand the categories and criteria represented in the rating scale (Saito, 2008; Weigle, 1994, 1998), which may affect their rating behavior. Wigglesworth (1993, 1994) found that providing raters with feedback on their rating behavior between oral rating sessions (i.e., charts of their patterns of biases, estimated through multifaceted Rasch analysis) made them more consistent in subsequent oral rating sessions. Kondo-Brown (2002) also reported that training between essay rating sessions improved raters’ internal consistency. Saito (2008) found that longer rater training did not improve peer ratings of oral performance, but it had an effect on rating behavior—in particular, it may have helped raters adopt a common frame of reference. Rinnert and Kobayashi (2001) argued that raters in their study showed that they could change their rating behavior even without explicit rater training—they observed that as native-Japanese-speaking English essays raters gained more experience in teaching English and rating English essays, they moved from preferring writing that contains features of their L1 (Japanese) to preferring writing that contains features of their L2 (English). The results from Rinnert and Kobayashi’s study were similar to those from Cumming (1990) and Wolfe, Kao, and Ranney (1998), who found that expert or proficient raters of writing, when compared to novice or less proficient raters, were more likely to be accurate in judging written language samples. Thus, participating in rater training, becoming more experienced in teaching, or gaining experience in rating English essays can lead to better (more accurate and more consistent) rater performance. On the other hand, Lumley and McNamara (1995) noted that it is impossible to completely eliminate rater variability, even through training. But training may help minimize any observable biases in ratings.

**Accent Familiarity and Rating**

By investigating interactions that may occur in an oral testing context when the raters’ L2 and the test takers’ L1 are shared, we sought to determine the effects of accent familiarity on
raters’ rating processes. When a person learns a second or foreign language after childhood, it is natural that when the person speaks the foreign language, there will be an accent (Major, 2001; Munro, Derwing, & Morton, 2006). When listeners hear the nonnative speaker speak, they are extremely adept at identifying the presence of the foreign accent (Flege, 1984), that is, noticing that the speech differs in quality from their own (Derwing & Munro, 2005). Research has shown that listeners can identify a foreign accent easily, even when the speech is a single word utterance played backwards (Munro, Derwing, & Burgess, 2003).

Although it is very interesting to speech perception researchers that listeners can identify a speaker as a nonnative speaker extremely well, for language testers, what is more interesting is how the listener reacts to that piece of information. The listener may identify the speaker as nonnative (Esling & Wong, 1983); subsequently, in real-life face-to-face conversations, the social interactions between the nonnative speaker and listener may be altered (Derwing & Munro, 2005). For example, the listener may consequently provide the nonnative speaker with modified output: the listener may respond by speaking more slowly, enunciating more clearly, using simplified vocabulary, or paraphrasing (Gass & Varonis, 1984). Such modified interaction may be beneficial to the nonnative speaker and may help the nonnative speaker comprehend and communicate. On the other hand, a negative consequence may ensue. The accent may reduce the listener’s ability to understand the nonnative speaker and may trigger negative, discriminating views of the speaker (Lippi-Green, 1997; Munro et al., 2003).

Research has shown that familiarity with a particular accent makes that type of accented speech easier to understand than speech with an unfamiliar accent (Gass & Varonis, 1984; Major, Fitzmaurice, Bunta, & Balasubramanian, 2002; Tauroza & Luk, 1997). This may be because “the phonetic characteristics of foreign-accented speech are highly systematic and quite consistent across talkers from the same native language background” (Bradlow & Bent, 2008, p. 708). Speech perception research has shown that listeners adapt to foreign-accented speech when repeatedly presented with it—meaning that repeated exposure to foreign-accented speech results in an increase in word- or sentence-level processing speed (Clark & Garrett, 2004) or increased accuracy in sentence recognition (Bradlow & Bent, 2008; Weil, 2001). However, the ease in comprehension due to familiarity may be mediated by the listeners’ attitude toward the perceived accent—be it positive or negative. According to Major et al. (2002), it is often the case that language learners are stereotyped based on their accents, and they may be stereotyped as having
a lower social status. “Stereotypes regarding nonnative, accented speech seem to exist as perceptual constructs in the minds of both NSs and NNSs of English, and these attitudes have strong influences on listening comprehension” (Major et al., 2002, pp. 176-177). Thus, the relationship between accent and listening comprehension is complex. Furthermore, robust research on this relationship within the context of standardized assessment of oral speech samples by raters who are familiar with some, but not all accents in the speech sample pool is, as far as we know, extremely rare (see, however, Xi & Mollaun, 2009, reviewed above).

The studies of accent familiarity from the speech processing literature most relevant for this study are those focusing on judgments of nonnative speaker speech samples that differ in terms of accent. Scales, Wennerstrom, Richard, and Wu (2006) analyzed the accent perception of 37 English language learners and 10 American undergraduate students. All participants listened to an English passage read out loud by four people who were native speakers of, respectively, American English, British English, Mandarin Chinese, and Mexican Spanish. Results showed that the American students were best at identifying the American English and Mexican Spanish accents. Scales et al. speculated that the American students could easily identify the Spanish accents because they were learners of Spanish, and thus were familiar with the Spanish accent. Likewise, the English language learners whose native languages were Chinese and Spanish had higher accuracy rates in identifying the accents of speakers with whom they shared an L1. Scales et al. also found strong correlations between accent preference and ease of understanding. The participants liked an accent more if it was easy to understand. If they were unfamiliar with an accent, they were less able to identify or understand it, and tended to dislike it. These results are consistent with the results of matched-guise studies in which the same speaker is rated differently depending on the language he or she uses (Anisfeld & Lambert, 1964; Giles, 1971; Lambert, 1967; Lambert, Frankel, & Tucker, 1966; Lambert, Giles, & Picard, 1975; Lambert & Tucker, 1975). For example, Cargile and Giles (1998) found that native speakers of English evaluated Japanese-accented English speech samples more harshly than other, nonstandard accents of American English. They suggested that the evaluators’ perceptions of the Japanese social group as being negatively competitive may have influenced the evaluators’ perceptions. Thus, it appears that certain aspects of language may be thought of as being more “pleasant” than others, showing that raters’ attitudes may affect ratings.
These findings are different from those of others. As reported in Munro et al. (2006), Flege (1998) demonstrated that Chinese listeners scaled the accents of Chinese speakers in much the same way as native English speakers did. MacKay, Flege, and Imai (2006) found that Arabic listeners rated Italian-accented English in much the same way as native English listeners did. Munro et al. wrote, “these findings suggest that even listeners from very different L1 backgrounds might agree more than they disagree with respect to their perceptions of L2 speech” (p. 114). However, Munro et al. noted, these studies only had the listeners judge levels of accentedness of speech samples, and not their levels of intelligibility or comprehensibility. Thus, these studies’ results are inconclusive concerning whether listeners are biased when rating speech with accents.

Sometimes speech perceived as heavily accented is also perceived as completely comprehensible and intelligible (Brodkey, 1972; Derwing & Munro, 1997; Munro & Derwing, 1995; Smith & Bisazza, 1982; Smith & Rafiqzad, 1979), thus, “listeners often assign good comprehensibility ratings to speech samples that they have also rated as heavily accented” (Derwing & Munro, 2005, p. 386). Results only show that listeners from different L1 backgrounds can equally recognize that accents are there. Munro et al. attempted to address this issue by investigating the intelligibility of L2 speech that 40 listeners who were native speakers of Cantonese, Japanese, Mandarin, and English rated. The listeners listened to short English speech samples (4.5 to 10.5 seconds) from 48 speakers who were native speakers of Cantonese, Japanese, Polish, and Spanish. The listeners transcribed the speakers’ utterances (as a measure of comprehensibility) and rated the speech samples along accentedness and intelligibility scales. Results showed that the listener groups assigned accentedness and intelligibility ratings that correlated moderately to strongly (from .652 to .893). Correlations were lower in terms of comprehensibility (.470 to .855). Analyses that probed the effects of the listeners’ L1 on intelligibility, comprehensibility, and accentedness found that the listener groups differed in their comprehension and intelligibility ratings of the four different accents. But the results were not clear. For example, Japanese listeners found Japanese speakers more intelligible than any other listener group did. The Japanese listeners rated the Japanese speakers as easier to understand than the Cantonese speakers, but not the other groups. Munro et al. suggested that the correlations demonstrated strong similarities among listeners in how they respond to L2 speech. Munro et al. wrote,
This study has shown that there is a likelihood of a shared response to L2 speech, even among listeners from linguistically diverse backgrounds. Therefore, it offers no reason to doubt that oral test scores can have predictive value. Nevertheless, these findings need to be replicated in other work involving different listeners, different listening conditions, and different modes of evaluation. (p. 128)

One might question how “shared” the responses to the L2 speech actually were when one sees that the correlations ranged from .470 to .893 among the listener groups on the scales of intelligibility, comprehensibility, and accentedness. The generalizability of the results from the Munro et al. (2006) study to oral language testing may also be questioned because of the limited exposure the listeners had to the speakers’ speech (4.5 to 10.5 seconds) and because they made comprehensibility and accentedness judgments without reference to a carefully designed scoring rubric. Raters were also untrained. In standardized, oral proficiency testing, the average time listening to a speaker may be 20 minutes; speakers will respond to various tasks (which will result in diverse, oral language output); scoring rubrics are detailed (research has even shown that raters prefer more detailed rating scales and their use results in higher inter- and intra-rater reliability—Knoch, 2009); and raters must be thoroughly trained in how to apply the scoring rubric. Thus, not only does this work need replicating, but researchers need to carry out the replication within a setting more representative of true oral language testing contexts.

Xi and Mollaun (2009) conducted a recent study of rater behavior in an oral language testing context that focused on the effects of accent familiarity on the evaluation of students’ oral English performance. Twenty-six bilingual speakers of one or more Indian languages and English from India were trained to score the TOEFL iBT® Speaking test. Half participated in regular rater training, while the other half participated in rater training that included information on how to score native Indian-language speaker’s English speech samples. The goal was to see whether rigorous, specialized training could mitigate any bias raters may have because they are extremely familiar with the test takers’ L2 accent. The underlying assumption was that such raters might be disproportionally lenient or harsh when rating Indian-language-accented English. Using correlation and intrarater reliability statistics, results showed that the bilingual raters were as reliable in their rating of Indian-language-accented speech as official ETS raters were. Specialized training did not increase the intrarater reliability of the bilingual raters as a whole. It did appear, however, to make the bilingual raters more internally consistent and reliable in their
scoring of Indian-language-accented English, especially when the raters were less skilled overall. Qualitatively, the bilingual raters reported that their familiarity with the accent did not make it more difficult to fairly score Indian-language-accented English. They indicated that they were confident in scoring the English of speakers regardless of the speakers’ L1. Contrarily, those who received the specialized training reported that they found it very useful, and that it made them more confident in scoring Indian-language-accented English. Thus, Xi and Mollaun recommended that Indian-language/English bilinguals who will rate Indian-language-accented English participate in specialized training. They noted anecdotally that such training may also help other non-Indian-language-speaking raters who have perceived difficulties in scoring Indian-language-speakers’ English speech.

The Need for Further Research Into Rater Effects in Speaking Assessment

The studies reviewed thus far provide evidence that raters’ different backgrounds, including their language backgrounds, can influence their rating behavior, and that rigorous training may help them be more internally consistent and reliable when they rate speech. But further research is needed for three reasons. First, prior studies in this area have mainly investigated the relationship between the raters’ L1 background and the L1 of the test takers, not the raters’ L2 background (which may match the L1 of the test takers). We do not know whether it is important to identify raters’ L2s, nor do we know the extent to which raters’ knowledge of certain L2s may affect the rating procedure, if at all. Secondly, the one study that has looked at this in the oral context (Xi & Mollaun, 2009) was rather small scale (26 bilingual raters were included in the study) and investigated raters whose knowledge of the test takers’ L1 was native-like. A larger-scale study is therefore needed with the type of raters who may be more commonly found in large-scale rating programs: raters that have knowledge of the test takers’ L1, but are not native-like speakers or users of the test takers’ L1. Third, no previous studies have attempted to use both robust quantitative and qualitative methods to investigate the relationship among raters’ L2 knowledge, the test takers’ L1, and the raters’ assignment of ratings. The mixed methods approach of the present study seeks to enhance understanding of raters’ behaviors by investigating not only the ratings that raters assign in relation to the raters’ L2 and the speakers’ L1, but also how the raters view the individual speakers’ accents and oral language performance.
Using Introspection to Study Rater Effects in Performance Assessment

Research in the area of rater characteristics and second or foreign language testing has often relied on quantitative methods. Studies that do not use qualitative measures often lack an important component, and that is the ability to tap mental processes that may be suggestive of some particular characteristics not easily detected in a purely quantitative study. Thus, there is a call for more analyses of qualitative data to investigate the way raters approach the task of rating (Johnson & Lim, 2009). Some studies have used qualitative verbal reports or mixed methods to study rater cognition, but these have mostly been in the context of essay rating (Cumming, Kantor, & Powers, 2002; Knoch, 2009; Lumley, 2006; Vaughan, 1991). For example, Knoch (2009) used a multifaceted Rasch analysis and semistructured interviews to investigate raters’ use and perceptions of two different rating scales for writing. Fewer researchers have used introspective measures to investigate the process of rating oral proficiency tests. In the context of face-to-face oral proficiency interviews, Brown (2000, 2003) used retrospective verbal reports to investigate raters’ reactions to oral test takers’ performances and to determine why they awarded the ratings they did. She found that in oral interviews, examiners’ personal questioning styles and feedback techniques impacted the quality of elicited speech and affected the way the examiners themselves viewed the test takers’ communicative abilities. Pollitt and Murray (1996) used a type of verbal report to investigate what raters thought about their ratings of sets of oral performances. They found that raters differentially assessed speech according to the level of proficiency of the test taker: test takers who were highly proficient were judged in terms of content, whereas those who were less proficient were rated more on their accurate use of grammar. Kim (2009) used qualitative measures to investigate native and nonnative speakers’ rating process. Raters who were native speakers and nonnative speakers of English were prompted to write their justifications for assigning ratings to oral English speech samples; the researcher used an inductive approach to analyze the justifications. Kim found that the nonnative speakers provided fewer comments and focused less on content accuracy. This, Kim reported, may have been due to the different cultures of the rater group—all nonnative speakers were in Korea, all native speakers were in Canada. None of these studies, however, investigated raters’ reactions to accents or accent familiarity.

Verbal reporting is a special type of introspection, and stimulated recall, in which a participant, after performing a task, provides a report of his or her thought processes during that
task, is one type of verbal reporting that is noninvasive. The main advantage of the use of verbal report is that one can often gain access to processes that are unavailable by other means. Unlike written introspection (as used in Kim, 2009), verbal reports are often spontaneous stream-of-consciousness reports with little filtering. As such, stimulated recall is extremely effective in helping us uncover cognitive processes that are not evident through simple observation (Gass & Mackey, 2000). Information gleaned from stimulated recall can, in turn, support the reliability and validity of inferences we make from scores on an assessment instrument (Cohen, 1998). Ross (1997) commented that introspection can help test developers evaluate how their rating scales are working by investigating the extent to which the descriptions listed in the scale correspond to the ones that the test taker deployed. In other words, Ross argued that the rating scale must not only match test outcomes, but also the performance of test takers during the test-taking process, and he believed retrospection could help verify this. We would like to extend this argument. We believe that introspection can help researchers evaluate the effectiveness of their rating scales. Introspective data can be used to investigate the extent to which the descriptions listed on the rating scale correspond to the ones that the raters use during the rating process.

**Research Question**

In sum, a vast literature suggests that there are important variables that may impact the way raters evaluate speech. As Munro (2008) explained, speech perception and evaluation relate both to the stimulus properties (the SP component), that is, the linguistic properties of the speech independent of any affective interpretation, and listener factors (the LF component), which is the “human” or affective component, including the listener’s previous experiences with the language and his or her familiarity with it. But we do not know enough about the relative contributions of the SP and LF components to the listeners’ judgments of speech (Munro et al., 2006). As test designers embark on any test creation and implementation (and particularly those that have significant import and consequences for the test taker), it is imperative to identify those variables and determine how they might influence a rater’s decision-making process. Therefore, the following question guided this study: Are there certain groups of trained raters (grouped by their L2) who exercise differential severity, depending on the L1 of the test taker?
Methodology

Participants

One hundred and seven raters participated in this study. Rater background characteristics are presented in Table 1. Their ages ranged from 18 to 61, with a mean age of 22. Of these, 30 were male and 77 were female. They had a range of experience with an L2, in some cases being nearly bilingual and in some cases having familiarity of the L2 by virtue of studying and interacting with speakers of that L2. Eleven of the raters had studied Korean as an L2, 48 had studied Spanish, and 41 had studied Chinese. Seven other raters had studied German (n = 3), French (n = 2), Arabic (n = 1) or Japanese (n = 1). Of the 100 raters who had studied Spanish, Korean, or Chinese, 28 had studied the language for less than 2 years, 49 had studied for more than 2 years, and 23 were heritage speakers of the language, meaning that, to a varying extent, their immediate family members speak (or spoke) the language natively, they were (and/or are) exposed to the language in a family setting, and they had ethnic ties to native speakers of the language. Fifteen of the 107 raters had had significant ESL and/or EFL teaching experience. In all instances, this experience exceeded 1 year. Almost all (n = 92) raters were undergraduates at Michigan State University (MSU) with no prior rating experience. Eleven were graduate students at the same university. Four were recent graduates or affiliates of the university.

Materials

Background questionnaire. There were a number of materials that are relevant to this study. Of primary importance was the background questionnaire (see Appendix A). We closely followed Dörnyei’s (2003) and Dörnyei and Taguchi’s (2009) suggestions in constructing our background questionnaire. Through this questionnaire, we explored the language background of the participants, including languages spoken in the home, languages studied in school (when, where, how much), and language-use experience (living abroad, significant friendships). In addition, the questionnaire asked about teaching experience (degrees, experience abroad, ESL) and disciplinary background (degrees, including the field; undergraduate major; and minor; courses taken as graduate or undergraduate students). Part of the questionnaire included a self-assessment of the raters’ proficiencies in languages with which they noted that they had experience.¹
Table 1
Rater Background Characteristics

<table>
<thead>
<tr>
<th>L2</th>
<th>N</th>
<th>Male</th>
<th>Female</th>
<th>Mean age</th>
<th>ESL/EFL teaching experience</th>
<th>Level of L2 experience</th>
<th>Heritage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Spanish</td>
<td>48</td>
<td>9</td>
<td>39</td>
<td>23.17</td>
<td>8</td>
<td>13  34  1</td>
<td>1</td>
</tr>
<tr>
<td>2. Korean</td>
<td>11</td>
<td>3</td>
<td>7</td>
<td>22.70</td>
<td>2</td>
<td>5  1  5</td>
<td>5</td>
</tr>
<tr>
<td>3. Chinese</td>
<td>41</td>
<td>18</td>
<td>23</td>
<td>19.87</td>
<td>2</td>
<td>10  14  17</td>
<td></td>
</tr>
<tr>
<td>4. Other</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>23.14</td>
<td>3</td>
<td>-   -   -</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>107</td>
<td>30</td>
<td>77</td>
<td>21.91</td>
<td>15</td>
<td>28  49  23</td>
<td></td>
</tr>
</tbody>
</table>

*Note.* EFL = English as a foreign language, ESL = English as a second language, L2 = second language.

**Test taker sound files.** Because ETS has an extremely large database from which we could draw speech samples for this study, we requested and received from ETS a sample of sound files that were balanced in terms of test taker L1 (Spanish, Korean, Chinese) and average speaking test score (1-4). The sound files were from 72 individuals who took the TOEFL iBT in the fall of 2006. Of the 72 test takers, 24 had Spanish as their L1, 24 had Korean, and 24 had Chinese. Within each L1 group, there were 12 males and 12 females. Also within each L1 group, six test takers (three males and three females) were at each of the four levels of proficiency as specified by their overall TOEFL iBT Speaking test scores, based on the ratings that official ETS raters had previously assigned to these test takers’ speech samples. On the TOEFL iBT, the test takers recorded responses to six tasks, which we labeled A through F. Tasks A and B represent independent speaking tasks, Tasks C and D represent listening/reading/speaking tasks, and Tasks E and F represent listening/speaking tasks. Therefore, there were 432 ratable speech samples total. These test taker categories are listed in Table 2.

**Training materials.** We used the 4-hour, online training program for new ETS raters to which ETS provided us access. Raters also used copies of the official ETS scoring rubrics (Appendix B), which ETS gave us to use during the training session. We should note that the 107 raters in this study did not undergo rater certification, as official ETS raters must. Therefore, this study’s population of raters differs considerably from official ETS raters in at least three ways: (a) their training was not as rigorous, (b) they were younger, and (c) they had not yet completed a 4-year college or university degree program. These differences in training and other characteristics will be discussed further below.
Table 2

**Distribution of the 432 Sound Files by L1, Gender, and TOEFL iBT Test Score**

<table>
<thead>
<tr>
<th>Language</th>
<th>Gender</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spanish</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score of 4</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Score of 3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Score of 2</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Score of 1</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Korean</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score of 4</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Score of 3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Score of 2</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Score of 1</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score of 4</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Score of 3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Score of 2</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Score of 1</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>36</td>
<td>36</td>
</tr>
</tbody>
</table>

*Note.* L1 = first language.

**Data Collection Design**

We employed two different but complementary methodological approaches in carrying out this study: we analyzed rating data using a multifaceted Rasch measurement (MFRM) approach, and we collected data on raters’ thought processes using introspection (stimulated recall) and analyzed those data using an inductive approach. In what follows, we outline our data collection design for the MFRM analyses. A discussion of the introspective measures can be found in the Procedure section below.

We used the FACETS computer program (version 3.66.1; Linacre, 2009) to analyze the ratings that raters assigned to the TOEFL iBT speech samples. The multifaceted Rasch measurement (MFRM) model is an extension of the one-parameter Rasch model (Bond & Fox, 2001) and allows for the inclusion of many aspects, or facets, of the rating procedure (Bachman, 2004, chapter 2; Myford & Wolfe, 2003, 2004; Wiggs worth, 1994); in our case, we included seven facets, which were the raters, the raters’ L2, the raters’ level of knowledge of their L2, the raters’ ESL/EFL teaching experience, the test takers, the test takers’ L1, and the six speaking tasks (A through F). (In this study, we focus on the raters’ L2, the raters’ level of knowledge of
their L2, and the test takers’ L1.) One issue that made it somewhat difficult to specify the design
to use before actual data collection was that we did not know exactly what the background
characteristics of our raters were going to be, although we recruited to obtain equal proportions
of raters with L2 backgrounds in Spanish, Korean, and Chinese.

We carried out four MFRM analyses using several different combinations of variables, or
facets, in MFRM models in order to learn as much as we could from our analyses about how the
 raters and test takers performed. We also conducted a bias interaction analysis using the
FACETS computer program. We then used the results from that analysis to inform our
qualitative analyses of data obtained from our stimulated recall interviews to try to understand
the nature and sources of possible bias in raters’ ratings.

Procedure

Raters completed 4 hours of rater training online on Day One in a computer lab. The
raters then returned to the computer lab to complete 4 hours of online rating. The rating of
speech samples for this study had to be completed within 3 days after the initial training. Each
day that a rater rated began with four calibration exercises to reorient the rater to the scoring
rubric. Each rater was paid $90 for participating in the study.

We gave raters the option of being videotaped for 20 minutes while rating. If they
agreed, they were invited to come the following day to participate in a 20- to 30-minute
stimulated recall session prompted by the videotape of themselves rating. Twenty-six raters
(11 male, 15 female, average age 21; two of the females had prior ESL teaching experience;
seven were heritage learners) participated in the stimulated recalls and were paid an additional
$25 for their participation. (Table 3 presents the stimulated recall participants by their L2
background and gender.)

<table>
<thead>
<tr>
<th>L2</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spanish</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Korean</td>
<td>1</td>
<td>--</td>
</tr>
<tr>
<td>Chinese</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Other</td>
<td>--</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>15</td>
</tr>
</tbody>
</table>

Note. L2 = second language.
Due to logistical constraints, it was not possible to identify a common set of speech samples that all 26 raters would rate to use as the basis for the stimulated recall sessions. Rather, in our study, each rater rated 82 samples in approximately 4 hours, and we arbitrarily spent 20 to 30 minutes of that time videotaping for the stimulated recall session. Therefore, the 26 raters did not all comment on the same set of speech samples, nor did they necessarily comment on the same number of speech samples. Nonetheless, the stimulated recall sessions gave us an opportunity to explore the raters’ thought processes and strategies in assigning scores with a strong and recently recorded stimulus (Gass & Mackey, 2007). The amount of structure involved was minimal. We did not lead or focus the raters as they carried out the stimulated recall task. We believe this helped render the recalls less susceptible to researcher interference.

During a stimulated recall session, the researcher had the rater watch the video of himself or herself rating. The raters were also provided with the scoring rubric they used while rating. The researcher paused the video from time to time and asked standard stimulated recall questions, such as, “What were you thinking about when rating just then?” or, “What were you thinking about at that time?” or, “What were you thinking when you were listening to the speech sample?” (If the rater did not know, he or she was encouraged to say so.) Raters were allowed and encouraged to stop the video whenever they remembered something in particular that they were thinking at the time of rating. Each stimulated recall session lasted approximately 30 minutes.

The study’s data collection design, including the optional path raters could take of being videotaped while rating and participating in a stimulated recall session, is presented in Figure 1.

For the rating procedure, we used an incomplete block design with six forms. There were 432 speech samples total to be rated. Therefore, each of the six forms had a base of 72 tasks (432/6 = 72). We distributed the speech samples among the six forms so that there was an equal balance in regards to task type, the test takers' L1, holistic score level (based on prior ETS ratings of each speech sample), and gender.

After distributing the speech samples across the six forms, we chose 12 speech samples from across the forms to serve as anchor tasks (also referred to as “linking tasks”). The FACETS computer program would use the anchor tasks to link the raters. We selected these 12 anchor tasks by counter-balancing the speech samples according to form (two from each form), L1 background (four from each L1), holistic score level (three from each score category), and
gender (six from female test takers, six from male test takers). Every rater in the study rated these 12 anchor tasks, regardless of the form we assigned the rater to rate. Because we selected two anchor tasks from each of the six forms, any given form, therefore, had an additional 10 anchor tasks to be rated. That is, we took two anchor tasks from each form (2 x 6 = 12), so that any one form had 72 speech samples plus 10 anchor tasks from the other forms (72 + 10 = 82). Thus, regardless of the rating form the rater received, each rater rated 82 speech samples. Our goal was to have at least 16 raters rate each form (16 x 6 = 96 raters total) to provide sufficient data in order to calculate precise estimates of rater severity and test taker proficiency.

Regardless of the form we gave the rater, he or she rated the speech samples in six blocks ordered sequentially by task: first the Task A speech samples, then the Task B speech samples, and so on. Within each block of tasks, the computer program randomized the presentation of the speech samples.

**Data Analysis**

Quantitative. The basic question for this study was whether there were any problematic interactions between the raters’ L2 and the test takers’ L1, which may have introduced unwanted construct-irrelevant variation into the rating procedure and, thus, possibly distorted the meaning of the resulting test scores and the inferences that test users might make from those scores. We used a MFRM approach to investigate the effects of seven variables, or facets, of the assessment.
setting. Our test takers facet included 72 different test takers (the elements of the test takers facet). The raters facet was composed of 107 raters. The speaking tasks facet comprised six elements—the individual speaking tasks, A through F. Other facets included the test takers’ first language, L1 (Spanish, Korean, or Chinese); the raters’ second language, (L2 Spanish, Korean, or Chinese); the raters’ level of knowledge of their L2 (heritage speaker, more than 2 years’ experience, or less than 2 years’ experience); and the ESL/EFL teaching experience of the rater (more than 1 year vs. no experience or less than 1 year).

Using a MFRM approach, we analyzed the ratings the raters assigned to the speech samples in terms of group-level main effects for the facets included in the analyses. We used a rating scale model (RSM) because each task was rated on the same rating scale. (If individual items are rated on unique rating scales, a partial credit model, PCM, is used instead—see Linacre, 2000a.) We were able to separate out each facet’s contribution to the assessment setting and examine it independently of other facets to determine to what extent each facet was functioning as intended. When a MFRM analysis is run, the FACETS computer program analyzes the various facets simultaneously but statistically independently and calibrates them onto a single linear scale (i.e., the logit scale). The joint calibration of facets makes it possible to measure rater severity on the same scale as test taker proficiency and task difficulty. All facets of the rating operation are expressed in a common equal-interval metric (i.e., log-odds units, or logits). One can view the logistic transformation of ratios of successive category probabilities (log-odds) as the dependent variable, with various facets, such as test takers, tasks, and raters, conceptualized as independent variables that influence these log-odds. If the rating data show sufficient fit to the model, then researchers can draw useful, diagnostically informative comparisons among the various facets (as well as among the elements within a facet).

In this study, the multifaceted Rasch measurement model takes the following basic form:

\[
\ln\left[\frac{P_{nijk}}{P_{nijk-1}}\right] = B_n - D_i - C_j - F_k ,
\]

where

\( P_{nijk} = \) probability of test taker \( n \) receiving a rating of \( k \) on task \( i \) from rater \( j \),

\( P_{nijk-1} = \) probability of test taker \( n \) receiving a rating of \( k - 1 \) on task \( i \) from rater \( j \),

\( B_n = \) oral language proficiency of test taker \( n \),
\( D_i = \) difficulty of task \( i \),
\( C_j = \) severity of rater \( j \), and
\( F_k = \) difficulty of receiving a rating of \( k \) relative to a rating of \( k - 1 \).

For this study, we carried out four separate MFRM analyses using the FACETS computer program. First, to determine whether test taker first language (L1) subgroups differed in their average levels of oral language proficiency, we used the following MFRM model:

\[
\ln\left( \frac{P_{nijkm}}{P_{nijkm-1}} \right) = B_n - D_i - C_j - T_m - F_k ,
\]

where
\( T_m = \) the test taker’s first language (L1) \( m \).

Second, to determine whether raters with more second language experience tended to rate any more severely or leniently on average than raters with less second language experience, we used this MFRM model:

\[
\ln\left( \frac{P_{nijko}}{P_{nijko-1}} \right) = B_n - D_i - C_j - K_o - F_k ,
\]

where
\( K_o = \) the rater’s level of knowledge of their second language \( o \).

Third, to determine whether raters having more than 1 year of ESL/EFL teaching experience tended to rate any more severely or leniently on average than raters with no experience (or less than 1 year of ESL/EFL teaching experience), we used this MFRM model:

\[
\ln\left( \frac{P_{nijkp}}{P_{nijkp-1}} \right) = B_n - D_i - C_j - E_p - F_k ,
\]

where
\( E_p = \) the rater’s ESL/EFL teaching experience \( p \).

Fourth, we conducted a bias interaction analysis to determine whether rater L2 subgroups exercised differential severity when rating various test taker L1 subgroups of speech samples. In order to carry out this analysis, we added several facet terms and an interaction term to Equation 1. Shown below is the multifaceted Rasch measurement model we used to investigate the rater L2 x test taker L1 interaction:
\[ \log[P_{nijklm} / P_{nijklm-1}] = B_n - D_i - C_j - T_m - R_l - I_{lm} - F_k, \tag{5} \]

where

- \( P_{nijklm} \) is the probability of test taker \( n \) in first language subgroup \( m \) receiving a rating of \( k \) on task \( i \) from rater \( j \) in second language subgroup \( l \),
- \( P_{nijklm-1} \) is the probability of test taker \( n \) in first language subgroup \( m \) receiving a rating of \( k-1 \) on task \( i \) from rater \( j \) in second language subgroup \( l \),
- \( B_n \) is oral language proficiency of test taker \( n \),
- \( D_i \) is difficulty of task \( i \),
- \( C_j \) is severity of rater \( j \),
- \( R_l \) is rater second language (L2) subgroup \( l \),
- \( T_m \) is test taker first language (L1) subgroup \( m \),
- \( I_{lm} \) is interaction between rater second language subgroup \( l \) and test taker first language subgroup \( m \), and
- \( F_k \) is difficulty of receiving a rating of \( k \) relative to a rating of \( k-1 \).

\( I_{lm} \) is a summary statistic that indicates the degree to which the ratings of rater second language subgroup \( l \) for test taker subgroup \( m \) differ from the expected ratings of rater subgroup \( l \) for test taker subgroup \( m \). (The expected ratings are derived from a MFRM model that includes facets for raters and test takers but no rater subgroup x test taker subgroup interaction term.) FACETS computes the bias interaction term using a two-stage calibration process. In the first stage, the computer program estimates all parameters except \( I_{lm} \). In the second stage, FACETS anchors all parameters except \( I_{lm} \) to the values estimated during the first stage and then obtains parameter estimates and standard errors for \( I_{lm} \).

**Qualitative.** We were interested in analyzing the actual ratings the raters assigned, but we were also interested in the reasons for assigning particular ratings. Two of the researchers (Winke and Gass) used stimulated recall data to support the quantitative results and to provide further insight into what raters were thinking about as they were rating. It is one thing to see quantitatively that one group rates familiar speech differently than they rate other speech; it is another to be able to delve into the reasons for this. The latter information can come from stimulated recall data. At the outset of the study, we anticipated that there might be comments
relating to other variables that we had not considered in this study; thus, during the stimulated recall we were open to further questions or comments if the raters wished to elaborate.

To analyze the data from the stimulated recalls, we followed the guidelines set out in Mackey and Gass (2005). We followed an inductive approach, in which themes and patterns emerged from the data. We were aided in our thematic analysis for coding and interpreting the stimulated recall data by the use of the qualitative analysis software package QSR NVivo 8. After we transcribed all stimulated recall audio files, we entered the data into QSR NVivo 8. We read the data segments (a segment is a participant’s single response during the stimulated recall—there were 260 in our data) and subsequently independently grouped them into various themes and patterns. We then discussed the themes and patterns we had identified. Our discussion led to splitting some themes and consolidating others. We discussed and agreed upon specific names for, and operationalizations of, the themes. We then reread and recoded the data segments using the consolidated themes. Agreement was 91% (236 out of 260). Finally, we discussed the 24 data segments that we coded differently until we could reach a consensus on each segment’s classification.

Before discussing results related to our research question, we first present results from our analyses regarding the fit of the data to the Rasch model and the assumption that the data is unidimensional. Use of measures derived from a multifaceted Rasch measurement analysis requires that the data demonstrate sufficient fit to the model and that the test measure a single unidimensional construct. That is, the test scores must reflect the measurement of a single, unitary ability or trait (in this case, speaking ability), and each item must contribute meaningfully to the measurement of this one latent trait (Henning, 1992). In this study, we examined the fit statistics for the tasks in our data set to determine whether the rating data exhibited sufficient fit to the model (Bonk & Ockey, 2003). This represents a “fit-only” approach to unidimensionality testing, one of three main approaches for assessing unidimensionality discussed in the literature (Tennant & Pallant, 2008). In addition, we examined the point-measure correlation coefficients to investigate data fit, as will be explained below after we discuss the fit statistics for the tasks.

Wright and Linacre (1994) suggested that a reasonable range of mean-square infit and outfit values for judge-rated items (or tasks) when agreement is encouraged is 0.4 to 1.2. As can be seen in Table 4, all the mean-square infit values for the tasks fall within this range (i.e., their infit mean-square values range from .88 to 1.2), and only one of the mean-square outfit values is
out of the range, but only slightly (i.e., Task B, with a mean-square outfit value of 1.25).
Additionally, estimated task discrimination indices in the range of 0.5 to 1.5 indicate reasonable
fit to the Rasch model (Linacre, 2000b). As reported in Table 4, all the estimated task
discrimination indices are within this range, suggesting good model-data fit. The final column in
Table 4 reports the point-measure correlation for each task. This is a measure of the degree to
which the ratings that raters assigned test takers on a particular task were correlated with the test
takers’ proficiency measures. The point-measure correlations are all within the range of .82 to
.88, indicating that higher ratings on each task correspond to higher overall scores.

Table 4

<table>
<thead>
<tr>
<th>Task</th>
<th>Obsv. raw score average</th>
<th>Fair-M average</th>
<th>Difficulty measure (in logits)</th>
<th>Model SE</th>
<th>Infit mean square</th>
<th>Outfit mean square</th>
<th>Est. discr.</th>
<th>( r_{pm} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>2.7</td>
<td>2.75</td>
<td>-0.38</td>
<td>0.05</td>
<td>1.20</td>
<td>1.25</td>
<td>0.72</td>
<td>0.82</td>
</tr>
<tr>
<td>F</td>
<td>2.6</td>
<td>2.68</td>
<td>-0.17</td>
<td>0.05</td>
<td>1.00</td>
<td>1.06</td>
<td>1.00</td>
<td>0.86</td>
</tr>
<tr>
<td>A</td>
<td>2.7</td>
<td>2.71</td>
<td>-0.25</td>
<td>0.05</td>
<td>0.99</td>
<td>1.02</td>
<td>1.01</td>
<td>0.86</td>
</tr>
<tr>
<td>E</td>
<td>2.7</td>
<td>2.76</td>
<td>-0.41</td>
<td>0.05</td>
<td>0.95</td>
<td>0.93</td>
<td>1.05</td>
<td>0.86</td>
</tr>
<tr>
<td>C</td>
<td>2.5</td>
<td>2.39</td>
<td>0.62</td>
<td>0.05</td>
<td>0.93</td>
<td>0.89</td>
<td>1.13</td>
<td>0.88</td>
</tr>
<tr>
<td>D</td>
<td>2.4</td>
<td>2.4</td>
<td>0.58</td>
<td>0.05</td>
<td>0.88</td>
<td>0.95</td>
<td>1.13</td>
<td>0.88</td>
</tr>
</tbody>
</table>

\( ^a \) Point-measure correlation.

It should be noted, however, that model-data fit criteria can also be applied to the raters and
their ratings. Normally, in a test validation study, raters (or even items) that do not fit the model
are removed from the dataset, and then the model-data fit is evaluated again without them. Some
of the infit mean-square values for raters are provided in Table 5, and it is evident that some of the
raters had values above the recommended 1.2 maximum (for example, rater 136 had an infit mean-
square index of 1.42). But the purpose of this study was not to provide validation evidence to
support inferences made from scores on this assessment. Rather, we were explicitly interested in
the “noise” in the data stemming from the raters, especially systematic variance that may be
explained through bias interaction analysis. Thus, we deemed our rater data, which includes, by
common categorization, misfitting data, worth investigating. In other words, our plan was to
conduct a bias interaction analysis to identify particularly problematic interactions and then to use
reasoning to try to gain an understanding of the nature of those problematic interactions.
## Table 5

### Differences in Severity/Leniency That Selected MSU Raters Exhibited

<table>
<thead>
<tr>
<th>Rater ID</th>
<th>Number of ratings</th>
<th>Raw score average</th>
<th>Fair average</th>
<th>Rater severity measure (in logits)</th>
<th>SE</th>
<th>Infit mean-square index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most severe</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>117</td>
<td>76</td>
<td>2.1</td>
<td>2.06</td>
<td>1.52</td>
<td>.22</td>
<td>.91</td>
</tr>
<tr>
<td>79</td>
<td>76</td>
<td>2.4</td>
<td>2.21</td>
<td>1.12</td>
<td>.22</td>
<td>1.17</td>
</tr>
<tr>
<td>136</td>
<td>76</td>
<td>2.3</td>
<td>2.23</td>
<td>1.04</td>
<td>.21</td>
<td>1.42</td>
</tr>
<tr>
<td>93</td>
<td>76</td>
<td>2.3</td>
<td>2.25</td>
<td>.99</td>
<td>.22</td>
<td>.87</td>
</tr>
<tr>
<td>121</td>
<td>76</td>
<td>2.4</td>
<td>2.30</td>
<td>.86</td>
<td>.21</td>
<td>.76</td>
</tr>
<tr>
<td>90</td>
<td>76</td>
<td>2.3</td>
<td>2.31</td>
<td>.84</td>
<td>.21</td>
<td>1.01</td>
</tr>
<tr>
<td>123</td>
<td>76</td>
<td>2.3</td>
<td>2.31</td>
<td>.82</td>
<td>.22</td>
<td>.81</td>
</tr>
<tr>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
</tr>
<tr>
<td>150</td>
<td>76</td>
<td>2.6</td>
<td>2.61</td>
<td>.03</td>
<td>.21</td>
<td>.72</td>
</tr>
<tr>
<td>138</td>
<td>76</td>
<td>2.6</td>
<td>2.61</td>
<td>.01</td>
<td>.21</td>
<td>1.33</td>
</tr>
<tr>
<td>68</td>
<td>76</td>
<td>2.6</td>
<td>2.62</td>
<td>.00</td>
<td>.22</td>
<td>1.29</td>
</tr>
<tr>
<td>111</td>
<td>76</td>
<td>2.7</td>
<td>2.62</td>
<td>.00</td>
<td>.21</td>
<td>.89</td>
</tr>
<tr>
<td>101</td>
<td>76</td>
<td>2.6</td>
<td>2.62</td>
<td>-.01</td>
<td>.22</td>
<td>.62</td>
</tr>
<tr>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
</tr>
<tr>
<td>112</td>
<td>76</td>
<td>2.8</td>
<td>2.89</td>
<td>-.77</td>
<td>.22</td>
<td>.85</td>
</tr>
<tr>
<td>130</td>
<td>76</td>
<td>2.9</td>
<td>2.91</td>
<td>-.83</td>
<td>.22</td>
<td>.84</td>
</tr>
<tr>
<td>129</td>
<td>76</td>
<td>2.8</td>
<td>2.95</td>
<td>-.97</td>
<td>.22</td>
<td>1.13</td>
</tr>
<tr>
<td>125</td>
<td>76</td>
<td>3.0</td>
<td>3.08</td>
<td>-1.34</td>
<td>.23</td>
<td>1.03</td>
</tr>
<tr>
<td>106</td>
<td>76</td>
<td>3.0</td>
<td>3.09</td>
<td>-1.38</td>
<td>.22</td>
<td>1.13</td>
</tr>
<tr>
<td>86</td>
<td>76</td>
<td>3.0</td>
<td>3.11</td>
<td>-1.44</td>
<td>.23</td>
<td>.67</td>
</tr>
<tr>
<td>174</td>
<td>76</td>
<td>3.0</td>
<td>3.19</td>
<td>-1.66</td>
<td>.22</td>
<td>.99</td>
</tr>
</tbody>
</table>

| Mean     | 76                | 2.6              | 2.61         | .00                               | .22  | .99                     |
| SD       | .00               | .20              | .20          | .57                               | .00  | .24                     |

*Note.* Mean and standard deviation are for all 107 raters, not just those shown in the table. MSU = Michigan State University.

### Results

The results section is divided into two parts. The first part presents results from the multifaceted Rasch measurement analyses (quantitative). The second part presents results from the stimulated recall (qualitative) analyses.
Quantitative Results

Before presenting the results that answer the research question, we first provide a brief introduction to the process of interpreting the FACETS output. In particular, we focus on the variable map that is perhaps the single most important and informative piece of output from the computer program. It enables us to view all the facets of the analysis at the same time. The map (Figure 2) not only displays all facets of the analysis, but also summarizes key information about each facet. The map highlights results from more detailed sections of the FACETS output for test takers, raters, tasks, and the rating scale.

The FACETS computer program calibrates the test takers, the raters, the speaking tasks, and the rating scale so that all facets are positioned on the same scale, creating a single frame of reference for interpreting the results from the analysis. The scale is in log-odds units, or “logits,” which, under the model, constitute an equal-interval scale with respect to appropriately transformed probabilities of responding within particular rating scale categories.

1. The first column in the map displays the logit scale. Having a single frame of reference for all the facets of the rating process facilitates comparisons within and between the facets. The scale ranges from 6 logits to -6 logits.

2. The second column displays the scaled scores that ETS uses to report scores to test takers (Educational Testing Services, 2008). ETS averages the six ratings that two raters assign to each test taker (for a total of 12 ratings), and a single scaled score between 0 and 30 is reported. In our test taker sample, no test takers who received average ratings below 1 were included. Therefore, the MSU raters did not assign any zeros. The MSU raters were trained on and used a 4-point rating scale, from 1 to 4 (see Appendix B). Thus, for our data, possible scaled scores included 8, 9, 10, 11, 13, 14, 15, 17, 18, 19, 20, 22, 23, 24, 26, 27, 28, 29, and 30.3

3. The third column displays estimates of test taker proficiency on the speaking test. These are single-number summaries on the logit scale of each test taker’s tendency to receive low or high ratings across raters and speaking tasks. We refer to these as test taker proficiency measures. Higher scoring test takers appear at the top of the column, while lower scoring test takers appear at the bottom. Each star represents one
test taker. In Figure 2, the highest scoring test taker had a proficiency measure of 5.76 logits. The lowest scoring test taker had a proficiency measure of -5.71 logits.

4. The fourth column displays the MSU raters in terms of the level of severity or leniency each exercised when rating the oral responses to the six tasks. Because more than one rater rated each test taker’s responses, raters’ tendencies to rate test takers’ oral responses higher or lower on average could be estimated. We refer to these as rater severity measures. In this column, each star represents three raters. Each dot represents one or two raters. More severe raters appear higher in the column, while more lenient raters appear lower. In Figure 2, the harshest rater had a severity measure of 1.52 logits, while the most lenient rater had a severity measure of -1.66 logits.

5. The fifth column compares the six speaking tasks in terms of their relative difficulties. Tasks appearing higher in the column were more difficult for the test takers. That is, it was more difficult for the test takers to receive high ratings on these tasks than on those tasks appearing lower in the column. Tasks C and D were the most difficult for the test takers, while the other tasks proved easier.

6. The sixth column displays the 4-point rating scale that raters used to score test taker responses to each of the six tasks. The horizontal lines across the column indicate the point at which the likelihood of getting the next higher rating begins to exceed the likelihood of getting the next lower rating for a given task. For example, when we examine Figure 2, we see that test takers with proficiency measures from about -6 logits through -3 logits were more likely to receive a rating of 1 than any other rating. Test takers between about -3 and 0 logits were more likely to receive a rating of 2. Those between about 0 and 3 logits were more likely to receive a 3. And those between about 3 and 6 logits were more likely to receive a 4.

At the bottom of Figure 2 we provide the means and standard deviations of the distributions of estimates for test takers, raters, and tasks. When conducting a MFRM analysis involving these three facets, it is customary to center the rater and task facets, but not the test taker facet. By centering facets, we established the origin of scale.
<table>
<thead>
<tr>
<th>Logit Scale</th>
<th>ETS</th>
<th>Test Taker</th>
<th>Rater</th>
<th>Task</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Scores</td>
<td>Severe</td>
<td>Difficult</td>
<td></td>
<td></td>
<td>+ (4) +</td>
</tr>
<tr>
<td>+ 6</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+ (4) +</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ 5</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+ (4) +</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28-30</td>
<td>**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ 4</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+ (4) +</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22-27</td>
<td>**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ 1</td>
<td>+</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2.** Variable map from the FACETS analysis of the data.
As shown in Figure 2, the distribution of rater severity measures was much narrower than the distribution of test taker proficiency measures. In Figure 2, the test taker proficiency measures showed a 12-logit spread, while rater severity measures only showed about a 3-logit spread. This is important because it suggests that the impact of individual differences in rater severity on test taker scores was likely to be relatively small. By contrast, if the range of rater severity were wider than the range of test taker proficiency measures, the impact of individual differences in rater severity on test taker scores would have been much greater. The particular raters who rated individual test takers would have mattered more, and there would have been a stronger need to adjust test taker scores for individual differences in rater severity in order to minimize such biasing effects.

FACETS also reports a test taker separation ratio (G), which is a ratio scale index comparing the “true” spread of test taker proficiency to its measurement error (Fisher, 1992). Adequate separation is important in cases in which a test produces scores that test users employ to separate test takers into categories defined by their performance (Stone & Wright, 1988). The MSU raters should be using the scoring rubric such that the test takers are divided into distinct strata of proficiency. Using the test taker separation ratio, we calculated the number of statistically distinct proficiency strata into which the test (and raters, in this case) succeeded in separating test takers by using the formula \((4G+1)/3\). The test taker separation index was 14.12, which indicated that this sample of test takers could be separated into 14 statistically distinct levels of proficiency. The reliability of the test taker separation index was 1.00, indicating that the test takers were very reliably separated in terms of their levels of proficiency (something we already knew based on the pre-rating scores that ETS provided to us). This finding suggests that the MSU raters used the scoring rubric adequately to distinguish between test takers of differing levels of proficiency.

We used FACETS to produce a measure of the degree of severity each rater exercised when rating test takers’ speech samples from the TOEFL iBT Speaking test. Table 5 shows a portion of the output from the FACETS analysis summarizing the information the computer program provided about the MSU raters. The raters are ordered in the table from most severe to most lenient. The higher the rater severity measure, the more severe the rater. To the right of each rater severity measure is the standard error estimate, indicating the precision with which the rater was measured. Other things being equal, the greater the number of ratings a severity
estimate is based on, the smaller the standard error. The rater severity measures for the raters ranged from 1.52 logits to -1.66 logits, a 3.18 logit spread.

A more substantive interpretation of rater severity is obtained by examining each rater’s mean rating. Even though all MSU raters did not rate all test takers, each rater’s mean rating should not have been influenced much by the sample of test taker performances that he or she rated (assuming that the ETS raters’ ratings were accurate). Remember that ETS raters pre-rated each test taker’s set of six speech samples, and we received each test taker’s average score across the six tasks. We used those holistic ratings to distribute the speech samples across the six forms. Each MSU rater rated the speech samples from one of the six forms. We balanced the forms so that each form contained an equal number of speech samples to which the ETS raters assigned ratings of 1, 2, 3, or 4. We also balanced the forms in terms of gender and L1. Thus, the mean ratings of the raters should have been fairly equal, regardless of which form a particular rater rated. Therefore, we can compare the mean ratings of any two MSU raters, even though each rated a different (yet overlapping) set of test takers.

Another way of comparing the raters is to examine the mean rating for each rater once it has been corrected for the deviation of the test takers in each rater’s sample from the overall test taker mean across all raters and tasks. This fair average allows one to determine the extent to which the mean ratings of raters differed after having taken into account the particular sample of test takers that each rater evaluated. Thus, the fair average adjusts a rater’s raw mean rating based on whether or not he or she rated a batch of speech samples with a disproportionally high number of high or low scoring test takers.

For example, the mean rating of the most severe MSU rater was 2.1, and the rater’s fair average was 2.06 (see Table 5). By comparison, the mean rating of the most lenient MSU rater was 3.0, and that rater’s fair average was 3.19. This means that, on average, the two most extreme MSU raters assigned ratings that were 0.9 raw score points apart when we compare their mean ratings, and 1.13 raw score points apart when we compare their fair averages. We could report either as the spread of rater severity, but reporting the fair average spread is particularly warranted when interpreting our results because not all raters rated all tasks (Wolfe & Dobria, 2008). With a fair average spread > 1 (or one level of proficiency on a 4-point scale), we can see that the range of rater severity is fairly wide.
By looking at the Facets output, we can see who, exactly, is rating more severely than others and who is rating more leniently than others. As indicated by the rater severity measures reported in Table 5, we can see that the following were the extreme raters at each end: raters 117, 79, 136, 93, and 121 were rating more harshly than others; raters 174, 86, 106, and 125 were rating more leniently than others.

FACETS also provides a chi-square test of the hypothesis that all 107 MSU raters exercised the same degree of severity when rating the test takers’ speech samples. The overall resulting chi-square value was statistically significant; the chi-square value of 724.0 with 106 degrees of freedom ($p = .00$) signified that at least two of the raters did not exercise the same level of severity when evaluating the test takers’ speech samples. At the very least, the most severe rater and the most lenient rater were significantly different.

The rater separation index was 2.44. This suggests that there were about two-and-a-half distinct strata of rater severity in this sample of 107 raters. (This index is calculated using the formula $\frac{4G + 1}{3}$, where $G$ is the rater separation ratio, and statistically distinct levels of rater severity are defined as severity strata that are three standard errors apart, centered on the mean of the rater sample. See Wright and Masters [2002] for more information.)

The reliability of the rater separation index was .86. This index provides information as to how well one can differentiate among the raters in terms of their levels of severity. It is the Rasch equivalent of a KR-20 or a Cronbach alpha test reliability statistic (i.e., the ratio of true variation to observed variation for the elements of a particular facet). It is not a measure of interrater reliability, which is a measure of how similar the raters are. Nor is it an indication of how well the assessment is functioning (Linacre, 2010). Rather, rater separation reliability is a measure of how reproducibly different the rater severity measures are (Linacre, 2010). The most desirable results would have been to have a rater separation reliability index close to zero, which would have suggested that raters were interchangeable, exercising very similar levels of severity. If the rater separation reliability were 1.0, then that would indicate that the raters were completely different in terms of their levels of severity and were not at all interchangeable. In the context of our study, the rater separation reliability of .86 suggests that there was evidence here of unwanted variation in rater severity that could have affected test taker scores. We will take this information into consideration when we discuss the results.
To answer the research question (Are there certain groups of trained raters [grouped by their L2] who exercise differential severity, depending on the L1 of the test taker?), we conducted a bias interaction analysis to determine whether raters were rating in a similar fashion the speech samples that native (L1) speakers of Chinese, Korean, and Spanish produced, or whether some subgroups of raters appeared to exhibit a bias toward (or against) speech samples that any of the test taker L1 subgroups produced. Specifically, we wanted to find out whether any of the rater subgroups (categorized by L2) showed evidence of exercising differential severity/leniency, rating any specific test taker L1 subgroup more severely or leniently than expected, or whether each rater subgroup’s average level of severity/leniency was invariant across test taker L1 subgroups.

Table 6 provides summary statistics related to overall test taker L1 subgroup differences in performance for the study’s 107 raters. From left to right, the columns in Table 6 present the test taker L1 subgroup, the sum of the MSU raters’ ratings of speech samples for that L1 subgroup, the count of the number of rated speech samples that contributed to the observed raw score, the observed raw score average (i.e., the observed raw score divided by its count), the test taker L1 subgroup’s average proficiency measure (in logits), and the standard error associated with that measure.

**Table 6**

*Test Taker L1 Subgroup Measurement Report*

<table>
<thead>
<tr>
<th>Test taker L1 subgroup</th>
<th>Observed raw score</th>
<th>Observed counta</th>
<th>Observed raw score average</th>
<th>Average proficiency measure (in logits)</th>
<th>Model SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Korean (n = 24)</td>
<td>6,421</td>
<td>2,532</td>
<td>2.5</td>
<td>-0.06</td>
<td>0.02</td>
</tr>
<tr>
<td>Chinese (n = 24)</td>
<td>6,539</td>
<td>2,543</td>
<td>2.6</td>
<td>-0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Spanish (n = 24)</td>
<td>6,761</td>
<td>2,525</td>
<td>2.7</td>
<td>0.08</td>
<td>0.02</td>
</tr>
<tr>
<td>Mean</td>
<td>6,573.7</td>
<td>2,533.3</td>
<td>2.6</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>SD</td>
<td>141</td>
<td>7.4</td>
<td>0.1</td>
<td>0.06</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Note. Fixed (all-same) chi-square = 28.6; df = 2; p = .00. L1 = first language.

a The count of the number of rated speech samples that contributed to the observed raw score.
Based on our prior knowledge that the three test taker L1 subgroups should not have differed in terms of their average proficiency, the results from the fixed chi-square test are useful in determining whether the 107 raters exhibited a group-level differential severity/leniency effect when rating speech samples from the three subgroups. The results are shown at the bottom of Table 6. The chi-square value of 28.6 with 2 degrees of freedom was statistically significant ($p = .00$), indicating that at least two of the average proficiency measures for the three test taker L1 subgroups were statistically significantly different. This was not expected. When choosing the speech samples to be included in this study, ETS purposely selected three sets of test takers who, according to the ratings the ETS raters assigned their speech samples, exhibited the same average proficiency. However, when the MSU raters rated these test takers’ speech samples, the average proficiency measures for the three test taker subgroups were not equal. These results suggest that some MSU raters may have exercised differential severity/leniency when rating test takers in the different subgroups.

Based on the ETS raters’ ratings of the test takers’ speech samples, we hypothesized that all three subgroups of test takers should have approximately the same average proficiency measure after accounting for measurement error. In Table 7, which is based on the data presented in Table 6, we see that this is not the case. The average proficiency measure for L1 Korean test takers was -0.06 logits (SE = .02). The average proficiency measure for L1 Chinese test takers was -0.02 (SE = .02). The average proficiency measure for L1 Spanish test takers was .08 logits (SE = .02). The difference between the average proficiency measures was .04 logits for the Korean and Chinese test taker subgroups, .14 logits for the Korean and Spanish subgroups, and .10 logits for the Chinese and Spanish subgroups. It appears that the raters overall were more lenient toward test takers who had Spanish as an L1, and more severe toward test takers who had Korean or Chinese as an L1. However, it should be noted that other researchers posit that differences between subgroup performances of less than .30 logits are usually not substantively meaningful (Engelhard & Myford, 2003), thus suggesting that the differences found here between the Spanish (on the one hand) and Korean and Chinese (on the other hand) L1 subgroups are not generally indicative of a strong overall group-level rater bias. Nonetheless, some evidence of bias appears to be present, which warrants statistical comparisons.
Table 7

Differences in L1 Test Taker Subgroups’ Average Proficiency Measures

<table>
<thead>
<tr>
<th>Test taker L1</th>
<th>Average proficiency measure (SEM)</th>
<th>Mean differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Korean</td>
<td>Chinese</td>
</tr>
<tr>
<td>Korean</td>
<td>-.06 (.02)</td>
<td>--</td>
</tr>
<tr>
<td>Chinese</td>
<td>-.02 (.02)</td>
<td>--</td>
</tr>
<tr>
<td>Spanish</td>
<td>.08 (.02)</td>
<td>--</td>
</tr>
</tbody>
</table>

Note. L1 = first language.

*p = .01.

We performed three t tests to compare the average proficiency measures for the three test taker L1 subgroups. In two of the comparisons the differences were statistically significant at the .01 level. The Spanish L1 and Chinese L1 subgroup average proficiency measures were significantly different, $t(87) = 3.52, p = .00$, with L1 Spanish speakers receiving higher ratings on average than L1 Chinese speakers. The Spanish L1 and Korean L1 subgroup average proficiency measures were significantly different, $t(57) = 4.44, p = .00$, with L1 Spanish speakers receiving higher ratings on average than L1 Korean speakers. However, the Chinese L1 and Korean L1 subgroup average proficiency measures were not significantly different, $t(50) = 2.36, p = .02$.

When the raters are grouped by their L2s, the picture is more complex. Table 8 contains summary statistics for each of the three rater subgroups’ (grouped by L2) ratings of each of the three subgroups of test takers (L1 Spanish, Korean, and Chinese). The first column (Observed raw score) displays the sum of the rater subgroup’s ratings for that test taker subgroup. The second column (Expected raw score) displays the sum of that rater subgroup’s expected ratings for that test taker subgroup based on the calibrations from the main FACETS analysis (i.e., an analysis that only looks at main effects of the variables included in the measurement model, not any interaction effects). The third column (Observed count) is the number of estimable responses involving this particular test taker subgroup and this particular rater subgroup (e.g., in the first line, we see that raters who had Korean as an L2 rated 284 speech samples that native speakers of Korean produced). The fourth column (Observed-expected average) is the observed raw score minus the expected raw score divided by the observed count. This is the size of the bias calculated in terms of raw score units. The fifth column (Bias size) displays the size of the bias in
logit units relative to the rater subgroup’s overall severity measure (e.g., the overall level of severity that the raters with Korean as an L2 exercised when rating all test takers’ speech samples, .02 logits, is shown in the far right column of Table 8). A $t$ statistic (column seven) accompanies each bias size and is used with the degrees of freedom (the observed count, which is the number of cases involved minus 2) and the $p$ value to determine whether the interaction between the two subgroups was statistically significant. The $p$ values are listed in the final column. The ninth column reports $r$ values (i.e., effect size estimates). Two of the interactions were statistically significant at the .01 level: (a) the raters with Spanish as an L2 were significantly more lenient toward test takers who had Spanish as an L1, and (b) the raters with Chinese as an L2 were significantly more lenient toward test takers who had Chinese as an L1. In other words, the raters with L2 backgrounds in Spanish or Chinese tended to be more lenient when rating test takers who had the L1 of the language they had studied. However, in both cases the effect sizes were small, each accounting for less than 1% of the variance in the ratings.

In Figure 3, we can see more clearly the differences in the levels of severity with which the rater L2 subgroups rated the test taker L1 subgroups. The figure displays bias interactions between test taker L1 and rater L2. The test taker L1 subgroup observed raw score averages for each rater L2 subgroup are plotted along the Y axis, and the rater L2 groups appear along the X axis. This figure reveals that overall, regardless of their L2, raters were more lenient when rating speech samples of test takers with Spanish as an L1 than when rating speech samples of test takers with Chinese or Korean as an L1.

However, when we examine the specific interactions between rater L2 and test taker L1, the findings are somewhat more nuanced: (a) the raters with Spanish as an L2 ($n = 48$) were significantly more lenient toward the Spanish-native-speaking test takers than the raters with either Korean ($n = 11$) or Chinese ($n = 41$) as an L2, and (b) the raters with Chinese as an L2 were significantly more lenient toward the Chinese-native-speaking test takers than the other raters. It should be noted here that while we found evidence of significant biases toward the native speakers of the raters’ L2 for the raters with Spanish and Chinese as their L2, the rater group with Korean as an L2 was rather small ($n = 11$). Thus, absence of evidence of bias in the ratings that this rater group assigned may reflect the small rater sample size.
### Table 8

**Bias/Interaction Report for Test Taker L1 Subgroups and Rater L2 Subgroups**

<table>
<thead>
<tr>
<th>Observed raw score</th>
<th>Expected raw score</th>
<th>Observed count a</th>
<th>Observed - expected average</th>
<th>Bias size b</th>
<th>Model SE</th>
<th>t</th>
<th>df</th>
<th>r</th>
<th>Test taker L1</th>
<th>Rater L2</th>
<th>Rasch logit measure c</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>718</td>
<td>689.4</td>
<td>284</td>
<td>0.1</td>
<td>0.09</td>
<td>0.06</td>
<td>1.61</td>
<td>283</td>
<td>.10</td>
<td>Korean</td>
<td>Korean</td>
<td>0.02</td>
<td>0.108</td>
</tr>
<tr>
<td>3,288</td>
<td>3,167.8</td>
<td>1,214</td>
<td>0.1</td>
<td>0.09</td>
<td>0.03</td>
<td>3.29</td>
<td>1,213</td>
<td>.09</td>
<td>Spanish</td>
<td>Spanish</td>
<td>-0.02</td>
<td>0.001 *</td>
</tr>
<tr>
<td>2,690</td>
<td>2,588.5</td>
<td>1,039</td>
<td>0.1</td>
<td>0.09</td>
<td>0.03</td>
<td>2.99</td>
<td>1,038</td>
<td>.09</td>
<td>Chinese</td>
<td>Chinese</td>
<td>0</td>
<td>0.003 *</td>
</tr>
<tr>
<td>718</td>
<td>695.7</td>
<td>283</td>
<td>0.08</td>
<td>0.07</td>
<td>0.06</td>
<td>1.26</td>
<td>282</td>
<td>.07</td>
<td>Chinese</td>
<td>Korean</td>
<td>0.02</td>
<td>0.209</td>
</tr>
<tr>
<td>2,620</td>
<td>2,539.3</td>
<td>1,035</td>
<td>0.08</td>
<td>0.07</td>
<td>0.03</td>
<td>2.38</td>
<td>1,034</td>
<td>.07</td>
<td>Korean</td>
<td>Chinese</td>
<td>0</td>
<td>0.018</td>
</tr>
<tr>
<td>3,083</td>
<td>2,993.7</td>
<td>1,213</td>
<td>0.07</td>
<td>0.07</td>
<td>0.03</td>
<td>2.43</td>
<td>1,212</td>
<td>.07</td>
<td>Korean</td>
<td>Spanish</td>
<td>-0.02</td>
<td>0.015</td>
</tr>
<tr>
<td>3,131</td>
<td>3,055.7</td>
<td>1,221</td>
<td>0.06</td>
<td>0.06</td>
<td>0.03</td>
<td>2.05</td>
<td>1,220</td>
<td>.06</td>
<td>Chinese</td>
<td>Spanish</td>
<td>-0.02</td>
<td>0.041</td>
</tr>
<tr>
<td>2,768</td>
<td>2,706.8</td>
<td>1,042</td>
<td>0.06</td>
<td>0.05</td>
<td>0.03</td>
<td>1.81</td>
<td>1,041</td>
<td>.06</td>
<td>Spanish</td>
<td>Chinese</td>
<td>0</td>
<td>0.071</td>
</tr>
<tr>
<td>705</td>
<td>690.5</td>
<td>269</td>
<td>0.05</td>
<td>0.05</td>
<td>0.06</td>
<td>0.84</td>
<td>286</td>
<td>.05</td>
<td>Spanish</td>
<td>Korean</td>
<td>0.02</td>
<td>0.402</td>
</tr>
<tr>
<td>2,191.2</td>
<td>2,125.3</td>
<td>844.4</td>
<td>0.08</td>
<td>0.07</td>
<td>0.04</td>
<td>2.07</td>
<td></td>
<td></td>
<td>Mean</td>
<td>(Count: 9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,064.4</td>
<td>1,032.5</td>
<td>406.6</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
<td>0.75</td>
<td></td>
<td></td>
<td>SD</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note.* Fixed (all-same) chi-square = 43.7; df = 9; p = .00. L1 = first language. L2 = second language.

a The count of the number of rated speech samples that contributed to the observed raw score. b The higher the bias size, the more biased the rater subgroup was toward the test taker subgroup (i.e., the more likely those raters were to give higher ratings than expected to speech samples from that test taker subgroup). c The rater subgroup’s overall severity measure (i.e., the average level of severity the rater subgroup exercised when rating all test takers’ speech samples).

*p = .01.*
We also looked at whether raters with more L2 experience tended to rate any more severely or leniently on average than raters with less L2 experience. Results from the FACETS analysis are presented in Table 9. According to the results from the fixed-effect chi-square test, none of the differences among the average severity measures for the three levels of L2 experience were statistically significant, $\chi^2(2, N = 3) = 4.1, p = .12$. (See Table 9.) Raters with significant L2 exposure (i.e., heritage speakers and those with more than 2 years experience) did not tend to rate any more or less harshly on average than raters with little L2 exposure (i.e., less than 2 years experience).

We also looked at whether raters having more than 1 year of ESL/EFL teaching experience tended to rate any more severely or leniently on average than raters with no experience (or less than 1 year of ESL/EFL teaching experience). The results are presented in Table 10. The results from the fixed-effect chi-square test indicated that the average levels of severity that the two subgroups of raters exercised were not significantly different, $\chi^2(1, N = 2) = 0.20, p = .63$. However, it should be noted that the two rater subgroups are unequal in sample size, with only 15 of the 107 raters having more than 1 year of ESL/EFL teaching experience. Thus, results from this analysis are tentative in suggesting that raters with more than 1 year of ESL/EFL teaching experience do not tend to rate any more or less harshly on average than raters with less than 1 year of ESL/EFL teaching experience, or no experience.
### Table 9

**Rater L2 Subgroup Measurement Report**

<table>
<thead>
<tr>
<th>Rater L2 experience subgroup</th>
<th>Observed raw score</th>
<th>Observed count&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Observed raw score average</th>
<th>Average severity measure (in logits)</th>
<th>Model SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Little exposure (i.e., less than 2 years; (n = 28))</td>
<td>5,479</td>
<td>2,128</td>
<td>2.6</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Significant exposure (i.e., more than 2 years; (n = 49))</td>
<td>9,628</td>
<td>3,724</td>
<td>2.6</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Heritage speakers ((n = 23))</td>
<td>4,614</td>
<td>1,748</td>
<td>2.6</td>
<td>-0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>Mean</td>
<td>6,573.7</td>
<td>2,533.3</td>
<td>2.6</td>
<td>0</td>
<td>0.02</td>
</tr>
<tr>
<td>SD</td>
<td>2,188.4</td>
<td>856.1</td>
<td>0</td>
<td>0.03</td>
<td>0</td>
</tr>
</tbody>
</table>

*Note.* Fixed (all-same) chi-square = 4.1; \(df = 2; p = .12\). L2 = second language.

<sup>a</sup> The count of the number of rated speech samples that contributed to the observed raw score.

### Table 10

**Rater ESL/EFL Teaching Experience Subgroup Measurement Report**

<table>
<thead>
<tr>
<th>Rater ESL/EFL teaching experience subgroup</th>
<th>Observed raw score</th>
<th>Observed count&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Observed raw score average</th>
<th>Average severity measure (in logits)</th>
<th>Model SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>No experience, or less than 1 year ((n = 92))</td>
<td>17,143</td>
<td>6,612</td>
<td>2.6</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>More than 1 year ((n = 15))</td>
<td>2,578</td>
<td>988</td>
<td>2.6</td>
<td>-0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>Mean</td>
<td>9,860.5</td>
<td>3,800</td>
<td>2.6</td>
<td>0</td>
<td>0.02</td>
</tr>
<tr>
<td>SD</td>
<td>7,282.5</td>
<td>2,812</td>
<td>0</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

*Note.* Fixed (all-same) chi-square = .2; \(df = 1; p = .63\). EFL = English as a foreign language, ESL = English as a second language.

<sup>a</sup> The count of the number of rated speech samples that contributed to the observed raw score.
Qualitative Findings

The 26 raters who participated in the stimulated recall sessions produced 20,997 words total. The average number of words per rater was 808—the minimum words spoken was 214 (rater 113); the maximum was 1,816 (rater 142). Table 11 presents the coding categories that emerged from the data. The “Count” column in Table 11 shows the number of raters who made a comment related to the specific coding category, the total number of references that the raters made regarding the coding category, and the number of words that the raters used in discussing the particular category. For example, 15 raters commented on the accents of the test takers. These 15 raters made 29 individual comments on accent, which totaled 1,754 words. If appropriate, we further coded a comment on a test taker’s accent as positive or negative. We coded six raters’ comments on the test takers’ accents as positive (e.g., they commented that the accent was good, contributed to a higher rating, or gave a good impression of the test taker) and 12 as negative (e.g., the raters commented that the accent made scoring or listening difficult). We judged two of the references to accent as neither positive nor negative—this is reflected in the references column where the total number of comments on accent is 29, yet only 27 were coded as positive or negative.

The three topics that the raters discussed most frequently (i.e., what the raters claimed they were thinking about while rating) were the test taker’s ethnic accent, the task at hand, and aspects pertaining to the test taker’s voice (i.e., voice volume and the quality of the voice). At least 15 of the 26 raters discussed each of these topics. Raters also reported that they thought about the L1 of the test takers, responded emotionally to the test takers, and experienced difficulties in assigning ratings. They also noted technical problems that sometimes made rating difficult. In addition, four of the seven raters who were heritage language learners mentioned that certain speech samples triggered thoughts about their own heritage status while they were rating them.

Through our analysis of the qualitative data, we have demonstrated that raters face a number of challenges when rating speech samples. Some of these challenges are independent of the raters’ own personal backgrounds. For example, the qualitative results revealed that 9 of the 26 raters who participated in the stimulated recalls found that some of the test takers had technical difficulties in recording or using their microphones, which made rating problematic. However, some of the challenges were related to the individual raters’ background characteristics,
including the L2 experience of the raters. Our research question asked whether there were groups of trained raters (grouped by their L2) who exercised differential severity depending on the L1 of the test taker. From the results of our bias interaction analyses, we found that in certain cases, when there was a match between the raters’ L2 and the test takers’ L1, some raters tended to rate more leniently. Here, we turn to the qualitative data to see if there is any confirmation of this result. We believe there is. We identified three themes that appear to relate to, and partially
confirm, the relationship between rater L2 and test taker L1. These themes were borne out when raters discussed the following: (a) the test taker’s accent, (b) the test taker’s L1, and (c) their own heritage status as part of the rating process. The following sections present findings related to each of these three themes.

**The test taker’s accent.** Raters often commented that they thought about the test takers’ accents while rating. They reported that accents affected their listening processes and may have potentially influenced the ratings they assigned. For example, Rater 111 (female, learner of Spanish) noted that she could identify Asian accents even though she had not studied an Asian language herself. She stated the following when asked what she was thinking while rating a native speaker of Chinese.

*Example 1.* I was having a hard time understanding this speaker, and um, I think going through my head in this particular one was I was trying to not be biased on accents because, um, just for me as the listener, I was thinking um, some of the more like Asian accents are harder for myself to understand…

Likewise, Rater 131 (female, Chinese heritage learner) commented on her awareness of her potential bias related to the accent of a test taker. As one more familiar with Asian accents, she stated that she was afraid she was too lenient toward those with Asian accents.

*Example 2.* I was trying to guess where the speaker was from, and um, like it, I thought maybe that was maybe playing into some sort of prejudice that I had but I wasn’t sure. But I was worried that since I had worked more with Asian students that I would give them higher scores because I was more comfortable with their accents.

Rater 60 (male, Chinese learner), Rater 94 (male, Chinese learner) and Rater 142 (male, heritage learner of Chinese) stated similar concerns to those of Rater 131. They all stated that they felt they would be (or were) too lenient toward those who had accents (L1s) with which they were familiar. Their comments are presented, respectively, below.

*Example 3.* I was always, because I remember reading try and be as objective as possible, don’t be sympathetic because you know how hard ch, uh, English is to learn, and I was just wondering if that was influencing my scoring. Because yeah, I was born in the Philippines, and my parents aren’t native speakers, so I’m used to working through accents. My parents’ accents are thick at times, so I wondering I might be too generous,
and sometimes I was wondering am I overcompensating by being too harsh, so I never really knew if I was being perfectly objective.

**Example 4.** I’m used to listening to more of the eastern accent. I wondered how that tied into my theory of uh that sheet [scoring rubric]. You know, I’m a Chinese for my major, so I know a Chinese accent better so when they’re speaking, I’m like oh, I can hear clearly.

**Example 5.** Um, I knew, I knew right off the bat that I was probably going to be slanted when it comes to how to grade because I think I told you before, I’m first generation. So I’ve grown up hearing this kind of English, and I know that it’s been my job for the past 18 years to fill in, to fill it in to make it sound more English-sounding so my mind already knows how to do that. So every time I heard it I already had, I already had to make sure I was going to catch myself if I started to hear their voice, put it in mine, and then send it back out saying this is what she really meant, I know what she really meant, she just can’t say it right now because maybe she was never taught that particular word. So, in my mind the whole time there was just a fear that I was going to slowly, slowly begin to be very, very easy on each individual when they spoke. Especially I was definitely very scared that if I ever heard an Asian sounding accent that I was going to be very, very, very easy on them, on their voice.

Other raters also discussed their preferences for (or against) strong accents or particular accents, and this, they admitted, affected their rating. For example, Rater 128 (female, Chinese heritage learner, listening to a native speaker of Spanish) commented that she paid a lot of attention to accent when rating, and Rater 129 (another female Chinese heritage learner, listening to a native speaker of Korean) noted that she most likely rated a particular Korean test taker lower based on her accent. Their respective comments are presented below.

**Example 6.** Um, I think I remember she was, she was stumbling a lot over her pronunciation. Um, but I just kinda felt bad for her but I don’t know, I guess there was a degree of people. Some that talked that sounded like native speakers actually and some that like, you know they’re from a different country because of their heavy accent. You know, you can tell kinda what’s what. Cuz like, she knew what she wanted to say but there’s still the second area, the accent. I just thought it was terrible.
Example 7. Her accent was really confusing me actually, and I had to actually pay like a little bit more attention than I needed to it. So like, right there I was like, um I don’t think she’s gonna get a 4, she’s probably gonna end up getting a 3.

The test taker’s L1. Twelve of the 26 raters provided detailed comments concerning how they often thought about the L1s of the test takers. They guessed what the test takers’ L1s might be. They wondered from which countries the test takers originated. They thought about these characteristics of the test takers at various points throughout the task of listening to a recorded, oral speech sample. For several of the raters, it seemed they pondered about the L1 of the test taker whenever they listened to a new speech sample. The explicit pinpointing of a test taker’s L1 might imply that these raters were sensitive to qualifications within the speech sample that they could identify. And for some raters, it seemed perplexing to not be able to figure out the test taker’s L1. For example, their comments included, “I think I might’ve been wondering where he was from,” and “Um, I remember thinking, I did not understand where she’s from, well, when she started out,” and “Well, I figured she was from a Spanish-speaking country!” Some questioned their desire or need to identify the L1 of the test taker and wondered whether their ability or non-ability to do so affected their rating processes. For example, one rater mentioned, “I couldn’t tell what his L1 was but then I thought, well, that’s probably a good thing.” A similar comment was made by Rater 131 (female, Chinese heritage learner), who stated the following:

Example 8. I noticed not just with him but with a lot of them, almost everything that I rated, um, I had to keep stopping myself from trying to guess which country they were from. Because I kept trying to guess which country they were from because I’m an ESL teacher. That was going on in the back of my mind while I was thinking.

The rater’s heritage status. Out of the 26 raters who participated in stimulated recall sessions, seven were heritage learners. Four of those seven mentioned that when listening to speech samples, characteristics within the speech samples made them think about their own experiences as heritage language learners. For example, Rater 142 (male, Chinese heritage learner) noted the following:

Example 9. [Listening to a Chinese native speaker] And I caught myself because I started really sympathizing with this man because he sounded just like how my father speaks.
And I was like, he speaks a lot like how my father does where sometimes he puts tonals in where you’re not supposed to put a tone. But I was like, well, that doesn’t stop me from understanding what you’re trying to say. It might be a little annoying after awhile, but it doesn’t mean that I didn’t know what you were saying to me the whole time.

Likewise, Rater 65, a heritage learner of Spanish, noted paying particular attention to test takers whose L1 matched the language she was learning as a heritage language learner. She said the following:

**Example 10.** [Listening to a Spanish native speaker] I also wondered if that’s what I sound like, when I am speaking, because I can perceive her she speaks Spanish, or Italian, as a first language. So I start listening to her, if the language was typical. I am self-conscious about the way I sound, so I was very interested in listening to her a little bit more to see about her, to see about where she makes mistakes, not grammatical mistakes but pronunciation mistakes.

To summarize, a number of the native-English-speaking raters at MSU reacted to the L1s of the test takers. The results from our qualitative analysis indicate that some raters’ prior L2 learning experiences may have influenced their ratings, perhaps in certain cases interacting with the L1s of the test takers. A number of the raters commented that they thought about the test takers’ L1 accents, and that they frequently tried to identify the test takers’ L1s. They acknowledged that they were most successful in doing so when their own L2 was the L1 of the test takers. In many cases, it appeared that the test taker’s accent seemed to affect the way these raters perceived the quality of the test taker’s speech. Some might view this as “off rubric” thinking (i.e., when rating the speech samples, taking into consideration a criterion that the scoring rubric designers may have regarded as inappropriate to include as part of the rubric). Lastly, some of the raters who were heritage language learners appeared to sense the impact of the test takers’ L1 on their own rating behavior. Their interactions with the test takers’ L1 at times brought out strong emotive aspects and made them think about their own language learning processes and linguistic backgrounds. These interactions seemed to be a natural part of the raters’ listening processes, regardless of whether they affected the assignment of ratings.

The results from the analyses of the quantitative data answered the research question affirmatively. Certain groups of trained raters (grouped by their L2) exercised differential
severity, depending on the L1 of the test taker. The results from the analysis of the qualitative data helped to posit some possible explanations for those severity differences: Some raters tried to discern the L1 of the test takers, which may be a natural response to hearing non-native-speaker speech, especially for those accustomed to hearing it. Accent familiarity, in turn, may have affected comprehension. And some raters may perceive an emotional connection to test takers based on the test takers’ foreign accent or perceived L1, which may result in the assignment of a biased rating.

Discussion

Many participants are involved in the evaluation of speech samples, including rubric designers, rater trainers, and raters who use scoring rubrics to assign ratings. All of these individuals may leave their mark on the test process, inadvertently affecting test scores in some way. In spite of this, we expect the scores that test takers receive from standardized tests of oral proficiency to be accurate and appropriate for the test users’ purposes (Luoma, 2004). In fact, test performance is normally attributed to the performance of the test taker alone (McNamara, 2001). But we cannot ignore the fact that the interpretation of the scoring rubrics and rating criteria may “act as de facto [emphasis added] test constructs” (McNamara, Hill, & May, 2002, p. 229). Thus, it is critical to understand how raters interpret and apply scoring rubrics, and whether raters use criteria not on the rubrics when assigning ratings.

Our study was unique because we investigated raters’ prior L2 learning experiences to gain an understanding of how raters’ and test takers’ language backgrounds may influence the ratings that raters assign. In the past, researchers carrying out studies of raters assessing oral proficiency have thus far only investigated how shared L1s among raters and test takers may influence raters’ ratings (Brown, 1995; Fayer & Krasinski, 1987; Kim, 2009; Xi & Mollaun, 2009)—raters in those studies were bilingual, that is, highly proficient, near-native or native speakers of the language being tested. We expanded the research paradigm to determine whether raters who are non-native-like learners of the test takers’ L1 would assign ratings that were significantly higher or lower than expected. Effectively, we asked whether a rater’s language learning background is a legitimate factor for investigation in rater bias studies, even when the raters did not acquire the language to an advanced or native-like level. Results from this study seem to suggest that a rater’s language learning background is indeed a very legitimate factor for investigation. The results from our bias interaction analysis indicate that the MSU raters were
more lenient in assigning ratings to test takers whose L1 they (the raters) had studied. Based on this study’s outcome, we suggest that, when shared with the test taker’s L1, a rater’s L2 may exert just as much an influence on the rating process as a bilingual rater’s L1. Thus, testing programs may need to be aware of their raters’ L1 (bilingual) and L2 backgrounds. Moreover, the implications for rater training programs that Xi and Mollaun (2009) suggested may apply even when the raters involved have only studied (and not mastered) the test takers’ L1.

Our main recommendation from this study is that testing programs for speaking assessment may want to consider including in their rater training programs specific modules that cover various sources of bias related to rater and test taker backgrounds that might impact raters’ ratings of speech samples. The goal of such training would be to attempt to sensitize rater trainees to these potential sources of construct-irrelevant variance, such as the test takers’ accents, and by extension, the raters’ familiarity with the test takers’ non-native-like encoding and word- and sentence-level processing (Bradlow & Bent, 2008; Clark & Garrett, 2004; Weil, 2001). The training could also help rater trainees understand how those various sources of bias might inadvertently (or perhaps intentionally) influence the ratings they assign. As the speech processing literature suggests and this study’s stimulated recall data evidence, when raters can identify the test takers’ ethnic accent, they also tend to be able to more easily understand the test takers’ speech. This may be why some of the raters who participated in the stimulated recall sessions in this study mentioned that they often, if not always, tried to identify the accents of the test takers. Being able to do so most likely correlated with better comprehension of the speech stream. This aligns with results from Derwing and Munro (2005), who found that even heavily accented speech can be very comprehensible. Moreover, we believe, based on our data, that this may be the case when the accented speech is familiar at some level.

Lumley (2002) argued that rating is certainly possible without training, but training and recalibration sessions are essential so raters can adequately develop a sense of how the institution or test administrators interpret the scoring rubric. During training sessions, the raters are informed about how the test designers envision the scoring rubric should be used, and they often practice using the rubric to assign ratings to various previously rated benchmark language samples. According to Elder, Barkhuizen, Knoch, and von Randow (2007),

Training has been found to attenuate extreme differences between raters in terms of severity, to increase the self-consistency of individual raters by reducing random error
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and also to counteract individual biases in relation to the various dimensions of the rating situation (i.e., task, scale and candidate) (McIntyre, 1993; Weigle, 1994a; 1994b; 1998; Wigglesworth, 1993). (p. 38)

Lumley noted that through training, raters learn how to justify their rating decisions. They learn how to describe, in terms that the testing organization or institution establishes and are found on the rubric, why they think a language sample is at a certain level on the scale. Lumley (2002, 2006) further noted that even with training, there may still be a tension between how the rater perceives the language sample and his or her efforts to apply the scoring rubric. This may have been evidenced by Xi and Mollaun (2009) who found that raters felt better about rating after receiving specialized rater training to deal with biases—biases that actually did not show up in the ratings in their study.

The results from these rater training studies would seem to suggest that the raters in this study may not have received enough training. First, some of the MSU raters in this study evidenced biases, which suggests that they may be good candidates for more training. It could be that the 4-hour rater training program was not enough to instill in these raters a sense of how we wanted them to interpret the scoring rubric. With more training, we could have done a better job of informing the raters about how they should employ the scoring rubric and carry out the rating process. Perhaps they did not know how to justify their rating decisions. It could be that better trained raters would not volunteer information that they listened for accents, wondered about the L1s of test takers, or thought about their own heritage language experience while listening. In this sense, perhaps it was beneficial to conduct this study with relatively untrained raters to uncover natural biases that training may need to address.

We have further evidence that the raters in this study might have benefitted from additional training. The FACETS analysis uncovered unwanted variation in rater severity: the rater separation index was 2.44, indicating that there were about two-and-a-half distinct strata of rater severity in our sample of 107 raters. Thus, the raters in this study did not all exercise the same degree of severity when rating the test takers’ speech samples. More ideal would have been to have raters whose severity measures clustered more tightly around 0 logits on the FACETS map (Figure 2). A very narrow distribution of rater severity measures would indicate that the raters were assigning ratings in a similar fashion, which is what any testing program would want. If the raters in this study were exercising different levels of severity, they might not have been
focusing enough on the criteria specified in the scoring rubric and might have been considering other criteria that the scoring rubric did not include. Thus, the MSU raters in this study were not functioning interchangeably—some of the variation in the levels of severity they exercised may have resulted from the relatively short rater training program we provided, and the fact that the raters themselves were not experienced or “certified” to rate in any way. They did not have to pass a qualifying test to be allowed to rate in this study. Although raters must normally possess college degrees, most of the raters in this study were undergraduates. However, our reasons for selecting raters from a college undergraduate pool were twofold. First, we needed to recruit raters who we knew would fulfill our criteria of having experience learning the L1s of the test takers; and second, we wanted to control the languages with which those raters would have had experience (Chinese, Korean, and Spanish). Thus, we employed a convenience sample, which worked well to investigate the question at hand, but the nature of the sample also limits the generalizability of the study’s findings. First and foremost, the results of this study cannot be directly generalized to trained and certified ETS raters. It is very possible that with more extensive rater training, the process of certification, and experience (educational, teaching, and professional rating experience) raters may be less likely to exhibit biases.

Nonetheless, we believe that the results from this study are important because they reveal that raters’ prior L2 study may influence rating behavior, just as raters’ additional L1s may influence rating behavior. Additionally, the study shows that raters’ L2s and test takers’ L1s may interact, resulting in raters exercising differential levels of severity. Whether these language-background-related biases would persist with extensive rater training needs investigation. In any case, when training raters to rate nonnative speech samples, test developers would be wise to consider the many factors that determine how speech is evaluated, especially in a high-stakes testing situation (Chalhoub-Deville & Turner, 2000). This study reveals that raters’ prior L2 study may be one of those factors.

Conclusion

Because rating necessarily involves human judgment, validation of scores requires gathering various lines of evidence that present a sound and convincing validity argument. In helping to build that argument, we sought to determine whether there were factors that might influence raters’ ratings of speech samples that were not part of the scoring rubric raters were to apply. The results from our bias interaction analysis revealed that rater and test taker background
characteristics may exert an influence on some raters’ ratings. We found that when there is a match between the test taker’s L1 and the rater’s L2, some raters may be more lenient toward the test taker and award the test taker a higher rating than expected.

After identifying this unexpected bias, we sought some possible explanations for why it occurred. We wanted to know whether the raters themselves would comment on this bias, and whether they were aware that such a bias existed. The qualitative results from the stimulated recall data made us aware that some of the raters did indeed feel that such a bias could occur and perhaps did exist—some mentioned their problems and difficulties in rating, and these often centered around their problems dealing with the accents of the test takers. Some of the raters even wondered out loud if they were more lenient toward the test takers who shared the same ethnicity as they did, and other raters commented on difficulties rating test takers whose accents were unknown, particularly “thick,” or difficult to decipher. However, these two criteria—test taker accent, and test taker L1—are not criteria that appear in the scoring rubric. Rater training typically does not cover these criteria or provide guidelines concerning what raters should do when they come across a test taker whose accent is particularly “foreign” or, on the other end, extremely familiar due to the rater’s experience in learning the native language of the test taker (cf. Xi & Mollaun, 2009).

In this sense, accent and the identification of ethnicity through accent may be elephants in the language testing rating room—they are issues that may be omnipresent in oral assessment, but are mostly unaddressed. The results from our bias interaction analysis indicate that biases toward test taker L1 exist; the results from our stimulated recall analysis indicate that some raters may be aware of their own personal biases along these lines and may be uneasy about them; however, the scope and magnitude of the problem are not known because raters are not normally sorted and categorized by their prior L2 experience, and bias interaction studies of this type are rare.

There are limitations to this study that we must address. First, it is possible to question the extent to which the data from the stimulated recall sessions are valid and reliable. For example, are the reports consistent with the actual behavior of raters when rating? Is investigating rater cognition, that is, the decision-making behaviors that raters use when they evaluate language samples (Cumming, et al., 2002), worthwhile? We assume so, mainly because various researchers have shown that verbal reports such as think-alouds and stimulated recall are
reliable measures, and that results obtained using verbal reports do correspond with actual behavior (see Brown, 2005; Gass & Mackey, 2000; Kim, 2009; Lumley, 2006). Many researchers have found that introspective analysis of performance can yield important information on the cognitive processes that underlie performance on certain tasks. Even so, the validity of the raters’ claims should be interpreted with caution. In this study we reported on stimulated recall data, but we were concerned that some of the raters’ comments gathered through stimulated recall appeared at times to go beyond their thought processes at the time of rating (see Examples 3, 5, and 6).

Additionally, we assume that the 26 stimulated recall participants’ data is representative of the entire set of 107 raters, but this is purely speculative. Our speculation is as follows: we found systematic effects with respect to score assignments based on rater L2 background (the quantitative findings), and we found issues with score interpretation along the lines of rater L2 background knowledge (the qualitative findings), and thus we posit that the former may stem from the latter. However, the comments themselves do not provide information as to how well the individual raters were actually rating. Future qualitative inquiry of this nature could be more fine-grained and include information on the actual scores the raters assigned to the particular speech samples being mentioned. Multifaceted Rasch analysis could be used to identify biased raters, and then those raters could be targeted for an interview or stimulated recall session to uncover the nature, intentionality, and/or awareness level of their biases. Nonetheless, the stimulated recall data in this study should be seen as intriguing triangulation, and we believe they provide a valuable supplement to the rating data.

Second, the raters in this study were young as well as inexperienced in the rating process. Several of the raters were 18; the average age was 22. However, the study’s weaknesses were also its strengths—being able to cull the participants from a large undergraduate pool allowed us to tightly control the language background variables in the rater population and match that to the test takers’ L1s, which makes this study particularly valuable. Past studies investigating the possible influences of raters’ prior language experience on the rating process have employed small rater sample sizes (Johnson & Lim, 2009; Kim, 2009). This study, in contrast to Johnson and Lim in particular, has shown that with a larger sample of raters, discernable patterns of language-background related biases can appear.
Next Steps

Using qualitative and quantitative methods, we identified possible sources of construct-irrelevant variance in the ratings of oral speech samples. When raters know, to varying degrees, the L1 of the test takers and can discern the L1 of the test takers though the test takers’ ethnic accents, that knowledge may influence their ratings. Replication studies are needed to determine how pervasive this problem is; and if this challenge persists, specific guidelines for dealing with the bias need to be provided in rater training modules and recalibration sessions. In particular, the prior language study of raters needs to be documented and considered when monitoring rater performance so that this type of rater bias can be more easily identified and addressed.

Another finding of this study is that overall, raters were more lenient toward test takers who had Spanish as their native language and more harsh toward test takers who had Korean or Chinese as their native language. In our study we did not uncover concrete reasons to explain this finding, but we suspect it may be unique to this set of raters (who were all native speakers of English, which is more closely related to Spanish) and our particular study’s context. American students in Michigan most likely have more opportunities to hear Spanish-accented English than Korean- or Chinese-accented speech; thus, overall, they may be more familiar with it—which follows our theory that they then may rate it more leniently. However, our musings need empirical backing.

We collected additional data during this study that we did not analyze. The computer program recorded the raters’ reaction time and time spent on listening and rating. For example, it recorded the time of the rater’s first click to listen to an audio sample. Also, it recorded the amount of time spent listening to the speech sample (raters were able to rewind or fast-forward an audio file using the audio player’s control features) and the number of times a rater played each audio file. When the rater entered the speech sample’s score, the computer recorded the time. These data are available for subsequent post-hoc analyses and could reveal interesting findings in relation to rater hesitation, amount of time spent on rating, and the overall consistency and severity/leniency of raters.
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Notes

1 Researchers (Dewey, 2004; Malabonga, Kenyon, & Carpenter, 2005) have found that self-assessment can be an effective and reliable measure of language proficiency in certain contexts. A more formal and rigorous assessment would outweigh the purposes of the task. In our case, the self-assessments provided a way to measure the raters’ proficiencies on a potentially large sampling of languages and allowed us to obtain a measure of proficiency for raters concerning some languages that we did not have the means, funds, or time to directly test.

2 Note that we do not know whether the ETS raters assigned each individual test taker identical speaking scores across all six tasks, or whether each test taker’s scores showed some variation across the six tasks—the data we received from ETS regarding the test takers’ speaking test scores were averages across all six tasks.

3 A copy of the conversion table that ETS provided us may be obtained by e-mailing the authors.

4 Statistically distinct levels are defined as those that are three standard errors apart, centered on the mean of the sample. They are three standard errors apart “because this is conveniently more than 1.96 * sqrt (2) = 2.77 SE, the distance corresponding to .05 significance” (Wright & Masters, 2002, p. 888). As Fisher (1992) explained, “The functional range of [a set of] measures is around 4 True SD [the standard deviation of reported measures corrected for measurement error inflation]. Inflate this by 1 RMSE [root mean square error, the average measurement error of reported measures] to allow for the error in the observed measures. Set a significance difference between two measures at 3 RMSE. Then there are (4 True SD + RMSE)/(3 RMSE) = (4G+1)/3 significantly different levels of measures in the functional range” (p. 238). For detailed explanations of this formula and its application, see Fisher (1992) and Wright and Masters (2002). The most recent versions of FACETS report the separation index in addition to the separation ratio, so users of FACETS no longer have to calculate the separation index by hand.

5 FACETS uses Welch’s (1947) refinement of the Student’s t test for possibly unequal variances when comparing the means of two samples (or estimates). See Linacre (2010, p. 262-263) for details of the actual statistical tests employed.
Appendix A
Background Questionnaire

ETS/TOEFL COE RESEARCH PROJECT

PLEASE FILL OUT THE FOLLOWING BACKGROUND INFORMATION.
PLEASE PRINT CLEARLY.

1. Name:
   a. First name: _______________________________________
   c. Middle initial: _______
   b. Last name: _______________________________________

2. Age: _____

3. Gender:  □Male  □Female

4. Phone number:  (                ) __________ - __________________

5. Email address:  _________________________________________
   (This will be your username for the computer program.)

6. Address (for mailing your payment):
   __________________________
   Street
   __________________________
   Apt. #
   __________________________
   City  State  Zip

7. Social security number (for processing your payment): _______ - ____ - ________

8. Native language (first fluent language, also known as your “mother tongue”):
   __________________________
a. If your native language is other than English, how did you learn English?
___________________________________________________________________________
___________________________________________________________________________

b. If your native language is other than English how old were you when you started learning English?
____________________________________

9. Language you speak at home: ________________________________________________

10. What languages, other than English, do you speak or have you studied or are currently studying? Please report and answer questions for each language other than English that you speak or have studied or are currently studying.

<table>
<thead>
<tr>
<th>LANGUAGE A.</th>
<th>HOW DID YOU LEARN THE LANGUAGE? (Please describe.)</th>
<th>From what age to what age did you learn the language? ___ to ___</th>
<th>HOW WELL DO YOU SPEAK THE LANGUAGE? (Please circle one) poor / fair / good / advanced/ fluent / native-like</th>
<th>Comments:</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANGUAGE B.</td>
<td>HOW DID YOU LEARN THE LANGUAGE? (Please describe.)</td>
<td>From what age to what age did you learn the language? ___ to ___</td>
<td>HOW WELL DO YOU SPEAK THE LANGUAGE? (Please circle one) poor / fair / good / advanced/ fluent / native-like</td>
<td>Comments:</td>
</tr>
<tr>
<td>LANGUAGE C.</td>
<td>HOW DID YOU LEARN THE LANGUAGE? (Please describe.)</td>
<td>From what age to what age did you learn the language? ___ to ___</td>
<td>HOW WELL DO YOU SPEAK THE LANGUAGE? (Please circle one) poor / fair / good / advanced/ fluent / native-like</td>
<td>Comments:</td>
</tr>
<tr>
<td>LANGUAGE D.</td>
<td>HOW DID YOU LEARN THE LANGUAGE? (Please describe.)</td>
<td>From what age to what age did you learn the language? ___ to ___</td>
<td>HOW WELL DO YOU SPEAK THE LANGUAGE? (Please circle one) poor / fair / good / advanced/ fluent / native-like</td>
<td>Comments:</td>
</tr>
</tbody>
</table>

11. Do you have friends or family who speak any of the languages you listed above (in #10)?
☐ Yes ☐ No
If Yes, Please explain.
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________

12. Have you lived in or traveled to a place where people speak the languages you speak or have studied or are currently studying (the ones listed in #10)?
☐ Yes  ☐ No

If yes, please report and answer questions for each place you have lived or visited and where the language(s) (#10) were spoken.

<table>
<thead>
<tr>
<th>Where did you travel or live?</th>
<th>For how long were you there?</th>
<th>How old were you when you were there?</th>
<th>What was the purpose of your visit or stay?</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ______________</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ______________</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ______________</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

13. Are you now or have you ever been an English as a Second or Foreign Language (ESL/EFL) teacher?
☐ Yes  ☐ No

a. If yes, for how long (total)?
☐ 1 year or less  ☐ 2-5 years  ☐ 5-10 years  ☐ More than 10 years

b. If yes, what state(s) (US) or country (countries) did you teach in?
   a. __________________________ How long did you teach there? ____________
   b. __________________________ How long did you teach there? ____________
   c. __________________________ How long did you teach there? ____________
<table>
<thead>
<tr>
<th>Sample number</th>
<th>Rater number</th>
</tr>
</thead>
</table>

### Appendix B

**Sample Rating Sheet**

<table>
<thead>
<tr>
<th>Scoring standards</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General description</strong></td>
<td><strong>Delivery</strong></td>
</tr>
<tr>
<td>4</td>
<td>The response fulfills the demands of the task, with at most, minor lapses in completeness. It is highly intelligible and exhibits sustained, coherent discourse. A response at this level is characterized by all of the following:</td>
</tr>
<tr>
<td>3</td>
<td>The response addresses the task appropriately, but may fall short of being fully developed. It is generally intelligible and coherent, with some fluidity of expression though it exhibits some noticeable lapses in the expression of ideas. A response at this level is characterized by at least two of the following:</td>
</tr>
<tr>
<td>2</td>
<td>The response addresses the task, but development of the topic is limited. It contains intelligible speech, although problems with delivery and/or overall coherence occur; meaning may be obscured in places. A response at this level is characterized by at least two of the following:</td>
</tr>
<tr>
<td>1</td>
<td>The response is very limited in content and/or coherence or is only minimally connected to the task, or speech is largely unintelligible. A response at this level is characterized by at least two of the following:</td>
</tr>
</tbody>
</table>