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Polytomous items are typically described by multiple category-related parameters; situations, however, arise in which a single index is needed to describe an item’s location along a latent trait continuum. Situations in which a single index would be needed include item selection in computerized adaptive testing or test assembly. Therefore single location indices for ordinal polytomous items are proposed and studied. The proposed location indices (LIs) for polytomous items are mathematically derived based on the item category response functions (ICRFs) and item response function (IRF) for polytomous items. The ICRF approach resulted in three indices: LI_mean, LI_trimmed_mean, and LI_median, and the IRF approach resulted in one proposed index, LI_IRF. An empirical example of real items is presented to help comprehension of the new location indices. Possible testing applications where the proposed item location indices are useful are discussed.
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**Introduction**

Items are the building blocks of psychological and educational tests, and the characteristics of the items determine the properties of the test. Item response theory (IRT) models specify the characteristics of items by parameters that are estimated from observed responses to items. These parameters act as descriptive statistics for the items. Researchers often use polytomous items for a variety of reasons, but mainly because these formats are more informative and reliable than dichotomously scored items. IRT models for polytomous items include the graded-response model (GRM; Samejima, 1969), partial credit model (PCM; Masters, 1982), generalized partial credit model (GPCM; Muraki, 1992), and nominal response model (Bock, 1972). In IRT models for dichotomous items, a single parameter conveys an item’s difficulty; however, with a few exceptions, most of the previously mentioned polytomous models do not have a location parameter or location index associated with their standard definition. This presents a problem for using polytomous items in test assembly, in which typically a single index is required to determine what items to put on a test. Therefore this report discusses several variants of location indices that can be used with polytomous models. For a number of IRT Rasch models for polytomous items, item locations are well defined, such as the rating scale and successive interval models (see, e.g., Andrich, 1978, 1982; Rost, 1988).

Let \( X_i = 0, 1, \ldots, m \) be the scores for ordinal, polytomous item \( i \) with corresponding probabilities \( P_{i0}(\theta), \ldots, P_{im}(\theta) \) given a latent trait value \( \theta \). The probabilities, \( P_{im}(\theta) \), for different levels of \( \theta \) are considered the item category response functions (ICRFs) where particular IRT models specify a (logistic) regression with a location or intercept parameter for response options as well as a slope for \( \theta \). Because the ICRFs have at least \( m \) parameters gauging difficulty and summarizing or describing the location of the item on the latent trait, defining an index that represents an item’s location along the underlying continuum is not straightforward. As explained in later sections, the slope parameter for \( \theta \), \( a_i \), does not represent the discrimination of a polytomous item as it does in IRT models for dichotomous items. The slope parameter, \( a_i \), combined with other category parameters defines the polytomous item discrimination (Embretson & Reise, 2000). The structure of polytomous IRT models leads to challenges in interpreting these parameters. For a dichotomous item, a single curve, an item characteristic curve or item response function (IRF), depicts the relationship between the latent variable and the probability of an item's correct response.
and the probability of correct response; however, for an item with \((m + 1)\) response options, there exist \((m + 1)\) ICRFs, one for each response category. Therefore it is essential to deal with \((m + 1)\) curves to extract the information about item properties. As an example of the complexity, Figure 1 presents five ICRFs of an item with five response options.

For polytomous items, there is a distinction between an ICRF and an IRF. An ICRF gives the probability for a response option, whereas an IRF gives the expected value of \(X_i\) as a weight sum of the ICRFs; that is,

\[ E(X_i) = P_{i1}(\theta) + 2P_{i2}(\theta) + \cdots + mP_{im}(\theta) = \sum_{x=1}^{m} xP_{ix}(\theta). \] (1)

Chang and Mazzeo (1994) addressed the issue about the correspondence between an IRF and sets of ICRFs for a polytomous item. This correspondence is automatically satisfied for all dichotomous models for which the correct and incorrect response curves for a dichotomous item (i.e., two ICRFs) can be summarized by one curve (i.e., when \(m = 1\) in Equation 1, the IRF becomes equivalent to the correct response curve) that carries all information about item properties, as shown in Equation 2:

\[ P_{i1}(\theta) = E(X_i). \] (2)

According to Chang and Mazzeo, the item structure of a polytomous item is uniquely determined by its IRF for most commonly used models, and therefore the shape of the IRF contains all the information about the item, and no information will be lost by studying only this single curve. However, their study neglected quantifying the location of the IRF. More specifically, if an IRF uniquely determines the item structure, it is important to identify a location parameter for the IRF. The current report is a continuation on such an effort to propose a single index for polytomous items based on polytomous IRT models.

To summarize, the motivation and rationale to search for a central or an overall location parameter is twofold: (a) the complexity of multiple and different parameterizations for a polytomous item even for the same model and (b) the lack of a global item location parameter, which prevents the use of polytomous items in many testing applications, such as the usage of certain item selection methods in adaptive testing where providing such methods in a polytomous case is a challenge. The difference between the dichotomous and polytomous items in terms of parameters is the basis of the current report. New item indices for polytomous items are defined using the properties of an item’s IRF and ICRFs. To provide a basis for the new measures, an overview is given of the different but most commonly used model parameterizations for polytomous items. These polytomous item response models are designed to analyze items with ordered response options.

The remainder of this report is structured as follows. In the next section, we briefly review the IRT models for which global location indices are developed (i.e., the GRM; Samejima, 1969) and the partial credit models (hereinafter
referring to both PCM, Masters, 1982, and GPCM, Muraki, 1992). After reviewing these models, global item location indices are proposed, and their characteristics are studied. An extended example using items from the National Assessment of Educational Progress is presented, followed by a discussion of the prospects for the use of the new indices.

**Polytomous Item Response Models**

The GRM (Samejima, 1969) and the partial credit models (Masters, 1982; Muraki, 1992) share a main characteristic: They have the same discrimination for each of the response options for an item. As noted in the following, the models differ in other aspects.

**Graded Response Model**

Samejima (1969) proposed a model for items that are characterized as ordinal response categories (e.g., Likert-scale items). The GRM expresses the cumulative probability of getting at least a score \(x\):

\[
P^e_i (X \geq x) = P^e_{ix} = \frac{\exp \left( a_i (\theta - b_{ix}) \right)}{1 + \exp \left( a_i (\theta - b_{ix}) \right)},
\]

where \(x = 1, 2, \ldots, m\), \(a_i\) is the item slope parameter, and \(b_{ix}\) is a threshold parameter representing the point along the \(\theta\) scale at which examinees have 0.50 probability of responding in or above category \(x\), and therefore the probability of responding in a specific category score is \(P^i_x = P^e_{ix} - P^e_{i,x+1}\). Because the probability of a response for a specific category is the difference between the cumulative probabilities of two adjacent scores, Samejima’s GRM is considered a difference model in Thissen and Steinberg’s (1986) classification of IRT models. Note that it is assumed in the GRM that \(P^e_{i0} = 1\) and \(P^e_{i,m+1} = 0\) and that the \(b_{iv}\) are ordered such as \(b_{i1} < b_{i2} < \ldots < b_{im}\).

**Partial Credit Models**

Two versions of PCMs are considered here: Masters’s (1982) PCM and Muraki’s (1992) GPCM. Masters’s PCM is based on a different conceptualization than the GRM and hence has a different parameterization. The PCM is suited to model sums of binary responses that are not supposed to be stochastically independent (Verhelst & Verstralen, 2008), and it is considered an extension of the dichotomous Rasch model to the polytomous case. The PCM belongs to the adjacent-category models in Mellenbergh’s (1995) classification of IRT models and to the divide-by-total models in Thissen and Steinberg’s (1986) classification. As a model in the Rasch family, the PCM considers items to be equally discriminating (i.e., they all have the same slope, \(a_i = a\)). Allowing items to be differentially discriminating yields the GPCM (Muraki, 1992, 1993).

The GPCM for an examinee with ability \(\theta\) states that the probability of getting a score \(x\) of item \(i\) denoted by \(P(\theta)\) is

\[
P^e_{ix} (\theta) = \frac{\exp \sum_{v=1}^{x} D a_i (\theta - b_{iv})}{1 + \sum_{c=1}^{m} \exp \sum_{v=1}^{c} D a_i (\theta - b_{iv})},
\]

where \(D\) is a scaling constant that puts the trait scale in the same metric as the normal ogive model (\(D = 1.7\)) or stays on the metric of the logistic model (\(D = 1\)) that will be used after this position, \(a_i\) is a slope parameter for item \(i\), and \(b_{iv}\) are \(m\) threshold parameters. Special cases of the GPCM include Birnbaum’s (1968) two-parameter logistic model when \(m = 1\), the PCM when \(a_i = a\), and the Rasch model for dichotomous items when \(m = 1\) and \(a_i = a\). It should be noted that in the PCMs, the thresholds need not to be ordered. Note that in the parameterization of the GPCM implemented in PARSCALE (Muraki & Bock, 2003), there is a location \(b_i\) and threshold distances \(d_{iv} = b_i - b_{iv}\) that add up to 0. For example, for a three-category item, there is one location parameter and two threshold distances, where \(d_{i1} = -d_{i2}\).
Proposed Global Item Location Indices

Two general approaches are used to develop item location indices for polytomous items. The first approach is to study the category response functions, and it will consider only the PCMs but not the GRM. The second one focuses on the IRF for all models. Basically, the proposed indices are based on the ICRFs and IRF of a polytomous item using the preceding models (Ali, 2011).

Indices Based on the Item Category Response Function

Using a partial credit model (i.e., PCM or GPCM), we developed indices for a polytomous item with three categories and subsequently generalized the indices to items with more response options. Consider a three-category item that follows the partial credit models (i.e., PCM and GPCM). The parameters for item \( i \) are \( a_i, b_{i1} \), and \( b_{i2} \). There are three ICRFs for the three possible scores 0, 1, or 2 on the item; that is, \( P_{i0}(\theta) \), \( P_{i1}(\theta) \), and \( P_{i2}(\theta) \). Examples of three such ICRFs for a three-response option item based on a partial credit model are shown in Figure 2. Note that the ICRFs intersect with each other at some points; the zero- and perfect-score ICRFs intersect in a point corresponding to the peak of the partial credit ICRF. Thus the middle score ICRF plays a key role in the development of an item’s location index. It can be shown mathematically that this will always occur. Using the probability of attaining the partial credit (middle) score, \( P_{i1}(\theta) \), we locate the peak of this ICRF. From Equation 4,

\[
P_{i1}(\theta) = \frac{\exp[a_i(\theta - b_{i1})]}{1 + \exp[a_i(\theta - b_{i1})] + \exp[a_i(2\theta - b_{i1} - b_{i2})]},
\]

and the first derivative of Equation 5 with respect to \( \theta \) is

\[
\frac{\partial P_{i1}(\theta)}{\partial \theta} = a_iP_{i1}(\theta) - a_iP_{i1}(\theta) \sum_{c=1}^{2} cP_{ic}(\theta)
\]

\[
= a_iP_{i1}(\theta) \left[ 1 - \sum_{c=1}^{2} cP_{ic}(\theta) \right].
\]

Setting Equation 6 equal to zero, we find that the maximum of Equation 6 occurs when any of the following three conditions hold: \( a_i = 0, P_{i1}(\theta) = 0, \) or \( \sum_{c=1}^{2} cP_{ic}(\theta) = 1 \) (or \( E(X_c) = 1 \)). The first condition, \( a_i = 0 \), indicates that the item has no discrimination power, and hence it would not be in an operational item pool. The second condition, \( P_{i1}(\theta) = 0 \), is not achievable. All response options have nonzero probability. The third condition, \( \sum_{c=1}^{2} cP_{ic}(\theta) = 1 \) or \( E(X_c) = 1 \), can be...
attained as seen by noting that

\[ \sum_{c=1}^{2} cP_{ic}(\theta) = 1 \]

\[ P_{i1}(\theta) + 2P_{i2}(\theta) = 1 \]

\[ \exp [a_i(\theta - b_{i1})] + 2\exp [a_i(2\theta - b_{i1} - b_{i2})] = 1 + \exp [a_i(\theta - b_{i1})] + \exp [a_i(2\theta - b_{i1} - b_{i2})] \]

\[ a_i(2\theta - b_{i1} - b_{i2}) = 0 \]

\[ \theta = \frac{1}{2}(b_{i1} + b_{i2}). \]  \hspace{1cm} (7)

With regard to the point on the ability continuum corresponding to the intersection between these two ICRFs of scores 0 and 2, it satisfies the following condition:

\[ P_{i0}(\theta) = P_{i2}(\theta) \]

\[ \frac{1}{1 + \exp [a_i(\theta - b_{i1})] + \exp [a_i(2\theta - b_{i1} - b_{i2})]} = \exp [a_i(2\theta - b_{i1} - b_{i2})] \]

\[ 1 + \exp [a_i(\theta - b_{i1})] + \exp [a_i(2\theta - b_{i1} - b_{i2})] = 1 \]

\[ \exp [a_i(2\theta - b_{i1} - b_{i2})] = 1. \] \hspace{1cm} (8)

The equivalence in Equation 8 implies that

\[ \exp [a_i(2\theta - b_{i1} - b_{i2})] = 1, \] \hspace{1cm} (9)

which is the same conclusion as given in Equation 7; that is, \( \theta = \frac{1}{2}(b_{i1} + b_{i2}) \).

Because we verified that the two ICRFs for the lowest and highest scores on the item intersect, we note that this corresponds to the same point on the ability scale as the maximum of the ICRF of the partial credit score (see Figure 2 for an example of a three-category item).

For the more general case of a polytomous item with \( m + 1 \) categories, where every two ICRFs of scores \( x \) and \( m - x \) intersect in a point (i.e., \( P_{i0}(\theta) = P_{im}(\theta) \)), we have the following conditions: \( P_{i1}(\theta) = P_{i,m-1}(\theta) \), \( \ldots \), \( P_{ix}(\theta) = P_{i,m-x}(\theta) \), \( \ldots \), \( P_{i,m+1}(\theta) = P_{i,m+1}(\theta) \). See Figure 1 for an example of a five-category item. Following the same logic used to obtain the result for the three-category item, we start with two curves at their point of intersection; that is,

\[ P_{ix}(\theta) = P_{i,m-x}(\theta). \]

Substituting the model for each of the functions and simplifying yields

\[ x\theta - \sum_{c=1}^{x} b_{ic} = (m-x)\theta - \sum_{c=x+1}^{m-x} b_{ic}, \]

\[ [(m-x)-x]\theta = \sum_{c=1}^{m-x} b_{ic} - \sum_{c=x+1}^{m-x} b_{ic}, \]

\[ (m-2x)\theta = \sum_{c=x+1}^{m-x} b_{ic}. \] \hspace{1cm} (10)

This last relation suggests that a reasonable location index is based on

\[ \theta = \frac{1}{m-2x} \sum_{c=x+1}^{m-x} b_{ic}, \]

\[ x = 0, 1, \ldots, \frac{m+1}{2}. \] \hspace{1cm} (11)

In other words, at the two middle ICRFs, \( \theta = b_{i,(m+1)/2} \). When \( m \) is an even integer, as represented by the five-category item example in Figure 1, such that there is one middle ICRF representing the score of \( m/2 \), we need a point that corresponds to the maximum of this ICRF.

To conclude, Table 1 summarizes the relationship of category characteristic curves of a polytomous item with ordered response options scored 0 to \( m \) and the formula of the corresponding intersection points on the ability scale with reference
Table 1: Studied Item Category Response Functions and Corresponding Intersection Points

<table>
<thead>
<tr>
<th>ICRFs</th>
<th>Intersection point</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_0, C_1 )</td>
<td>( b_1 )</td>
<td>Model definition</td>
</tr>
<tr>
<td>( C_1, C_2 )</td>
<td>( b_2 )</td>
<td>Model definition</td>
</tr>
<tr>
<td>( C_{x-1}, C_x )</td>
<td>( b_x )</td>
<td>Model definition</td>
</tr>
<tr>
<td>( C_0, C_2 )</td>
<td>( 0.5(b_1 + b_2) )</td>
<td>The same as the peak of ( C_1 ) for a three-category item</td>
</tr>
<tr>
<td>( C_0, C_1 )</td>
<td>((m - 2x)^{-1} \sum_{c=1}^{m-x} b_{ic} )</td>
<td>General form of intersecting point of ( x ) and ( m - x ) score curves</td>
</tr>
<tr>
<td>( C_1, C_2 )</td>
<td>((m - x - y)^{-1} \sum_{c=m+1}^{m+y} b_{ic} )</td>
<td>More general form of intersecting point of any two curves</td>
</tr>
<tr>
<td>( C_0, C_m )</td>
<td>( m^{-1} \sum_{c=1}^{m} b_{ic} )</td>
<td>General form for the intersecting point of 0 and ( m ) score curves</td>
</tr>
</tbody>
</table>

Note. \( C_v \) = item characteristic curve for score \( v \).

to the definition of such scale values. This overall summary of the relations among ICRFs suggests the following proposed location indices. On the basis of the preceding mathematical derivation, we propose alternative forms of a location index (LI) for a polytomous item.

**Proposal 1**

The first form of an LI is the average item category difficulties, which takes all ICRFs into account (LI\(_{\text{mean}}\)) by substituting \( x = 0 \) into Equation 11:

\[
LI_{\text{mean}} = \frac{1}{m} \sum_{c=1}^{m} b_{ic}.
\]  

(12)

Note that this proposed index is very similar to item location of Andrich’s rating scale model and it is also the location parameter \( b \) generated by PARSACLE (Muraki & Bock, 2003).

**Proposal 2**

The second form of LI is the median of item category difficulties (LI\(_{\text{median}}\)), which is a possible choice in statistics, as follows:

\[
LI_{\text{median}} = \text{Median}\left( b_{ix} \right) = \begin{cases} 
  b_{ix}^{(k)}, & \text{if } m \text{ is even}, \\
  0.5 \left( b_{ix}^{(k)} + b_{ix}^{(k+1)} \right), & \text{if } m \text{ is odd},
\end{cases}
\]  

(13)

where \( b_{ix}^{(k)} \) is the threshold parameter that has the \( k \)th rank among the thresholds of the \( i \)th item and has score \( x \), \( b_{ix}^{(k+1)} \) is the threshold parameter that has the \( (k + 1) \)th, and \( b_{ix}^{(k)} \leq b_{ix}^{(k+1)} \).

**Proposal 3**

The third form of an LI is the truncated (trimmed or Windsor) mean; that is, the average of item category difficulties that takes all ICRFs into account, except the zero- and perfect-score curves if there are no reversals (LI\(_{\text{trimmed mean}}\)), by substituting \( x = 1 \) into Equation 11:

\[
LI_{\text{trimmed mean}} = \frac{1}{m - 2} \sum_{c=2}^{m-1} b_{ic}.
\]  

(14)

In the case of reversal, the threshold parameters should be rank ordered in a similar way as in the previous index.

**Index Based on the Item Response Function**

The ease of calculating a polytomous IRF follows from the fact that an IRF can be thought of as describing the rate of change of expected value of an item response as a function of the change in \( \theta \) relative to an item’s location \( b_i \) (Nering &
Ostini, 2006). More succinctly, this can be thought of as a regression of the item score onto the trait ability (Chang & Mazzeo, 1994; Lord, 1980).

The previous three proposals of LI are based on the ICRFs; hence they are considered as local indices by the nature of information gained from curves of specific score categories. Conversely, this is not the case in polytomous models. Chang and Mazzeo (1994) showed that the IRF for a polytomously scored item is defined as a weighted sum of the ICRFs (the probability of getting a particular score for a randomly sampled examinee of ability); that is, it is defined by the expected value or mean of the scores.

The IRF, as defined in Equation 1, ranges from 0 to \(m\) (i.e., the maximum possible score category of an item). They established the correspondence between an IRF and a unique set of ICRFs for two of the most commonly used polytomous IRT models (GRM and the partial credit models). Specifically, Chang and Mazzeo provided a proof for these models, as follows:

If two items have the same IRF, then they must have the same number of categories; moreover, they must consist of the same ICRFs.

The condition on which the proof depends is that the discrimination parameter for each item does not depend on the category (i.e., for a given item, the \(a\) parameter is the same for each category or response option). The GRM, PCM, and GPCM all satisfy this condition, but the nominal response model does not satisfy it.

Along the same lines, Akkermans and Muraki (1997) introduced an IRF defined as a normalized expected score (i.e., the weighted sum of ICRFs divided by the number of item categories) that ranges from 0 to 1. Akkermans and Muraki’s IRF differs in terms of the range from that introduced by Chang and Mazzeo (1994). Akkermans and Muraki (1997) introduced the gradient (i.e., first derivative) of IRF as an item discrimination function, \(G(\theta)\),

\[
G_i(\theta) = \frac{\partial \overline{T}_i(\theta)}{\partial \theta} = a_i^2 \left[ \sum_{x=1}^{m} x^2 P_{ix}(\theta) - \left( \sum_{x=1}^{m} x P_{ix}(\theta) \right)^2 \right] = \frac{I_i(\theta)}{a_i}, \quad (15)
\]

where \(\overline{T}_i(\theta)\) is the IRF, where \(T_i(\theta)\) is called the scoring function (Andrich, 1978), and \(I_i(\theta)\) is the item information (for the specific formulas for different models, see Dodd, de Ayala, & Koch, 1995; Muraki, 1993; Nering & Ostini, 2010).

The polytomous IRF has various merits. First, the IRF carries the full information of the item and encompasses the partial amount of information included in ICRFs. Second, it is valid to apply the expected score to the most commonly used ordinal response models (i.e., GRM, PCM, and GPCM). Third, the IRF is well connected to Fisher information (see Equation 15). For the preceding properties of the IRF or expected score of a polytomous item, it is worthwhile to use it to propose a central location parameter.

**Proposal 4**

The fourth form of LI is derived from the polytomous IRF. Binary IRT models such as one-, two-, or three-parameter logistic models have an important feature in that the conditional mean of the item score (i.e., expectation) is the same as the probability of answering the item correctly. Note that the dichotomous IRF uses the value of 0.05 (if there is no guessing) as a threshold to determine the item location where the highest score is 1. Using the same analogy, the index of a polytomous IRF corresponds to an expected score of 0.5\(m\), where \(m\) is the highest possible score for an \((m + 1)\)-response category item. Because this value has a global nature in that it considers the IRF, we call it LI\(_{IRF}^\text{L}^\text{L}:

\[
LI_{IRF} = \theta : E[X_i] = \frac{m}{2}. \quad (16)
\]

For example, the \(\theta\) point that corresponds to the 0.5\(m\) under the partial credit models can be obtained through the following equation, in which the closed-form solution is complicated to produce

\[
\sum_{x=1}^{m} \left[ (2x - m) \exp \left( a_i \left( x\theta - \sum_{c=1}^{x} b_{ic} \right) \right) \right] = m. \quad (17)
\]
An iterative algorithm is used to obtain the LIIRF for each polytomous item. Here are the details of the Newton–Raphson method to obtain the approximate value of LIIRF for both the partial credit models and the GRM.

The Newton–Raphson method is a numerical method to solve nonlinear equations of the form of $f(x) = 0$. The approximate solution to the equation is

$$x_{t+1} = x_t - \frac{f(x_t)}{f'(x_t)},$$  (18)

where $x_{t+1}$ is the updated approximation based on the previous estimate, $x_t$, and $f'(x_t)$ is the first derivative of $f(x_t)$ with respect to $x$.

In the following section, we introduce the approximation of LIIRF using the three different polytomous IRT models: the partial credit models (Masters, 1982; Muraki, 1992) and the GRM (Samejima, 1969).

**LIIRF of the Partial Credit Models’ Items**

In the current case, consider a polytomous item with $m+1$ response categories ranging from 0 to $m$. The formula for obtaining a category $x$ on item $i$ using a general form to the partial credit models is given by Equation 4. The expected score given a specific ability value $\theta$ is given by Equation 1. Assuming that $m/2$ is our critical point to get the corresponding $\theta$ value that satisfies such a criterion, we have the following:

$$\sum_{x=1}^{m} xP_{ix}(\theta) = \frac{m}{2}.$$  (19)

Therefore the function that needs to be solved is

$$f(\theta) = \sum_{x=1}^{m} xP_{ix}(\theta) - \frac{m}{2} = 0.$$  (20)

Given that

$$\frac{\partial P_{ix}(\theta)}{\partial \theta} = a_i P_{ix}(\theta) \left[ x - \sum_{c=1}^{m} cP_{ic}(\theta) \right],$$  (21)

the first derivative of $f(\theta)$ with respect to $\theta$, $f'(\theta)$, is given by

$$f'(\theta) = \sum_{x=1}^{m} x a_i P_{ix}(\theta) \left[ x - \sum_{c=1}^{m} cP_{ic}(\theta) \right].$$  (22)

The approximate value of LIIRF using the partial credit models is

$$\theta_{t+1} = \theta_t - \frac{f(\theta_t)}{f'(\theta_t)} = \theta_t - \frac{\sum_{x=1}^{m} xP_{ix}(\theta_t) - \frac{m}{2}}{\sum_{x=1}^{m} x a_i P_{ix}(\theta_t) \left[ x - \sum_{c=1}^{m} cP_{ic}(\theta_t) \right]}.$$  (23)

**LIIRF of the Graded Response Model’s Items**

The formula for obtaining a category $x$ on item $i$ using a general form to the graded response model is given by

$$P_{ix}(\theta) = P^*_ix(\theta) - P^*_i{ix+1}(\theta),$$  (24)

where $P^*_ix(\theta)$ is given by the formula of a two-parameter logistic model, as follows:

$$P^*_ix(\theta) = \frac{1}{1 + \exp \left[ -a_i (\theta - b_i) \right]}.$$  (25)
Therefore the function that needs to be solved is

\[ f(\theta) = \sum_{x=1}^{m} x \left( P_{ix}^*(\theta) - P_{i,x+1}^*(\theta) \right) - \frac{m}{2} = 0. \]  

Given that

\[ \sum_{x=1}^{m} x \left( P_{ix}^*(\theta) - P_{i,x+1}^*(\theta) \right) = \sum_{x=1}^{m} P_{ix}^*(\theta) \]  

and

\[ \frac{\partial P_{ix}^*(\theta)}{\partial \theta} = a_i P_{ix}^*(\theta) \left[ 1 - P_{ix}^*(\theta) \right], \]  

the first derivative of \( f(\theta) \) with respect to \( \theta \), \( f'(\theta) \), is given by

\[ f'(\theta) = \sum_{x=1}^{m} a_i \left[ P_{ix}^*(\theta) \left( 1 - P_{ix}^*(\theta) \right) \right]. \]  

The approximate value of LI_{IRF} using the GRM is

\[ \theta_{t+1} = \theta_t - \frac{f(\theta_t)}{f'(\theta_t)} = \theta_t - \left[ \frac{\sum_{i=1}^{m} P_{ix}^*(\theta_t)}{\sum_{x=1}^{m} a_i \left[ P_{ix}^*(\theta_t) \left( 1 - P_{ix}^*(\theta_t) \right) \right]} - \frac{m}{2} \right]. \]  

For a given polytomous item with three response categories, there is a correspondence between the LI_{IRF} and the ICRFs-based LIs (see Equation 7 and Figures 2 and 3). For items with more than three response categories, the values of these indices are different (see Figures 1 and 4).

**An Extended Example**

The following empirical example is an illustration of computing the LIs for a polytomous item. Table 2 provides GPCM parameters for five four-category items and three six-category items from the National Assessment of Educational Progress. The corresponding LI for each item is calculated using the formulas presented in the previous sections.
As an example, the parameters for Item 1 are \( a_1 = 0.60, \ b_{11} = -0.49, \ b_{12} = 0.81, \) and \( b_{13} = 1.77. \) Therefore \( L_{\text{mean}} = \sum (b_{1x}/3) = (-0.49 + 0.81 + 1.77)/3 = 0.70, \) and \( L_{\text{trimmed mean}} = L_{\text{median}} = b_{12} = 0.81. \) Regarding the \( L_{\text{IRF}} \) for Item 1, it is computed using Equation 23. Suppose we choose \( \theta_0 = 0 \) as an estimate for the \( L_{\text{IRF}} \) so we can update this estimate using Equation 23, where \( m = 3. \) Hence after two iterations, \( L_{\text{IRF}} = 0.72. \)

Because the four proposed LIs are identical for the case of three-category items, such items are not reported in Table 2. From the table, it is obvious the \( L_{\text{trimmed mean}} \) and \( L_{\text{median}} \) are equal for the four-category items (e.g., Items 1–5). For items with more than five response options, these two LIs are different (e.g., Items 6–8).

From the nature of the different proposals for the LI, we can infer some results. One result is that the \( L_{\text{mean}} \) does not reflect the order of the thresholds, or \( b_{1x}; \) its value stays the same even though these parameters differ in their rank order (i.e., reversals). Alternating the values attached to these categories will not affect any of the ICRF-based indices. This characteristic holds for both the \( L_{\text{trimmed mean}} \) and \( L_{\text{median}}. \) With regard to the \( L_{\text{IRF}}, \) it has a sound foundation gained from the IRF, and therefore it is more appropriate to represent the difficulty of a polytomous item as a whole.

**Discussion**

Global indices that reflect the location of a polytomous item with ordered-response options were proposed. The methodology depending on a polytomous item’s multiple response curves (i.e., ICRFs) or a single expected curve (i.e., IRF) is also valid for dichotomous items. In other words, the difficulty parameter for a dichotomous item can be obtained using either approach (i.e., studying the two response curves or the correct response curve). To illustrate using a two-parameter
logistic model (Lord & Novick, 1968) to model responses of a dichotomous item, we can have the intersection point of the two characteristic curves of such an item (i.e., the curves that correspond to correct and incorrect answers) at the difficulty parameter, $b_i$. Figure 5 shows an example of the curves of correct and incorrect responses of a dichotomous item intersecting in a point corresponding to $\theta = 1.0$ (the item difficulty parameter). This figure is based on the two curves representing the ICRFs, the first approach used in the polytomous case. The three forms of an LI (i.e., LI\textsubscript{mean}, LI\textsubscript{trimmed mean}, and LI\textsubscript{mean}) are simplified to produce one form for dichotomous items because they have only two response options (correct–incorrect or perfect–zero scores).

While based on the point of view of expected item score or IRF, the point on the ability scale corresponding to an expected score of .05 for dichotomous scoring represents an index of item difficulty. Figure 6 shows the correct-response curve of the same item that has a difficulty parameter of $b_i = 1.0$. This curve also represents the expected score conditional on ability level (i.e., the IRF), and it is obvious that the ability level corresponding to an expectation value of .50 is $\theta = 1.0$. This provides the basis for the second approach.

Figure 5 Item category response functions for a two-category item.

Figure 6 Expected score for a two-category item.
LIs of polytomous items have several potential uses. One potential use is in test assembly. An index representing an item’s location along the latent variable replaces the multiple category parameters. By such an index, the characteristics of a polytomous item can also be represented by two main item parameters (i.e., \( a \) and the LI), in addition to the category-related parameters. Also, the number of categories is important; the area under the item information function summarizes the amount of information an item can give. For any GPCM item, for instance, this area is \( ma \) (Huynh, 1994, 1996). Hence, when tests are created using polytomous items, these two parameters per item would be useful for selecting items to satisfy target test specifications. Many testing programs use mixed-format tests in which both selected-response items and constructed-response items are included. One main target in test specifications of a test is the mean difficulty. In many cases, test developers only consider the section of selected-response items and ignore the other section of constructed-response items for different reasons such as they are few relative to the test length. In such cases, the LI of these ignored items can help test developers achieve the target test difficulty. Test assembly and construction of parallel forms can be easily done using the results of the current report in conjunction with Chang and Mazzeo’s (1994) results. We have been able to quantify the IRF of a polytomous item into a single value that Chang and Mazzeo proved that, for any two items following any of the studied models, can be treated as equivalent, provided that their IRFs coincide.

A second potential area for using the LI is computerized adaptive testing (CAT). Based on the literature of testing with polytomous items, in particular adaptive testing, some item selection methods are natural extensions of those used with dichotomous items, including information indices. The information-based item selection approach may consider the item as a whole or at the score category level. Dodd et al. (1995) commented that only the information-based item selection algorithms have been investigated for the GRM and PCM because there is no single index or summary of the multiple location (or scale value) parameters in these models. In the context of adaptive testing, the item selection approach based on matching the difficulty can be presented such that an individual’s estimated ability level is matched to a polytomous item’s LI. In particular, four proposed item selection methods in polytomous adaptive testing are built based on the alternative forms of the polytomous-item LI. The choice of the next item to be administered is based on each form of the proposed index that matches the current ability estimate. For example, considering the LI_IRF computed for an item under a polytomous response model, the next item for administration is chosen based on matching LI_IRF to the current estimate of an examinee’s ability.

Lima Passos, Berger, and Tan (2008) presented some findings regarding the item’s \((b_{i1} + b_{i2})/2\). This index, based on results reported in this report, corresponds to the mean of item category thresholds, \(LI_{mean}\), where all LIs, such as LI_IRF in the case of three-category items, are equal, as shown in Equation 7. Lima Passos et al. found that the smaller the difference given by \([((b_{i1} + b_{i2})/2) - \theta]\), the better (i.e., the more accurate) the tailoring between a selected item \(i\) and the underlying trait \(\theta\) is. This is the core idea of the matching LI procedure in polytomous adaptive testing and one of the main applications of polytomous item LIs. Other applications are possible, such as extending the idea of a single location index to item sets or testlets by proposing an overall testlet LI. How well these indices work for CAT and for test assembly remains a question for further study.
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