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Graduate school recommendations are an important part of admissions in higher education, and natural language processing may be able to provide objective and consistent analyses of recommendation texts to complement readings by faculty and admissions staff. However, these sorts of high-stakes, personal recommendations are different from the product and service reviews studied in much of the research on sentiment analysis. In this report, we develop an approach for analyzing recommendations and evaluate the approach on four tasks: (a) identifying which sentences are actually about the student, (b) measuring specificity, (c) measuring sentiment, and (d) predicting recommender ratings. We find substantial agreement with human annotations and analyze the effects of different types of features.
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Recommendations of people are very different from recommendations of commercial products and services, the focus of most natural language processing (NLP) research on recommendations (Blitzer, Dredze, & Pereira, 2007; Pang & Lee, 2004; Titov & McDonald, 2008). In low-stakes, impersonal recommendations of commercial products, many reviewers do not hesitate to use highly expressive language, even for negative reviews (e.g., this movie was horrifyingly terrible).

Here, we explore a recommendation scenario of a different sort, one in which the subject of the recommendation is often personally well known to the recommender (and vice versa) and where the stakes can be quite high. Specifically, we studied recommendations for graduate or professional schools. Unlike typical product reviewing scenarios, recommenders of prospective graduate students are typically more reluctant to use negative language about an applicant. Instead, they often either decline to provide a recommendation (which are never observed) or use lukewarm, vague, and generic language that avoids commitment (e.g., however, she could show a little more initiative).

We identified four challenges of analyzing graduate school recommendations:

- Much of the text in recommendations may express information other than evaluations of the applicant (e.g., information about the recommender, discussion of the evaluation process).
- The text about the applicant may be generic, lacking specific details or examples about the applicant to indicate that he or she is well known to the recommender.
- The text about the applicant may be either positive, negative, or neutral (e.g., negative text is likely to be associated with less qualified applicants).
- If numeric ratings accompany recommendation texts, as they do in our data, then the ratings for any individual recommendation form may not be consistent with its text (e.g., different recommenders may interpret rating scales differently). We may be able to provide more reliable scores by using models of the association between text and ratings learned from large samples of data.

In this work, we used NLP and machine learning techniques to automate these tasks, which are described in more detail in the Tasks section of this report. In doing so, we sought to answer the following research questions:

- How well do NLP models’ predictions agree with human judgments, and how does this compare to human–human agreement?
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- For which tasks does the approach we have developed outperform a bag-of-\textit{n}-grams baseline?
- What words and phrases are associated with the scales for each task? For example, what words are associated with high recommender ratings?

By studying these questions, we make the following contributions to the literature: (a) a quantitative analysis of graduate school recommendations; (b) a demonstration of the potential for NLP to help analyze even high-stakes recommendation situations, assuming proper use (e.g., checks by humans); and (c) analyses of what types of linguistic features are predictive of text being about the student, specificity, and recommender ratings in graduate school recommendations. In addition, we open the door for future studies that directly predict indicators of graduate school success (e.g., acceptance and enrollment, grade point average) from recommendation texts, which could help admissions staff more accurately predict who will succeed in graduate school.

**Data**

In this section, we describe the data set of graduate school recommendations we used in our experiments as well as annotations we made on a subset of the data.

The original sample of recommendation forms consisted of 19,046 recommendation forms for 7,035 different graduate or professional school applicants. The forms were structured; recommenders were asked to evaluate applicants on six dimensions: (a) knowledge and creativity, (b) communication, (c) teamwork, (d) resilience, (e) planning and organization, and (f) ethics and integrity. For each dimension, the recommender was asked to rate the applicant with text statements related to the dimension (e.g., works well in group settings for teamwork) on four 5-point rating scales. The possible ratings were below average, average, above average, outstanding (top 5%), and truly exceptional (top 1%). A sixth choice, insufficient opportunity to evaluate, allowed recommenders to skip a prompt.\(^1\)

It is worth noting that these recommendation texts, because they were collected as part of a structured form, may differ from traditional recommendation letters. For example, they may be more concise and topically focused on the targeted dimensions (e.g., knowledge and creativity) than a typical letter of recommendation would be. However, we believe that these data are generally representative of graduate school recommendations.

We selected a subset of the available nonblank text boxes for annotation by two annotators who worked independently after some training and practice. Part of this subset was doubly annotated to check interannotator agreement. For the set of doubly annotated texts, we selected one annotator’s annotations and ignored the other’s for training and evaluating the system. See the Data section of this report for counts of sentences and text boxes.\(^2\)

We developed a taxonomy to annotate recommendation texts. First, annotators marked parts of the text that expressed evaluations of the applicant (these annotations correspond to the evaluation category for the content type task described in the Tasks section of this report). They also categorized the remaining text (e.g., for whether it was background information, comments about the form), but we collapsed these into a single other category because they were relatively infrequent and outside the scope of this research.

Second, for text marked as an evaluation of the applicant, the annotators marked which parts were generic content, specific content without examples, and specific content with examples. They also made annotations for sentiment polarity (very negative, negative, neutral, positive, and very positive).

Annotators were allowed to annotate texts by highlighting spans, and so the original annotations were created at the character level. For this work, however, we aggregated annotations to be at the sentence level, as discussed in the Tasks section of this report.

We initially split the data (by form) into two subsets: one for building the system (approximately two-thirds of the entire data set) and one for a held-out test set (the remainder). We then further split, by applicant, the first subset into a training set (approximately two-thirds) and a development set for evaluations during development (the remainder). Later, before running the experiments described here, we removed from the test set all the forms for applicants who appeared in the training or development sets, and we moved these forms into the training and development sets to avoid overlapping sets of applicants. The training set had 3,516 sentences from 1,020 nonblank text boxes, the development set had 1,883 sentences from 570 nonblank text boxes, and the test set had 1,385 sentences from 461 nonblank text boxes.
Finally, we created an unannotated set for the ratings task described in the Tasks section of this report from forms for applicants who did not appear in the other annotated sets. The unannotated set had 122,627 sentences from 39,882 nonblank text boxes.

Tasks

In this section, we describe the three prediction tasks we explored and how we adapted the data described in the Data section of this report for these tasks. An example, very loosely adapted from our data, is shown in Figure 1.

Content Type

The first task was to classify a sentence as to whether it expresses an evaluation of the student or only other information (e.g., background information about the recommendation writer). For this task, each text box was automatically split into sentences. Each sentence was then assigned the label evaluation if the annotator marked any part of it as an evaluation of the applicant or other if not. The distribution of labels is skewed approximately 90% of the training set examples are labeled evaluation.

To measure performance on this task, we used (unweighted) kappa (Cohen, 1968), which corrects for chance agreement. We also reported $F_1$ scores for the evaluation class.

On the sample of texts that was doubly annotated, human–human agreement was $\kappa = .674$ and $F_1 = .966$.

Specificity

The second task was to identify the amount of specific information about the student in a sentence. This task depends on the content type task, and so we only included sentences whose gold standard label for the content type task was evaluation. Each sentence was given one of the following labels based on the annotations described in the Data section of this report:

- 0: a part of the sentence was annotated as a generic evaluation, but no specific or example annotations were present.
- 1: a part of the sentence was annotated as a specific evaluation, but no example annotations were present.
- 2: a part of the sentence was annotated as an example.

We posited an ordinal scale for these labels, where sentences labeled 0 provide the least specific information about an applicant and those labeled 2 provide the most specific information. The distribution of labels is skewed: Approximately 70% of the training set examples are labeled 0, 21% are labeled 1, and 9% are labeled 2.

To measure performance on this task, we used quadratic-weighted kappa (hereinafter, $\kappa_{quad}$) and unweighted kappa (Cohen, 1968). Quadratic-weighted kappa is more suitable for ordinal data, whereas unweighted kappa is more suitable for
categorical data. Both are commonly used in educational measurement and psychology. We used the quadratic-weighted kappa as the primary evaluation metric (e.g., for tuning and significance testing).

On the sample of texts that was doubly annotated, human–human agreement was $\kappa_{\text{quad}} = .628$ and $\kappa = .457$.

Note that whereas we have learned a model of the specificity of single sentences, one could aggregate sentence-level predictions from this model to estimate the specificity of a complete recommendation (e.g., by summing, averaging).

**Sentiment**

The third task was to identify whether a sentence evaluating the student expresses positive, negative, or neutral sentiment. As for the specificity task, we only included sentences whose gold standard label for the content type task was evaluation. Each sentence was given one of the following ordinal labels based on the annotations described in the Data section of this report: 0 if any negative or very negative annotations were present (i.e., marked part or all of the sentence); 2 if any positive or very positive annotations (but no negative or very negative annotations) were present; and otherwise 1 (for sentences only marked neutral). We collapsed the original scale because doing so led to higher interannotator agreement, probably owing to the distinction between the positive and very positive (or negative and very negative) categories not being clear.

The distribution of labels is very skewed: Approximately 1% of the training set examples are labeled 0 (i.e., negative), 1% are labeled 1 (i.e., neutral), and 98% are labeled 2 (i.e., positive).

We evaluated performance with the Pearson’s correlation coefficient between the system outputs and the gold standard values (both unrounded). We also report Kendall’s tau.

On the sample of texts that was doubly annotated, human–human agreement on the 3-point scale was $r = .627$ and $\tau = .453$.

**Ratings**

The fourth task was to predict the ratings provided by recommenders from the text that they entered. Thus the input for this task was the entire text in a text box (i.e., multiple sentences) rather than a single sentence, unlike for the content type and specificity tasks.

For simplicity, we converted the ratings from the original ordinal categories (above average, average, etc.) into 1–5 values. We then assigned the mean of the four ratings to be the label of each text. Recall from the Data section of this report that four 5-point rating prompts accompanied the dimension-specific text box. For cases where recommenders did not provide ratings for all prompts, the mean of the ratings they provided (i.e., the mean of up to three rating values instead of four) was used instead. Text boxes with no accompanying ratings were not used for this task (94 for the unannotated set, 0 for the development set, and 1 for the test set).

For this task, because we did not need annotations, we trained models on the unannotated set (see the Data section of this report). The mean ratings (i.e., the labels) tended to be quite high, with a mean of 4.34 ($SD = .65$) in the unannotated set.

As for the sentiment task, we used Pearson’s correlation coefficient between the system outputs and the gold standard values (both unrounded). We also reported Kendall’s tau.

Note that it was not straightforward to estimate human–human agreement for this task because the ratings are very subjective (e.g., two recommenders may have very different relationships to the applicant) and because we did not have multiple recommendations for all applicants.

**Methods**

In this section, we described our approach to the preceding tasks, including the models and features we used.

**Statistical Models**

We used $\ell_2$-regularized generalized linear models for all three tasks. For the binary content type task, we used $\ell_2$-regularized logistic regression. We assigned class weights inversely proportional to class frequencies to avoid a model that overpredicts the more frequent evaluation category.
For the ordinal specificity, sentiment, and ratings tasks, we used ridge regression (i.e., \(\ell^2\)-regularized least squares regression).\(^7\)

For ridge regression, after training an initial model, we applied the following linear transformation to the predictions so that they better matched the gold standard distribution. Vector \(\mathbf{y}_{\text{train}}\) was the vector of the training set gold standard labels, \(\hat{\mathbf{y}}_{\text{train}}\) was the vector of predictions for the training set from the initial model, \(M\) returned the mean of a vector, and \(SD\) returned the standard deviation:

\[
\hat{\mathbf{y}}_{\text{new}} = \frac{\hat{\mathbf{y}}_{\text{train}} - M(\hat{\mathbf{y}}_{\text{train}})}{SD(\hat{\mathbf{y}}_{\text{train}})} \times SD(\mathbf{y}_{\text{train}}) + M(\mathbf{y}_{\text{train}}).
\]

(1)

Note that this transformation was performed on the training set.

To select hyperparameter values, we used fivefold cross-validation grid search on the training data, with all of the sentences (or text box entries) from an applicant contained within a single fold (i.e., rather than being spread across multiple folds). The grid had a single dimension: The values of \(10^q\) for \(q\in\{-4, -3, \ldots, 4\}\) were explored for regularization hyperparameter \(q\).\(^8\) For the grid search scoring function, we used kappa for the content type task, quadratic-weighted kappa for the specificity task, and Pearson’s correlation coefficient for the sentiment and ratings tasks.

### Features

The models for all four tasks used the same set of features, with minor variations to account for the fact that the content type, specificity, and sentiment tasks are at the level of sentences, while the ratings task was at the level of text boxes.

In addition to the features described later, an intercept, or bias, feature \(*\text{BIAS}^*\) with a constant value of 10 is included so that the other features were not used to model which labels were most likely in general. Using 10 rather than 1 lessened the effect of regularization on the intercept.\(^9\) We developed this feature set through preliminary evaluations on the development set.\(^10\)

#### Length Features

The models included binary features \(*\text{NTOKS}\_\text{GR}^x*\) indicating whether the number of tokens in the sentence (or text, for the ratings task) exceeds \(x\), where \(x \in \{2, 4, 8, 16, 32, 64\}\).

#### Part-of-Speech Features

The models included, for each possible part-of-speech (POS) tag, a binary feature with the prefix \(*\text{POS}^*\), indicating the presence of that POS in the sentence (or text).\(^11\)

#### Word n-Gram Features

The models included, for each word \(n\)-gram in the training set (for \(n \in \{1, 2, 3\}\)), a binary feature indicating the presence of that \(n\)-gram in the sentence (or text). These \(n\)-grams were computed from a preprocessed (see the Features subsection of this report) version of the original text.

#### Sentiment Features

The models included binary features indicating the presence of at least one positive, negative, or neutral word in the sentence (or text), after the preprocessing described in the Features subsection of this report. The labels were, for example, \(*\text{POSITIVE}^*\).

To compute these features, we used the sentiment lexicon from Beigman Klebanov, Madnani, and Burstein (2013). Each word in the lexicon has positive values between 0 and 1 for positivity, negativity, and neutrality, and these three values sum to 1. These values were estimated through crowdsourcing. For computing features in this model, we defined positive words to be those with a positivity value greater than .9. Negative words were those with a negativity greater than .9. Other words in the lexicon were considered neutral. Words that were not in the lexicon were not considered positive, negative, or neutral.
**Surrounding Sentence Features**

For the content type and specificity tasks, which were at the sentence level, the models included separate instances of the POS, word n-gram, and sentiment features for the previous sentence as well as the next sentence (e.g., in addition to a *POS* VBD POS feature for a past tense verb in the current sentence, there were also *PREV* *POS* VBD and *NEXT* *POS* VBD features). No such features were included for the text-level ratings task.

**Frequency Features**

The model included three features to model how frequent the words in the sentence (or text) were in a larger sample of English text—specifically, *New York Times* (NYT) stories from 2008 in the fourth edition of the gigaword corpus (Parker, Graff, Kong, Chen, & Maeda, 2009). We precomputed counts of all words in the NYT and filtered out words occurring fewer than 100 times to produce the final vocabulary.

The features were as follows, where $c(w_i)$ was the number of times that a word token $i$ in the input sentence (or text) appeared in the NYT sample; $N$ was the number of words in the input; $oov(w_i)$ is 1 if the word was not in the NYT vocabulary, and 0 otherwise; and log was the natural logarithm function. Note that $c(w_i) = 0$ for words not in the NYT vocabulary:

$$\frac{1}{N} \sum_{i=1}^{N} c(w_i),$$

$$\frac{1}{N} \sum_{i=1}^{N} \log(c(w_i) + 1),$$

$$\frac{1}{N} \sum_{i=1}^{N} oov(w_i).$$

The computation of these features was based on preprocessed (see the Features subsection of this report) versions of the input and NYT texts.

**Token Preprocessing**

An important issue in handling these high-stakes recommendations was that we wanted to avoid learning spurious associations that might unfairly affect future applicants. For example, we did not want the model to predict that a recommendation was negative simply because several people with the same first name received negative recommendations in the training set. Therefore, using metadata provided with the input text, the model performed the following preprocessing steps on each token. These steps generalized the text to reduce personal information (and also to simplify punctuation and numbers):

- If the token matched the applicant’s first name, it was replaced by *FIRST_NAME*.
- Otherwise, if the token was a nickname of the applicant’s first name, it was replaced by *NICK_NAME*. For this step, we used the database of nicknames created by Carvalho, Kiran, and Borthwick (2012).
- Otherwise, if the token matched the applicant’s last name, it was replaced by *LAST_NAME*.
- Otherwise, if the token was he, she, him, her, his, her or hers, himself, or herself, it was replaced by *HE_SHE*.
- Otherwise, if the lowercased token was miss, mr., ms., or mrs. (or a version of those without the period), it is replaced by *MR_ETC*.
- Otherwise, if the token contains a numeric digit, it was replaced by *NUMBER*.
- Otherwise, if the token contained no letters or numbers, it was replaced by *PUNCT*.
- Otherwise, if the token was not a stopword12 and had a capital letter, it was replaced by *CAP* (even when at the beginning of a sentence). This aggressive preprocessing step helped the model avoid variations of names not captured in the preceding steps, including misspellings and less frequent nicknames.
Table 1: Development Set Performance of Models Excluding Each of the Various Types of Features From the Full Model

<table>
<thead>
<tr>
<th></th>
<th>Content type</th>
<th>Specificity</th>
<th>Sentiment</th>
<th>Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \kappa )</td>
<td>( F_1 )</td>
<td>( \kappa )</td>
<td>( r )</td>
</tr>
<tr>
<td>Full model</td>
<td>0.474</td>
<td>0.961</td>
<td>0.516</td>
<td>0.320</td>
</tr>
<tr>
<td>– Length</td>
<td>0.452</td>
<td>0.959</td>
<td>0.504</td>
<td>0.308</td>
</tr>
<tr>
<td>– POS</td>
<td>0.472</td>
<td>0.963</td>
<td>0.465</td>
<td>0.284</td>
</tr>
<tr>
<td>– ( n )-grams</td>
<td>0.212</td>
<td>0.855</td>
<td>0.468</td>
<td>0.274</td>
</tr>
<tr>
<td>– Sentiment</td>
<td>0.402</td>
<td>0.956</td>
<td>0.509</td>
<td>0.312</td>
</tr>
<tr>
<td>– Surrounding</td>
<td>0.388</td>
<td>0.943</td>
<td>0.493</td>
<td>0.299</td>
</tr>
<tr>
<td>– Frequencies</td>
<td>0.476</td>
<td>0.961</td>
<td>0.510</td>
<td>0.307</td>
</tr>
<tr>
<td>Bag-of-( n )-grams</td>
<td>0.375</td>
<td>0.944</td>
<td>0.454</td>
<td>0.278</td>
</tr>
</tbody>
</table>

Note. –X denotes a model with all types of features except X. For example, –length indicates a model with all but the length features. Note that the surrounding feature type is not relevant for the ratings task because it pertains to text boxes rather than single sentences. POS = part of speech.

Indicates that the task-specific primary evaluation metric value for a system variation was significantly different from the full system. Confidence intervals were only computed for the primary metrics (see text for details). For each task, the primary metric is in the leftmost column.

Experiments

In this section, we describe experiments to evaluate our models for the three tasks.

Bag-of-\( n \)-Grams Baseline

In our experiments, we compared our system to a relatively simple bag-of-\( n \)-grams approach, a common baseline for text analysis tasks such as these. To implement this, we removed all features except for the bias feature and the word \( n \)-gram features for the current sentence (or text, for the ratings task).

Feature Ablation

We performed feature ablation experiments to study the effects of the different types of features described in the Statistical Models subsection of this report. For each task, we trained a model with all the features and then models lacking each feature type. We estimated parameters with the annotated training set for the content type, specificity, and sentiment tasks and with the larger unannotated set for the ratings task (see the Data section of this report). We then computed performance on the development set. The results are shown in Table 1.

For each variation of the full system, we computed a 95% BCa bootstrap (Efron & Tibshirani, 1993) confidence interval, with 50,000 replications, for the difference in performance between the performance of the full model and the performance of the variation (e.g., the model without length features). A confidence interval that does not include zero indicates that the difference is not likely to be because of chance. We computed these confidence intervals only for the primary evaluation metric for each task: unweighted kappa for specificity, quadratic-weighted kappa for specificity, and Pearson’s correlation coefficient for sentiment and ratings (see the Tasks section of this report). The results are shown in Table 1.

It is interesting to look at the feature types that led to the largest drops in performance for each task, because those may be the most important. For example, for the content type, sentiment, and ratings tasks, word \( n \)-gram features appear to play a very important role because the models without \( n \)-gram features performed much worse than the full models. For example, for the content type task, performance was \( \kappa = .474 \) for the full model compared with \( \kappa = .212 \) for the model without \( n \)-gram features. In contrast, for the specificity task, word \( n \)-grams do not appear to be the most important: for specificity, removing POS features led to the largest drop in performance, from \( \kappa_{quad} = .516 \) to \( \kappa_{quad} = .465 \).

Including \( n \)-grams, POS, and sentiment features of the surrounding sentences appears to help for the content type and specificity tasks, because not doing so (– surrounding) led to drops in performance, though the drop for the specificity task was not statistically significant. In future work, it might be worth addressing these tasks with sequence models over sentences, such as conditional random field models (Lafferty, McCallum, & Pereira, 2011), rather than with the single-sentence models used here.
Table 2  Test Set Performance of the Full Model and Bag-of-\(n\)-Grams Baseline Model for Each of the Four Tasks

<table>
<thead>
<tr>
<th></th>
<th>Content type</th>
<th>Specificity</th>
<th>Sentiment</th>
<th>Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\kappa)</td>
<td>(F_1)</td>
<td>(\kappa_{quad})</td>
<td>(r)</td>
</tr>
<tr>
<td>Full model</td>
<td>0.467</td>
<td>0.952</td>
<td>0.516</td>
<td>0.279</td>
</tr>
<tr>
<td>Bag of (n)-grams</td>
<td>0.428</td>
<td>0.939</td>
<td>0.457*</td>
<td>0.260</td>
</tr>
</tbody>
</table>

*Indicates that the task-specific primary evaluation metric value for the baseline was significantly different from the value for the full system. Confidence intervals were only computed for the primary metrics (see text for details). For each task, the primary metric is in the leftmost column.

Test Set Performance

In this section, we present results on the held-out test set (see the Data section of this report). We trained the content type, specificity, and sentiment models on the combination of the annotated training and development sets. We trained the ratings model on just the large unannotated set, as before. The results are shown in Table 2.

While the full models appear to have captured much of the relevant information for each task, human–machine agreement was still somewhat lower than human–human agreement. For the content type task, test set human–machine agreement was \(\kappa = 0.467\) compared with the \(\kappa = 0.674\) human–human agreement on the doubly annotated set (which partially overlaps with the test set, as explained in the Data section of this report). For the specificity task, human–machine agreement was \(\kappa_{quad} = 0.516\) compared with \(\kappa_{quad} = 0.628\) human–human agreement. For the sentiment task, human–machine agreement was \(r = 0.272\) compared with \(r = 0.627\) human–human agreement.

We observe that the relatively low performance of the model for the ratings task may be related to a lack of consistency in the ratings themselves: previous work has found that recommendations about the same applicant from different faculty members are less correlated than recommendations from the same faculty member about different applicants (Aamodt, Bryan, & Whitcomb, 1993; Baxter, Brock, Hill, & Rozelle, 1981).

The relatively low performance of the sentiment model is likely because of a paucity of training data for the negative and neutral classes. Each of these constituted only about 1% of the training data because almost all of what is said about an applicant in most recommendations is positive (and negative things are apparently left unsaid).

The full model with all features outperformed the bag-of-\(n\)-grams baseline for the content type, specificity, and ratings tasks, though the differences were small for the content type and ratings tasks. The full model performed worse than the baseline for the sentiment task.

To check whether these differences are likely to be because of random chance, we computed 95% BCa bootstrap (Efron & Tibshirani, 1993) confidence intervals from 50,000 replications for the differences in performance for each task, as in the Feature Ablation subsection of this report. Cases where the interval for the difference did not include 0, thus indicating a significant difference, are indicated in Table 2. Note that the tests were computed only for the primary evaluation metric for each task.

Interestingly, for the content type task, the performance of the full model was statistically significantly different from the baseline on the development set (in the Feature Ablation subsection of this report) but not the test set. Conversely, for the sentiment and ratings tasks, the full model was statistically significantly different from the baseline on the test set but not the development set. We speculate that this could be because of the relatively small sample size for the annotated data sets used for evaluation. For the content type task, another possibility is that the baseline bag-of-\(n\)-grams model depends more on the availability of large amounts of annotated data, and so it benefited more than the full model from having access to the combined training and development sets for the test set experiments.

Model Exploration

The most strongly weighted features, according to absolute values, for the full models from the Test Set Performance subsection of this report for each task are shown in Table 3.

The model for the content type task is fairly straightforward. Features such as third person pronouns and indicators for the name of the student had strong positive weights, whereas features such as first person pronouns (e.g., for when a recommender talks about himself or herself instead of the applicant) had strong negative weights.
The specificity model seemed to rely heavily on POS. For example, its most strongly positive feature was whether the input sentence contained a past tense verb (*POS* VBD), probably because the past tense is typically used when providing detailed examples.

The model for the sentiment task similarly relied heavily on lexical features. Because the positive class was so predominant (about 98% of training set examples), very common words and phrases had positive weights, making them behave almost like extra bias (i.e., intercept) features. The negatively weighted sentiment task features are more interesting: here, a number of words and phrases expressed reservation (e.g., sometimes, a bit).

The model for predicting recommenders’ ratings directly appeared to rely almost exclusively on word unigram features. It may be the case that the more general features (e.g., POS) are less useful for this task because they are just binary indicators. Using count features instead of binary features, possibly weighted with tf-idf or some other transformation, might lead to improved performance for this task. Nonetheless, it is interesting to observe the strongly weighted words for this model. The positive words included a number of adjectives and adverbs that express unqualified praise (e.g., exceptional, truly, extremely). Conversely, the negatively weighted words were not the sort of unqualified negative adjectives, such as terrible, that one might see in product or service reviews. Instead, words and phrases like average, good, and typical were used.

### Related Work

As part of this work, we classified sentences according to specificity. A closely related aim was distinguishing objective language from subjective language (Benamara, Chardon, Mathieu, & Popescu, 2011; Pang & Lee, 2004). Although subjectivity analysis can be used to filter out objective language (Pang & Lee, 2004), we believe that the objective language (e.g., in specific examples) is often the most informative for graduate school recommendations: recommenders who do not know an applicant well tend to use generic language, which may not be very informative, even though it is subjective. It would be interesting to compare predictions for subjectivity and specificity.

In addition, previous work on product reviews has predicted how helpful the reviews themselves are (Danescu-Niculescu-Mizil, Kossinets, Kleinberg, & Lee, 2009; Ghose & Ipeirotis, 2011), which is related to the aim of the specificity task. Whereas some product review data sets have ratings of helpfulness aggregating from hundreds of users (e.g.,
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**Table 3** Most Strongly Positively and Negatively Weighted Features in the Full Model for Each Task

<table>
<thead>
<tr>
<th>Content type</th>
<th>Specificity</th>
<th>Wgt. Feature</th>
<th>Sentiment</th>
<th>Wgt. Feature</th>
<th>Ratings</th>
<th>Wgt. Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>HE_SHE</em></td>
<td>VBD</td>
<td>1.107</td>
<td><em>BIAS</em></td>
<td>0.189</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>POSITIVE</em></td>
<td><em>PREV</em> VBD</td>
<td>0.755</td>
<td><em>NTOKS_GRP2</em></td>
<td>0.041</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>FIRST_NAME</em></td>
<td><em>NEXT</em> VBD</td>
<td>0.523</td>
<td>If</td>
<td>0.031</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>HE_SHE</em></td>
<td><em>NTOKS_GRP16</em></td>
<td>0.441</td>
<td>And</td>
<td>0.026</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>PREV</em> VBD</td>
<td><em>NTOKS_GRP12</em></td>
<td>0.397</td>
<td>Not only</td>
<td>0.025</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>CAP</em></td>
<td><em>NTOKS_GRP12</em></td>
<td>0.339</td>
<td><em>NEXT</em> never</td>
<td>0.021</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RB</td>
<td><em>CAP</em></td>
<td>0.335</td>
<td><em>PREV</em> do</td>
<td>0.021</td>
<td></td>
<td></td>
</tr>
<tr>
<td>And</td>
<td>VBG</td>
<td>0.297</td>
<td>Will</td>
<td>0.021</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Well</td>
<td><em>CAP</em></td>
<td>0.265</td>
<td>Do</td>
<td>0.021</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>PREV</em> NN</td>
<td>This</td>
<td>0.265</td>
<td><em>HE_SHE</em></td>
<td>0.020</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note.** The features and their labels are described in the Statistical Models subsection of this report.
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As part of this work, we classified sentences according to specificity. A closely related aim was distinguishing objective language from subjective language (Benamara, Chardon, Mathieu, & Popescu, 2011; Pang & Lee, 2004). Although subjectivity analysis can be used to filter out objective language (Pang & Lee, 2004), we believe that the objective language (e.g., in specific examples) is often the most informative for graduate school recommendations: recommenders who do not know an applicant well tend to use generic language, which may not be very informative, even though it is subjective. It would be interesting to compare predictions for subjectivity and specificity.

In addition, previous work on product reviews has predicted how helpful the reviews themselves are (Danescu-Niculescu-Mizil, Kossinets, Kleinberg, & Lee, 2009; Ghose & Ipeirotis, 2011), which is related to the aim of the specificity task. Whereas some product review data sets have ratings of helpfulness aggregating from hundreds of users (e.g.,
indicating that 35 of 50 people found a review helpful), such helpfulness data are not readily available for our data, and achieving interannotator agreement might be challenging.

Another closely related area of research is on detecting hedges—that is, language used to express uncertainty on behalf of the writer. Farkas, Vincze, Móra, Csirik, and Szarvas (2010) described a shared task on the topic. We observe substantial overlap between the features we used and those used by many of the submissions to the hedging task (e.g., words, POS; see the Statistical Models subsection of this report). Also, some of the words picked up as strongly weighted negative features in the ratings model could be considered hedge cues (in the Model Exploration section of this report).

Various research outside of the computational linguistics field has studied recommendations (Aamodt et al., 1993; Baxter et al., 1981; Vannelli, Kuncel, & Ones, 2007), though typically on a relatively small scale.

A more general connection can also be drawn to the large literature on automated scoring of student essays (Shermis & Burstine, 2013; Sherman & Hamner, 2012) and short answers (Dzikovska et al., 2013). In that area and in this work, the goal is to use NLP to support educational decision making.

**Conclusion**

In this report, we presented an NLP approach to analyzing graduate school recommendation texts. The same approach, which includes features for \( n \)-grams, POS, text length, sentiment words, and word frequencies, was used to train models for four tasks: identifying the parts of the text that were actually evaluations of the applicant, measuring the level of specificity in sentences evaluating the applicant, measuring whether the sentiment expressed in a sentence evaluating the applicant is positive or negative and predicting human recommender ratings from multisentence text box entries.

In response to the three research questions in this report, we found the following:

- Predictions from the NLP approach we presented in this report were found to agree with human judgments, but the agreement was somewhat lower than our estimate of human–human agreement.
- The approach we presented outperformed a simple bag-of-\( n \)-grams baseline on the test set for the specificity and ratings tasks but not for the content type or sentiment tasks.
- Different types of features were weighted highly for the three tasks (e.g., POS features for the specificity task and word \( n \)-grams for the ratings prediction task).

These results support various future works. In particular, NLP may help quantify the texts of recommendations by producing statistics about how much specific information or positive language is present. These statistics could be provided to academic institutions, or they could be integrated into a statistical model for predicting future academic or career success (e.g., from recommendations as well as grade point averages, standardized test scores, and other inputs).
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**Notes**

1. For each dimension, recommenders could provide additional information in a text box. In addition, there was a space for overall comments, which we do not make use of in this work.
2. The doubly annotated subset overlapped with the training, development, and test sets described in the Data section of this report. For the doubly annotated set, the text boxes for the knowledge and creativity dimension were used as a pilot or practice run, for the annotation process. We treated the text boxes with these pilot annotations for the knowledge and creativity dimension as unannotated data (i.e., we did not use the annotations in our experiments).
3. We used proprietary tools for sentence splitting and word tokenization.
4. We used the \( r_g \) implementation in scipy (http://www.scipy.org/), which performed an adjustment for ties.
5. Human–human agreement on the uncollapsed, 5-point sentiment scale was lower: \( r_r = .461 \) and \( r_s = .341 \).
6. We used the implementations in the scikit-learn package (Pedregosa et al., 2011, version 0.14.1).
7 We also tried logistic regression for the specificity task, thereby treating the data as categorical rather than ordinal. Performance was similar to what is shown in Table 1 (κ = .324 and κ_quad = .488), so we chose the ridge regression model, which has fewer parameters.

8 The regularization hyperparameters were C and α for the logistic and ridge regression implementations, respectively, in the scikit-learn package (Pedregosa et al., 2011). Large C or small α values encouraged smaller weights. Also, during the cross-validation grid search, the transformation in Equation 1 was applied on the training folds in each iteration not on the entire training set.

9 The actual labels, such as “BIAS”, were not important to the model, but we have included some of them here because they are mentioned later, in the Model Exploration of this report.

10 In preliminary experiments, we tried the domain adaptation technique from Daume (2007) to have dimension-specific features, but we did not observe general improvements in performance over models with just generic features.

11 We used the default POS tagger in NLTK (Bird, Klein, & Loper, 2009). POS tags are computed from the original tokens, not the preprocessed versions (the Features subsection of this report).

12 We used the list of stopwords from NLTK (Bird et al., 2009).

13 For computing confidence intervals in this section and in the Test Set Performance subsection of this report, we made the simplifying assumption that all data points (i.e., sentences or text boxes) are independent.
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