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Previous investigations of the ability of content experts and test developers to estimate item difficulty have, for the most part, produced disappointing results. These investigations were based on a noncomparative method of independently rating the difficulty of items. In this article, we argue that, by eliciting comparative judgments of difficulty, judges can more accurately estimate item difficulties.

In this study, judges from different backgrounds rank ordered the difficulty of SAT® mathematics items in sets of 7 items. Results showed that judges are reasonably successful in rank ordering several items in terms of difficulty, with little variability across judges and content areas. Simulations of a possible implementation of comparative judgments for difficulty estimation show that it is possible to achieve high correlations between true and estimated difficulties with relatively few comparisons. Implications of these results for the test development process are discussed.
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In Embretson’s (1983) conceptualization of construct validity, construct representation concerns identifying the theoretical mechanisms (i.e., the processes, strategies, and knowledge) that underlie test performance and, thus, support the interpretation of test scores. Such representations establish the basis for interpretation of test scores but require a scientific and theoretical foundation for item and test design principles (Embretson, 1998). That is, scientific evidence and theory are needed on how test takers use their knowledge, skills, and abilities when they interact with test items. A better understanding of the relevant processes guiding the test taker in arriving at a response to an item may increase the accuracy of prediction of an item’s psychometric features. Principles for test design are emerging for some item types, including popular test items such as paragraph comprehension (Freedle & Kostin, 1993; Gorin & Embretson, 2006) and mathematical problem solving (Enright, Morley, & Sheehan, 1999; Singley & Bennett, 2002), as well as other item types on ability tests, such as spatial items (Bejar, 1993) and nonverbal reasoning items (Embretson, 1998). Nevertheless, a much larger foundation is needed to support test meaning from this kind of evidence (Embretson, 2007).

One source of evidence that could potentially support these investigations is experts’ intuitive judgments of item difficulty. These judgments are an indispensable part of test development, as they constitute an important aspect of the appropriateness of an item within the set of other available items and the conceptual framework for the test. Test developers are often explicitly targeting a specific range of difficulty while developing an item because different sets of knowledge, skills, and abilities are measured in different ranges. Surprisingly, investigations of the ability of experts to estimate item difficulty have generally not found much success. Thorndike (1982) asked judges to estimate absolute difficulty on a 9-point scale (with extreme points being would be passed by no more than 30% of examinees and would be passed by 75% or more of examinees) on verbal analogies, quantitative relations, and figure analogies items. He estimated correlations of .83, .74, and .72 between empirical item difficulty (p+) and average ratings of 20 raters. Using an application of the Spearman-Brown prediction formula,1 these correlations for average ratings translate to single judge correlations of .23 to .32. Bejar (1983) provided experts with supporting materials in the form of typical distributions of difficulty for every item type and asked them to rate item difficulty. He found correlations of .15 to .49 with p+ across raters and item types. In the context of item-level standard setting, several studies report correlations between ratings of item difficulty and actual item difficulty. Melican, Mills, and Plake (1989) found correlations of .26 and .27 between ratings of difficulty of mathematics items and p+. Cross, Impara, Frary, and Jaeger (1984) also reported low correlations in the range of 0 to the low 30s.

In another study, Hambleton, Sireci, Swaminathan, Xing, and Rizavi (2003) addressed what they view as a major shortcoming of previous research—the lack of a frame of reference for judgments. They developed and field-tested two methods
that rely on auxiliary items with known $p^+$ as an aid in the estimation of the difficulty of other items. In their anchor-based method, judges first discussed attributes of easy, medium, and hard items (defined in terms of three threshold points on the $p^+$ scale: 25%, 50%, and 75%) and were then provided with two representative items in each of the three difficulty bands. In one study of reading comprehension items, these anchor items were used to help rate the difficulty of 21 other items. The average correlation between the ratings and empirical $p^+$ was .32 (Hambleton et al., 2003, Table 2). The judges rated the difficulties of the items again after a group discussion of their initial ratings. The average correlation between the revised ratings and $p^+$ was .44. In a second study with 18 analytical reasoning items, the average correlation between the ratings and $p^+$ was .37 and .50 for the initial and revised ratings (Hambleton et al., 2003, Table 6). In their item-mapping method, an entire test was presented with $p^+$ values as an aid for rating new items. With this method, six judges rated 21 logical reasoning items, and the average correlation between the ratings and $p^+$ was .61 and .76 for the initial and revised ratings (Hambleton et al., 2003, Table 4).

The item-mapping method seems to have produced significantly better results than the anchor-based method and conventional rating methods. This method also has more in common with comparative judgment methods than with independent rating, because it essentially requires placing the item in an appropriate position within a presorted list, instead of independently rating its difficulty. In one early study of item difficulty judgments, Lorge and Kruglov (1953) asked experts to rank order the difficulty of 45 arithmetic items. Results of this study are comparable to the results of the item-mapping method, with rank order correlations that varied between the .50s and .80s, with an average of around .70.

In this article, we argue that the main reason for the inability of experts to judge the difficulty of test items accurately is the use of noncomparative methods for eliciting judgments of difficulty. With the rating task, experts are asked to provide a direct measurement of the difficulty of an item, independently of other items. Therefore, this task assumes that the judge possesses a scale that can be used to perform this measurement. However, as Hambleton et al. (2003) argued, even experts lack a frame of reference for this kind of judgment. This lack of a mental scale means that the difficulty of items can be best judged in comparison to the difficulty of other items. Measurement through methods of comparative judgment has a long history in psychology (Thurstone, 1927). The method of paired comparisons is the most flexible as a basis for scaling, but it is less efficient than rank ordering a larger set of items. In this article, we set forth to explore a comparative judgment method for item difficulty that is based on rank ordering. Rankings of item difficulty by test developers on a large pool of SAT® mathematics items were collected and analyzed. Then, a simulation was conducted to estimate the success of one possible method for generating difficulty judgments that are based on item comparisons—asking judges to compare the difficulty of a new item to a series of anchor items with known difficulty.

Method

To explore the comparative judgment method for item difficulty, we asked a group of mathematics test developers to rank order sets of items by difficulty. After some initial experimentation, we decided that rank ordering seven items provides a good balance between cognitive load and efficiency. A full ordering of seven items indirectly provides information about 21 paired comparisons (the first item is compared with six other items, the second with five others, etc.) and can be accomplished relatively quickly.

Materials

Eight major content areas from the SAT mathematics section were selected for analysis: (a) numbers and operations with integers, (b) numbers and operations with real numbers, (c) algebraic translations, (d) algebraic problem solving, (e) algebraic functions, (f) geometry—triangles, (g) coordinate geometry, and (h) data analysis. In each content area, a sample of 28 released multiple-choice items was selected. For each item considered for this study, a measure of the item difficulty, the equated delta, was available. During item selection, the easiest and hardest items were oversampled to increase the likelihood of all types of comparisons across the difficulty spectrum (e.g., to ensure that judges would compare easy items with easy, medium, and hard items). As a consequence, the delta distribution of the 224 selected items had a negative kurtosis (−1.0), but it was symmetric (skewness of 0.0), with a mean of 12.0 and a standard deviation of 3.6. The items in each content area were arranged in booklets in random order (from 1 to 28), such that each successive set of seven items occupied two pages.
Participants

A total of 26 Educational Testing Service (ETS) test developers and external (to ETS) item writers participated in the study. Participants had different backgrounds and levels of experience: six SAT test developers, five GRE® test developers, 10 experienced item writers, and five relatively new item writers. The SAT test developers were both familiar with SAT items and are regularly exposed to item difficulty indices. GRE test developers are regularly exposed to item difficulty indices but lack experience with SAT item types and the SAT population of examinees. Item writers are not regularly exposed to item indices, but experienced item writers are familiar with the SAT item types.

Procedures

Raters had to write down the item numbers in each set in the order of judged difficulty, from easiest to hardest. In seven cases, raters accidentally repeated one of the item numbers and skipped another item. It was decided not to analyze the results of these sets.

The instructions for test developers were as follows:

For this study, we have assembled eight packets of items in different content areas. Each packet contains 28 items. For each packet, we ask that you consider the following four sets of items separately: 1–7, 8–14, 15–21, and 22–28. For each set, your task is to rank the seven items in estimated order of difficulty. Typically, you would solve each item, form an impression of its difficulty, and compare it to previous items. Sometimes it is easier to form partial rank orders (for sets of similar items) and finally combine the seven items into a single order.

Analyses

Two types of analyses were conducted. First, as an initial descriptive analysis of the rankings, rank-order correlations between difficulty judgments and actual item difficulties (equated delta values) were computed for each set of items. However, these correlations cannot be used as unbiased estimates of the accuracy of comparative judgments because the items in the sets were not randomly selected from a large bank of items. To better estimate the accuracy of rater judgments, as well as the variability across content areas and raters, an analysis of individual paired comparisons was conducted. The complete ranking of each set of seven items produced 21 paired comparisons (7 times 6 divided by 2). In each of these comparisons, the rater either correctly identified the harder item or not. The primary predictor of this binary outcome is the difference in empirical difficulty values (delta) of the two items (in absolute value).

A two-level cross-classified hierarchical general linear model (Raudenbush & Bryk, 2002) was estimated for these data. At level 1, the outcome \( Y_{ijk} \) for an individual comparison \( i \) of rater \( j \) for content area \( k \) is assumed to have a Bernoulli distribution with probability of success \( \varphi_{ijk} \). Traditionally, it is the log of the odds of success that is modeled:

\[
\eta_{ijk} = \log \left( \frac{\varphi_{ijk}}{1 - \varphi_{ijk}} \right).
\]

If the probability of success is .5, the odds of success are \(.5/.5 = 1.0\) and the log-odds, or logit, is \(\log(1) = 0\).

The linear structural model at level 1 is simply

\[
\eta_{ijk} = \beta_{1jk} D_{ijk},
\]

where \(D_{ijk}\) is the empirical difference in difficulty for the individual comparison, and \(\beta_{1jk}\) is the regression coefficient relating difference in difficulty and probability of success. Note that the structural model does not have an intercept coefficient, because it is assumed that a comparison between two items with the same difficulty will result in a probability of success of .5 and a logit of 0.

The level-2 model represents the variation across two random factors, raters and content areas. These factors are conceived as random because it is assumed that the specific raters and content areas in this study are just a random sample from a much larger universe of possible raters or content areas. Variation of slope coefficients is attributable to rater effects and content effects and, in addition, possible rater and content predictors. Only one possible predictor was examined. Based on the background of raters, three dummy variables were created, GRE (whether the rater was a GRE test...
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developer or not), EIW (experienced item writer or not), and NIW (new item writer or not). The initial level-2 model was

\[ \beta_{1jk} = \theta_1 + b_{10j} + c_{10k} + \gamma_{11} (GRE) + \gamma_{12} (EIW) + \gamma_{13} (NIW) \]

\[ b_{10j} \sim N (0, \tau_{b10}) \]

\[ c_{10k} \sim N (0, \tau_{c10}) \]

where \( \theta_1 \) is the expected slope when all dummy variables are 0 (that is, for an SAT rater), \( b_{10j} \) is the random effect of rater \( j \), and \( c_{10k} \) is the random effect of content \( k \).

Results

Rank Correlations Between Delta Values and Rater Rank Ordering

Table 1 presents descriptive statistics about the Spearman rank-order correlations between difficulty judgments and equated delta values. Correlations were computed for each set of seven items, with a total of 32 sets (four sets in each of eight content areas) per rater. The expected number of sets is 104 (four sets and 26 raters), but due to the missing values discussed above, some content areas are missing one or two sets. The overall median correlation was .79, with a somewhat lower average correlation of .70, due to a small number of very low correlations. Table 1 also shows some variability in results across content areas (the standard deviation of the median correlation across the eight content areas was .06), with lower results for translations and triangles. Interestingly, test developers predicted that functions and data analysis would be more difficult for raters. Some variability of results also occurred across raters (not shown in Table 1); the standard deviation of the median correlations across the 26 raters was .06.

Paired Comparison Analysis

In this section, we present the results for modeling the probability that a rater correctly judges the harder of two items, as a function of the difference in the actual difficulty between the two items. In the initial two-level cross-classified hierarchical general linear model described in the “Method” section, none of the parameters for the three dummy variables for rater background were statistically significant, suggesting that rater background did not have an effect on the quality of discrimination between items. Therefore, a revised model without rater background is shown in Table 2, which presents the estimates of level-2 coefficients. It shows that the average (or intercept) slope for \( D \) is .370, with an odds ratio of nearly 1.5, which means that, for the average rater and content, the odds of a successful comparison increases by half for each increase of 1 in the delta difference between the two items. The standard deviation of the slope across raters was .061, and the standard deviation of the slope across content was .055.

Figure 1 presents (the solid line) the expected probability of success for an average rater, as a function of the delta difference between the items. The dotted lines represent the success probabilities for a particularly low (1 standard deviation below the average) and high (1 standard deviation above the average) discriminating rater. Predicted probabilities of success were converted from predicted log-odds (\( \hat{\eta}_{jk} \)) by computing

\[ \hat{\varphi}_{jk} = \frac{1}{1 + \exp \left\{ -\hat{\eta}_{jk} \right\}}. \]

For example, if the delta difference is 2, then the predicted logit (\( \hat{\eta} \)) for an average rater and content is 2 times .370, or .740, and the predicted probability of success is \( 1/(1 + \exp\{-0.740\}) = .677. \)

Simulation of Implementation

Results of the empirical study showed that raters are reasonably successful in rank ordering a few items in terms of difficulty. A possible method for generating difficulty judgments that are based on item comparisons is to ask raters to compare the difficulty of a new item to a series of anchor items with known difficulty. An efficient set of comparisons (similar to
Table 1 Summary Statistics of Rank Order Correlations Between Empirical Difficulty and Rater Judgments

<table>
<thead>
<tr>
<th>Content area</th>
<th>N</th>
<th>Median</th>
<th>Mean</th>
<th>SD</th>
<th>5th Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integers</td>
<td>102</td>
<td>.82</td>
<td>.75</td>
<td>.25</td>
<td>.21</td>
</tr>
<tr>
<td>Real numbers</td>
<td>102</td>
<td>.85</td>
<td>.78</td>
<td>.20</td>
<td>.39</td>
</tr>
<tr>
<td>Translations</td>
<td>102</td>
<td>.71</td>
<td>.62</td>
<td>.27</td>
<td>.04</td>
</tr>
<tr>
<td>Problem solving</td>
<td>104</td>
<td>.77</td>
<td>.71</td>
<td>.21</td>
<td>.32</td>
</tr>
<tr>
<td>Functions</td>
<td>104</td>
<td>.77</td>
<td>.68</td>
<td>.29</td>
<td>.21</td>
</tr>
<tr>
<td>Triangles</td>
<td>103</td>
<td>.68</td>
<td>.59</td>
<td>.27</td>
<td>.07</td>
</tr>
<tr>
<td>Coordinate geometry</td>
<td>104</td>
<td>.82</td>
<td>.78</td>
<td>.15</td>
<td>.43</td>
</tr>
<tr>
<td>Data analysis</td>
<td>104</td>
<td>.75</td>
<td>.72</td>
<td>.21</td>
<td>.25</td>
</tr>
<tr>
<td>All</td>
<td>825</td>
<td>.79</td>
<td>.70</td>
<td>.24</td>
<td>.21</td>
</tr>
</tbody>
</table>

Table 2 Estimates of Level 2 Coefficients

<table>
<thead>
<tr>
<th>Fixed effect</th>
<th>Coefficient</th>
<th>SE</th>
<th>Approx. df</th>
<th>t-ratio</th>
<th>Odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>For D slope, $\beta_1$</td>
<td>.370</td>
<td>.024</td>
<td>17,239</td>
<td>15.7</td>
<td>1.45</td>
</tr>
<tr>
<td>Intercept, $\theta_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Random effect</th>
<th>SD</th>
<th>df</th>
<th>$\chi^2$</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raters, $b_{0ij}$</td>
<td>.061</td>
<td>25</td>
<td>156.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Content, $c_{jkl}$</td>
<td>.055</td>
<td>7</td>
<td>117.5</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Figure 1 Expected probability of success for an average rater. Dotted lines represent probability of success for raters 1 SD above and 1 SD below average.

a binary search algorithm) would start with an anchor item with median difficulty, an item at the 50th percentile of the distribution of item difficulty. If the new item is judged more (less) difficult than the initial anchor item, a second anchor item at the 75th (25th) percentile of the distribution can be presented for comparison. Depending on the first two comparisons, a third anchor item at the 12.5, 37.5, 62.5, or 87.5 percentile could be presented. In this manner, paired comparisons can be translated into judgments of difficulty. Each new comparison provides an opportunity to associate the item with a higher or lower level of difficulty. The total number of levels of judged difficulty would be equal to $2^k$, where $k$ is the number of comparisons. With three comparisons, the final estimates of the difficulty of the item could be at the 6.25, 18.75, 31.25, 43.75, 56.25, 68.75, 81.25, or 93.75 percentile of the distribution. In addition, more than one rater can be asked to perform this process, so that judgments of different raters could be averaged. Note that, in practice, this method can be implemented as either a series of binary judgments (as described above) or as a simultaneous judgment process, whereby all anchor items are presented at once and the judge needs to select the region for the new item.

To evaluate this method, a simulation was performed. In this simulation, 10,000 items were systematically drawn from a (normal) distribution of item difficulties, and each item was compared to a series of anchor items in the manner described...
above. The result of each comparison was randomly determined based on the probability of success estimated in the previous section. To estimate this probability, the difference in difficulty between the two items (new item and anchor item) was computed and an average rater was assumed to compare the two items (one with a slope of .370). Thereafter, a random number from a uniform distribution in the range 0–1 was generated and was compared to the estimated probability of success. If the random number was smaller than this probability, the result of the simulated comparison was successful.\textsuperscript{4}

The simulations were repeated with one to four comparisons and with one to six raters, for a total of 24 simulations. For each simulation, the correlation between true difficulty and average judged difficulty level was computed for the 10,000 simulated items. Figure 2 presents these correlations for each simulation. The figure shows that even with a single comparison and a single rater, the resulting two levels of judged difficulty (more or less difficult than the anchor item) result in a correlation of almost .5 with true item difficulty. The figure shows that the added value of increasing the number of comparisons diminishes beyond three comparisons. With respect to the number of raters, a significant increase in correlations can be seen even beyond four or five raters. As an example, with three comparisons, the use of two raters results in a correlation of .80, and the use of five raters results in a correlation of .90.

These correlations can be compared to expected correlations between true and empirical difficulty estimates, obtained from a sample of examinees in an item tryout. With reasonable assumptions about the range of $p^+$ values, it can be shown$^5$ that, for a sample size of 100 examinees, this correlation will be around .90, and for a sample size of 200 examinees, it will be around .95. In other words, the simulation above showed that five raters making comparisons with three anchor items could replicate the accuracy of $p^+$ estimates with 100 examinees.

**Discussion**

In this article, we showed that, contrary to previous investigations, judges are able to discriminate quite well between easier and harder items when they are given a comparative judgment task. An interesting result of this study is the relatively small variability across content areas and raters, in the quality of judgments that were generated. In fact, the general linear model results showed no statistically significant differences between the different groups of raters. That is, SAT raters who are most familiar with the items and are regularly exposed to item statistics did not perform better than, for example, new item writers who are not familiar with the items and are not exposed to item statistics. This is an important result, as it suggests that the ability to discriminate between the difficulties of items is less related to test development experience and to experience with a particular difficulty scale.

In an effort to test the limits of this premise, the 14-year-old son of one of the authors was asked to perform the difficulty ranking task. Although familiar with multiple-choice questions, he had never solved SAT questions before. Nevertheless, the rank order correlations for his judgments were .60.

A possible method for generating difficulty judgments that are based on item comparisons is to ask raters to compare the difficulty of a new item to several anchor items with known difficulties. The simulations reported above have used a sequential binary judgment task, because it was easier to model the results of binary decisions. However, it is possible to implement this approach as a single mapping task, similar to the one used by Hambleton et al. (2003). For example, a series of two comparisons requires three items to implement, one middle difficulty item, a second easier item, and a third
harder item. Three comparisons will require seven items, and four comparisons will require 15 anchor items. The above results suggest that three comparisons or seven anchor items may be enough to produce accurate judgments of difficulty, especially if the judgments of more than one rater are averaged. Naturally, the choice of anchor items is important. Some items are more difficult to judge than others, and these should not be used as anchor items.

The ability to predict item difficulty, either judgmentally or through an analysis of item features, also can have practical applications in the test-development process. One possible advantage of obtaining estimates of item difficulty in the process of test development is lowering the sample sizes required for item pretesting, leading to lower costs and increased security of items. Mislevy, Sheehan, and Wingersky (1993) and Swaminathan, Hambleton, Sireci, Xing, and Rizavi (2003) showed how estimates of item statistics could be improved by combining empirical item statistics from a reduced sample of test takers with information on item parameters available from other sources, such as judgments of content experts or theories about the skills and knowledge needed to solve different items. However, these suggestions remained largely hypothetical, given the difficulty of obtaining such additional information. This study shows that, with a comparative task, the prospect of gaining substantial benefits from judgmental predictions of item difficulty is possible. An additional benefit of comparative judgments in this context is that, with comparative judgments, the difficulty estimations are not likely to show systematic biases in judgments. On the other hand, with noncomparative ratings of difficulty, the threat of systematic biases is constant; it cannot be overcome by averaging judgments from several raters, and considerable training is needed to overcome it.

This study focused on mathematics problem-solving items. An interesting issue for future research is the generalizability of these results to other content areas, especially different types of verbal reasoning items. A special complication arises with items that naturally appear in sets, such as reading comprehension items. For these items, it could be more difficult to compare items from different sets, and, therefore, it could be more difficult to find anchor items with existing item difficulty estimates.

Notes

1. The correlation between average ratings and \( p^+ \) can be assumed to be an estimate of the correlation between true and observed scores. It follows that the reliability of average ratings (e.g., .83 for 20 ratings) is the squared value of this correlation (.69 for the above case). The predicted reliability of an individual rating can then be estimated using the Spearman-Brown formula (.10 for the above case), and the predicted correlation between a single rating and \( p^+ \) is the square root of this predicted reliability (.32 for the above case).

2. The delta metric is obtained from the \( p^+ \) through the inverse normal transformation and is scaled to have a mean of 13 and a standard deviation of 4. On this scale, delta increases for more difficult items.

3. The adjusted R-square (Nagelkerke, 1991) of the regular logistic regression model was .49, suggesting \( D \) explains approximately half of the variance in rater decisions.

4. Note that this simulation assumes a constant discrimination power along the difficulty continuum. In separate logistic regression analyses for easy, medium, and hard items, we did not find evidence to the contrary.

5. The correlation between empirical (x) and true (t) \( p^+ \) values is given by

\[
\rho_{xt} = \sqrt{\frac{\sigma_x^2}{\sigma_t^2}} = \frac{\sigma_x^2}{\sigma_t^2 + \sigma_x^2},
\]

and the error variance is equal to the average, across items, of

\[
\sigma_e^2 = p(1-p)/N,
\]

where \( p \) is the true \( p^+ \) for the item, and \( N \) is the sample size for item tryout. For a collection of items with \( p^+ \) ranging from .2 to .8, we can assume that \( \sigma_t \) is about .15 and that the average for \( p(1-p) \) values is around .24 (corresponding to values for a \( p^+ \) of .4 or .6).
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