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Abstract
Since 2001, the University of Maryland University College (UMUC) Graduate 
School has been conducting outcomes assessment of student learning. The current 

3-3-3 Model of assessment has been used at the program and school levels 
providing results that assist refinement of programs and courses. Though effective, 

this model employs multiple rubrics to assess a wide variety of assignments and 
is complex to administer. This paper discusses a new outcomes assessment 

model called C2, currently being piloted in UMUC’s Graduate School. The model 
employs a single common activity (CoA) to be used by all Graduate School 

programs. It is designed to assess four of the five student learning expectations 
(SLEs) using one combined rubric (ComR). The assessment activity, scored 

by trained raters, displays pilot results supporting inter-rater agreement. Pilot 
implementation of the C2 model has advanced its reliability and its potential to 

streamline current assessment processes in the Graduate School. 

Assessing Graduate Student Learning in  
Four Competencies: Use of  a Common  

Assignment and a Combined Rubric 

 
University of Maryland University College (UMUC) has been involved in institutional 
assessment of student learning in both its undergraduate and graduate schools since 
2001. According to Palomba and Banta (1999), assessment is “the systematic collection, 
review, and use of information about educational programs undertaken for the purpose 
of improving student learning and development” (p. 4). UMUC’s institutional assessment 
plan, consistent with Walvoord’s (2004) recommendations, aligns with its mission, core 
values, and strategic plans. The plan also provides an overarching conceptual framework 
that defines student learning outcomes, provides a roadmap for assessing student learning, 
and ensures the use of findings for the improvement of UMUC programs. In the Graduate 
School, the current model of assessment is based on a framework introduced in 2010. This 
framework measures five student learning expectations (SLEs) and consists of three rounds 
of assessment at three stages carried out over a three year period each spring semester and 
has been named the 3-3-3 Model. Though the current process is effective in systematically 
collecting data across the Graduate School, it is a complex process to administer. This 
paper describes two phases of a pilot study, the intent of which was twofold: (a) to simplify 
the current Graduate School assessment process and (b) to examine and refine a new 
model that employs a recently developed assessment instrument. This article contributes 
to educational literature that focuses on graduate school assessment methods and will 
assist assessment practitioners by sharing the authors’ experiences with piloting a new 
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assessment model. Details and results of the pilot study, including information on the current 
model, design of the new assessment model, online rater training, and interpretation of the pilot 
results follow.

Graduate School Assessment Process-Current Assessment Model

 In line with university priorities and strategies, UMUC’s Graduate School has 
established a commitment to systematic assessment and the use of assessment results 
to improve student learning. The Graduate School views assessment as an ongoing and 
collaborative process driven by continuous reflection and improvement as described by 
Maki (2004). The current 3-3-3 assessment model employed by the Graduate School obtains 
evidence of student learning by assessing five student learning expectations (SLEs; Appendix 
A). The five SLEs include Communication (COMM), Critical Thinking (THIN), Information 
Literacy (INFO), Technology Fluency (TECH), and Content Knowledge (KNOW) and are 
expected of all UMUC graduate students. 

 The 3-3-3 model consists of three rounds of assessment carried out over a three-
year period each spring semester, with each round assessing all five SLEs (See Figure 1). 
This model takes a “snapshot” of student learning at three points in a program lifecycle. 
Assessments are run within the first 9 credits, between 10 and 18 credits and at 19-36 
credits, marking beginning, intermediate and advanced levels of study. 

 For each round, program directors, who manage courses in the Graduate School, 
identify the courses/sections that will conduct assessment activities. Within each course/
section, class activities are chosen that will allow students to demonstrate their abilities in 
specific SLEs.

 
 There are a variety of tools that may be used for assessing student learning, including 
standardized tests, interviews, surveys, external examiners, oral exams, rubrics, and 
e-portfolios (Prus & Johnson, 1994). UMUC’s Graduate School has chosen to use rubrics to 
assess student learning for each SLE for reasons aligned with the thinking of Petkov and 
Petkova (2006), who cite ease of implementation, low costs, student familiarity, and app- 
licability to a variety of performance criteria. Rubrics can also be used in both formative and 
summative evaluation. For use with its current 3-3-3 model, the Graduate School designed 
a set of analytic rubrics where rubric criteria align with each of the school’s five SLEs. Each 
rubric describes student performance over four progressively increasing levels of attainment 
(unsatisfactory, marginal, competent & exemplary). 

 Consistent with the design recommendations offered by Moskal (2000) and Nitko 
(2001), each Graduate School rubric contains criteria that serve to identify and describe 
the separate dimensions of performance that constitute a specific SLE. Instructors are 
required to score each rubric criterion and sum the scores. For example, the Graduate School 
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has identified the criteria of Conceptualization, Analysis, Synthesis, Conclusions and 
Implications as dimensions of the Critical Thinking SLE. When assessing assignments 
associated with Critical Thinking, faculty assign a score to each criterion, which is then 
summed up. By assigning a score to each criterion, faculty and course/program 
administrators receive multidimensional information on student performance. In addition 
to providing insights on specific levels of student learning, the inherent design of analytic 
rubrics employed in the 3-3-3 model provides students with specific feedback via the 
criteria definitions. The feedback enables students to focus on areas where they need 
improvement. The analytic rubric lends itself to formative use of rubric information, as 
opposed to the more summative approach inherent in holistic rubrics (Mertler, 2001). In 
this way, UMUC faculty and administrators use the results derived from the rubric scores 
to inform improvements to their courses and programs. In line with the iterative approach 
to rubric design described by Wiggins (1998), the Graduate School has over the past three 
rounds of assessment refined its rubrics based on assessment findings and user feedback. 
An example of a rubric currently employed in the 3-3-3 model is contained in Appendix B. 

 When Graduate School faculty carry out assessment activities in their classes, 
they are responsible not only for assigning a class grade to select assessment assignments, 
but must also score the assignments using the appropriate Graduate School rubrics. The 
faculty must record the students’ rubric scores for each specific SLE criteria on a summary 
sheet and submit the sheet to the Graduate School. Faculty and administrators are later 
provided with a summary of the assessment findings and asked to develop action plans 
to address the most significant areas of weakness in their programs. This completes the 
assessment cycle by looping actionable improvements into the course/program. 

 An example of this loop-back into courses and programs is the implementation 
of an Accounting and Finance Research Module designed by UMUC’s Library Services. 
Round 1 assessment findings indicated that, related to the SLE of Information Literacy, 
students in Accounting and Finance scored low on the criterion of Identification and were 
not able to competently differentiate between scholarly and trade journals when conducting 
research. Upon analyzing the findings, the program director asked UMUC Library Services to 
develop a resource exclusively for helping students understand how to evaluate the quality 
of publications used in their research. Subsequent findings in Rounds 2 and 3 showed 
improvement in the criteria of Identification among Accounting and Finance students. 

 The Graduate School completed its first 3-year assessment cycle under the 3-3-3 
model in Spring 2012. While the current 3-3-3 model has served the Graduate School well 
and proven reliable in delivering useful data for our goals, it has limitations and challenges 
that include: 

•	 extra grading workload for faculty who teach courses identified for assessment,
•	 no training or norming for faculty on rubric use,
•	 disparities in the types of assignments used for assessment across the Graduate 

School, 
•	 misalignments between the assignments and rubrics, and 
•	 inconsistencies in grading practices among faculty. 

As described by Buzzetto-More and Alade (2006), the reflection that occurs in relation to 
the assessment cycle often stimulates discussion and suggestions for improvements, and 
plans for implementing change. With the completion of the cycle came the opportunity to 
review the current model, which led to the design of the C2 model and current pilot study 
discussed in this paper. 

Graduate School Assessment Process-Proposed Assessment Model

 The limitations and challenges of the 3-3-3 model are not unusual in nature and 
relate to those described by those writing in the area of outcomes based assessment such as 
Banta (2002), Bresciani (2011), and Maki (2010). These challenges relate to understanding 
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the goals of assessment and having the resources and time necessary to carry out assess-
ment activities. To address some of the aforementioned challenges, the authors proposed  
a new model called C2 to simplify the current annual process. 

Development of  Common Activity (CoA) 

 In the C2 model, a single common activity (CoA) is used by all UMUC’s Graduate 
School programs to assess four SLEs (COMM, THIN, INFO, and TECH). The CoA requires 
that students respond to a question in a short essay format to demonstrate their levels of 
performance in the four learning areas. Collaboratively developed with representatives of 
all the Graduate School departments, the question relates to commonly addressed program 
themes (i.e., technology globalization and leadership) and does not require prior knowledge 
of the topic. The CoA instructions present the essay question, clearly describe for students 
the steps for completing the task, and explain how the submission will be evaluated. Of 
note, the SLE, KNOW, was excluded from the model design. While it is a learning outcome 
expected of all students in the Graduate School, it is viewed as very program/discipline-
specific and therefore, more appropriately assessed by other means, which may include 
standardized exams or special projects. 

Design of  Combined Rubric (ComR)

 A new rubric (ComR) was designed for use in the C2 model by initially combining 
relevant and established criteria from the current rubrics used in the 3-3-3 model, excluding 
those related to knowledge (KNOW). The researchers remained committed to the use of 
analytic rubrics in the C2 model for the benefits cited previously, including their ability to 
present a continuum of performance levels, provide qualitative information on observed 
student performance, and the potential for tracking student progress (Simon & Forgette-
Giroux, 2001). The ComR rubric removed overlaps between the four existing rubrics. The 
steps in the design of the ComR involved:

•	 Consolidation of individual rubrics from four SLEs (COMM, THIN, TECH, INFO) 
into a single rubric (ComR) with fourteen criteria

•	 Review and revision based on feedback from the Graduate School  
Assessment Committee

•	 Use of ComR in Phase I to test content validity and alignment between ComR 
and the CoA

•	 Review and revision based on feedback from raters in Phase I to further  
consolidate ComR into nine criteria

•	 Application of the refined ComR in Phase II

The ComR rubric employed in Phase I is presented in Appendix C and Appendix D shows 
the refined ComR rubric used in Phase II.

 The C2 model was designed to provide the means to evaluate multiple SLEs simul- 
taneously and to score the common activity (CoA) by trained raters. Table 1 contrasts the 
new C2 model with the current 3-3-3 model.

Allocation of  Resources

 The primary resource needed for the development of the C2 model was time. The 
collaborative process took over a year from the time the idea was first proposed by the 
researchers to the Graduate School Assessment Committee to the time the pilot was con- 
ducted in Spring 2012. Fortunately, all members of the committee were in agreement that 
the existing 3-3-3 assessment model needed to be simplified and improved, therefore it 
did not take much convincing for them to agree to participate in the pilot. The most time 
expended was in the development of the common activity (CoA) and the combined rubric 
(ComR). The essay question for the CoA was developed over a period of several months 
until a consensus was reached across the Graduate School. The ComR was created through

Moskal and Leydens (2000) 
suggest that discussing 
differences in raters’ scores 
helps improve reliability, as 
does making performance 
criteria more precise, 
though narrow criteria 
definitions may preclude 
applicability to other 
activities. Bresciani, Zelna 
and Anderson (2004) con-
tend that norming ensures 
that raters understand the 
rubric in a similar manner, 
which promotes consisten-
cy in scoring, and thereby 
enhances reliability.



RESEARCH & PRACTICE IN ASSESSMENT

Volume Seven | Winter 201233                     

an iterative process, which included sharing each draft edition and making adjustments until 
the committee was in agreement. Additional resources included a stipend paid to the seven 
hired raters trained for grading. The funds for the stipends were provided from a federal grant. 
These stipends resulted in a total cost of $7,000. 

Implementation of  C2 Model

 The pilot study was conducted sequentially through two phases: Phase I and II. 
In Phase I, the ComR was used in three graduate programs to determine its reliability 
for grading the CoA. The three Masters’ programs that were part of Phase I included 
Biotechnology, Master of Arts in Teaching, and Master of Education in Instructional 
Technology. The three programs were selected based on the interest and willingness of the 
degree program directors to participate in the pilot and their ability to easily incorporate  
the pilot activity into their courses. The CoA was explained in the syllabi of the courses 
selected for the pilot study and was scheduled to be completed during the first quarter of 
the semester. 

Raters’ Training and Norming

 Adding trained raters to the C2 model was done for the purposes of simplifying 
faculty workloads and improving scoring consistency. Program directors were asked to 
suggest faculty who could act as raters for the pilot papers. The faculty raters needed to  
fit the following guidelines: they were not teaching any of the pilot courses in Spring 2012, 
had experience teaching and grading in the participating programs, and therefore could 
easily become ‘raters’ for the pilot study. All seven recommended faculty members were 
contacted and 100% agreed to participate in the study. Contracts for the faculty raters 
were discussed, signed and processed with an agreed-upon timeline for training, scoring 
procedures and follow-up. 

 A total of 91 students completed the activity. The papers were collected, redacted 
of any identifiable information, and assigned a code number prior to being distributed to 
the raters. Raters were given a set of anchor papers, selected from the submissions, which 
provided the raters with samples of varying levels of student performance (Tierney & 
Simon, 2004). To strengthen reliability and yield a consistency in grading with the rubric, 
raters were required to participate in norming sessions (Trochim & Donnelly, 2006) prior 
to and after the scoring of the anchor papers. Since raters were geographically dispersed, 
the norming sessions were conducted online, both asynchronously and synchronously, to 
allow for flexibility and scalability. All raters actively engaged in the training and norming 
sessions, which provided them with the opportunity to practice scoring anchor papers 
and discuss in detail the interpretation and application of the combined rubric for grading. 
Moskal and Leydens (2000) suggest that discussing differences in raters’ scores helps 
improve reliability, as does making performance criteria more precise, though narrow 
criteria definitions may preclude applicability to other activities. Bresciani, Zelna and 
Anderson (2004) contend that norming ensures that raters understand the rubric in a 
similar manner, which promotes consistency in scoring, and thereby enhances reliability.

 Papers were assigned to raters in a discipline-specific manner in Phase I such 
that the raters from the Education department received and scored papers from students 
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in Education, while raters from Biotechnology graded papers from the Biotechnology 
program course.

Inter-rater Reliability

 In this study, each paper was randomly assigned to two independent raters and 
graded by them using the same scoring rubric. This process is called coding because 
the raters are creating the data when they assign scores (ratings) to each student paper. 
Stemler (2004) states that in any situation that involves judges (raters), the degree of 
inter-rater reliability is worthwhile to investigate, as the value of inter-rater reliability has 
significant implication for the validity of the subsequent study results. There are numerous 
statistical methods for computing a measurement estimate of inter-rater reliability (e.g., 
simple percent-agreement, Cohen’s Kappa, generalizability theory, Pearson r, etc.) and each 
of them has advantages and disadvantages (Stemler, 2004). For example, Pearson r can be 
a useful estimator of inter-rater reliability only when one has meaningful pairings between 
two and only two raters (linear relationship between the two set of ratings). Cohen’s Kappa 
is commonly used for calculating inter-rater reliability for qualitative (categorical) data 
(i.e., gender, age, education level, etc.). Its greatest advantage is taking into account chance 
agreement between two or more raters. However, Kappa assumes that all raters have similar 
training and experience. When raters have dissimilar training and experience, the Kappa 
statistic is likely to be underestimated (Crewson, 2005). 

 Intraclass Correlation Coefficients (ICC) were used in this study for the estimation 
of inter-rater reliability. An ICC is a measure of the proportion of a variance that is explained 
by the objects (i.e., students) of measurement (i.e., raters’ ratings). ICC has advantages 
over bivariate correlation statistics, such as Pearson r, as it accounts for variability between 
multiple raters and among the multiple dimensions of the rubric. Reliability assessed by 
ICC is a scaled agreement index under ANOVA assumptions. As discussed in the works of 
McGraw and Wong (1996) and Shrout and Fleiss (1979), to select an appropriate form of the 
ICC, one has to make several decisions related to (a) which ANOVA model should be used 
to analyze the data (one-way or a two-way); (b) whether differences in raters’ mean ratings 
relevant to the reliability of interest (ICC for consistency vs. absolute agreement) and (c) 
whether the unit of analysis is a mean of several ratings or single rating (ICC for average vs. 
single measurements). 

 In this study, each student paper was rated by a randomly selected group of two 
raters from a larger pool. In other words, the same two raters did not grade all the papers. 
No effort was made to disentangle the effects of the rater and student paper, but only the 
objects (students) were treated as a random factor. Therefore, a one-way random effects 
ANOVA model was used to calculate the ICC (measures of absolute agreement were selected, 
as consistency measures were not defined in this model). The “average measures” ICC was 
provided in the results, which indicates the inter-rater reliability when taking the mean 
of all ratings from multiple raters and multiple dimensions of the rubric. The ICC will 
approach 1.0 if there is less variance within item ratings. According to Nunnally (1978), 
an ICC of 0.7 is generally considered an acceptable level for the type of study employed in 
this pilot. 

Multiphase Approach 

 The researchers anticipated that the development of the C2 model would be a process 
of continuous improvement. For this reason, Phase II was performed and lessons learned from 
Phase I were applied that included further refining the ComR based on feedback provided by 
the raters and modifying the pilot process. Refining the rubric involved eliminating what the 
raters determined were redundant or overlapping criteria and clarifying criteria descriptions. 
In terms of modifying the pilot process, the same set of papers and raters from Phase I were 
used in Phase II, but the raters were given different subsets of papers and the papers were 
not assigned in a discipline-specific manner. This modification was made to allow us to gain 
insight into how well raters would handle rating papers from different disciplines, which is 
an ultimate goal in the Graduate School’s full implementation. 
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Results

 In both Phases I and II, each paper was rated by two raters and the ICC was com- 
puted. Table 2 displays a value of 0.44 in ICC from the Phase I data, which means that 
approximately 44% of the time two independent raters assessed an item and then scored 
it with the same value. The ICC is lower than the generally acceptable level of 0.70. In 
an attempt to increase the relative low reliability (0.44) generated in Phase I, the authors 
refined and consolidated the ComR to remove redundancy, and thereby reduced the 
number of criteria from fourteen to nine. The authors carefully selected a different set 
of anchor papers than those used in Phase I that clearly represented different levels of 
student performance. In addition, in Phase II, a third rater was used for papers when the 
scores between two raters had discrepancies greater than 1 point in at least 3 criteria. 
These extreme scores were discarded before calculating the Phase II ICC.

 By implementing the refinements and consolidations to the rubric and common 
activity, Phase II ICC provided a value of 0.75, meaning approximately 75% of the time two 
independent raters assessed an item and then gave it the same score (Table 2). Since the 
ICC for Phase II reached the generally acceptable level (0.70) of agreement among these 
raters, it provided confidence in the reliability of the C2 model. 

Discussion 

 As mentioned earlier, the present 3-3-3 Graduate School assessment model has 
some limitations. One of those is the increased faculty workload of grading a wide variety 
of assignments that are used for assessment across the Graduate School programs. With 
the 3-3-3 model, there can also be grading inconsistency and weak alignment between the 
assignment and the rubrics. 

 The C2 model appears to have simplified the assessment process. The new C2 
assessment model implemented a common activity (CoA) and used a combined rubric 
(ComR) for the outcomes assessment process. It also addressed the concerns with the 
current 3-3-3 model in that it: 

•	 shifted the faculty grading workload to external, trained raters,
•	 incorporated training and norming sessions to improve rubric consistency and use, 
•	 eliminated assignment disparities by employing one common activity across the 

Graduate School, and 
•	 provided tighter alignment between the assignment and rubric.

 Rezaee and Kermani (2011) write that “raters’ inconsistencies in scoring can be 
attributed to different factors among which are raters’ gender, age, teaching experience, 
scoring experience, first language and scoring environment” (p. 109). Furthermore, 
Bresciani et al. (2004) report that low reliability among raters may be influenced by the 
(a) objectivity of the task or scoring, (b) complexity of the task, (c) group homogeneity 
of the raters, (d) work pace of the raters, and (e) number of assignments scored. A lower 
agreement among raters may result from various reasons such as ambiguity of the rubric 
criteria and activity instructions, misunderstanding of rubric criteria, preconceived notions 
held by raters, and using a small pool of raters. In Phase I the ICC of .44 was lower than 
the generally acceptable .70 level, indicating the potential presence of such issues for the 
participating raters. In Phase II, the authors addressed some of these issues in an attempt 
to improve the inter-rater reliability, the results of which, was an improved ICC of .75. 

Instructors often feel a 
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more knowledge and 
understanding of the specific 
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 Although the effect of norming on inter-rater reliability may be disputed, the 
researchers recognized the importance of the norming process for refining the rubric and 
the activity. The pilot norming results emphasized the importance of providing a range of 
anchor papers that represented different levels of student performance in order to determine 
and discuss baseline scoring. Rater feedback during the norming process also informed further 
rubric consolidation. The iterative process of refining the CoA and ComR worked toward 
ensuring that the criteria for each SLE were discrete, not dependent on each other and 
directly assessable. As a result, the original combined rubric (ComR) with fourteen criteria 
was consolidated further in Phase II to nine criteria, again simplifying the use of the rubric 
and potentially contributing to better application and agreement among raters. 

 In addition, there appears from the pilot to be benefits in using external raters 
to score assessment activities as opposed to the teaching faculty. Instructors often feel a 
pressure to align assessment scores with assignment grades, whereas raters can focus solely 
on the criteria under assessment. External raters may also possess more knowledge and 
understanding of the specific criteria under assessment. In addition, providing a potential 
point of comparison between rater and teacher evaluations may serve in evaluating 
assessment findings. 

Limitations of  this Study

 Even though the main goals of this pilot study were met and simplification of the 
current Graduate School assessment process seems promising, there are limitations to this 
study and future research is needed to address them. 

 The use of a single assignment and rubric to evaluate multiple competencies may be 
construed as a limitation. As Maki (2004) points out, “Relying on one method to assess the 
learning described in outcome statements restricts interpretations of student achievement 
within the universe of that method” (p.156); using multiple measures to assess different 
learning outcomes, on the other hand, has its advantages. However, others have explored 
the possibility of combining various rubrics to evaluate multiple learning outcomes based 
on a single student assignment (Stanny & Duer, 2012). In addition, just as the trained raters 
provided feedback for the rubric in Phase I of this pilot study, the researchers expect to 
continue to receive feedback for further refinements in future phases of our studies.

 Another limitation may result from the design of the study. In this pilot study no 
two raters graded all the same papers. This was intentional as eventually a pool of raters will 
be expected to grade all the papers that come out of the Graduate School. Having the same 
two or more raters grade all the papers will not be practical for implementation purposes. 
Consequently, one-way (or one-factor) random effect ANOVA model using objects (students) 
as the only effect was used to calculate ICCs. This approach limited the ability to evaluate the 
rater effect as a variable because specific raters and the interactions of raters with students 
were not disentangled. Intra-rater reliability, a measure of the rater’s self-consistency, also 
could not be defined in this study. 

Conclusions and Further Studies 

 This study describes the implementation of a unique assessment model, C2. Our 
findings indicate that this model may have a higher rate of reliability than the Graduate 
School’s current 3-3-3 model. Using the C2 model, several core learning competencies 
may be assessed simultaneously through a common assignment, a combined rubric, and 
trained raters across different graduate programs. This model is an attempt to improve the 
comparability of the data across programs, increase clarity of the process, decrease faculty 
workload, and therefore greatly simplify the outcomes assessment process. To evaluate both 
object (student) and rater effects, either the two-way random or mixed effects model, in which 
each student paper is rated by the same group of raters, may be used in future studies.

 In order to further improve on the reliability of scores from the common activity 
and the combined grading rubric, Phase III of the C2 model will be applied to several 
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programs across the Graduate School in Fall 2012 in preparation for a potential graduate 
school-wide implementation. Post graduate school-wide implementation, the authors will 
focus on methods to establish the validity of the C2 model. 
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Appendix A

UMUC Graduate School Student Learning Expectations (SLEs)

Appendix B

Rubric for 3-3-3 Assessment Model
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Appendix C

ComR Rubric for Phase I



RESEARCH & PRACTICE IN ASSESSMENT

Volume Seven | Winter 201241                     

Appendix D

 ComR Rubric Phase II 


