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ABSTRACT
Cloze items are commonly used for both assessing learning
and as a learning activity. This paper investigates the selec-
tion of sentences for cloze item creation by comparing meth-
ods ranging from simple heuristics to deep learning summa-
rization models. An evaluation using human-generated cloze
items from three different science texts indicates that simple
heuristics substantially outperform summarization models,
including state-of-the-art deep learning models. These re-
sults suggest that sentence selection for cloze item genera-
tion should be considered a distinct task from summariza-
tion and that continued advances on this task will require
large datasets of human-generated cloze items.
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1. INTRODUCTION
Cloze items, also known as fill-in-the-blank questions, are
common in educational practice, with applications both for
assessing learning and for promoting learning [16]. Because
cloze items may be created directly from text simply by
deleting a word or phrase, automated methods for creating
cloze items have been considered since their inception. In-
deed, the work widely viewed as introducing the cloze item
also proposed creating them by randomly deleting words or
deleting every nth word [24], and these methods became a
common practice in the following decades [2]. For learn-
ing applications, however, such text-insensitive automated
methods offer no control over content, and for assessment
applications, research suggests that text-insensitive meth-
ods are better aligned with local properties of the text (e.g.
grammar and vocabulary) than with non-local properties
associated with text comprehension [2, 3, 4].

Advances in natural language processing (NLP) since 1990
have enabled text-sensitive approaches to cloze item creation
for both learning and assessment applications. Research in
this area has broadly organized around two different goals,
creating cloze items for language learning (native or foreign
language) and for text comprehension (i.e., learning from
text). These two goals have led to different approaches
for creating text-sensitive cloze items. Research on cloze
items for language learning tends to be keyword-first [5, 8,
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9, 22], meaning that sentences in the text are selected for
cloze items depending on the presence of relevant keywords.
These keywords are then deleted to make cloze items. Sim-
ilar to text-insensitive methods, a keyword-first approach
emphasizes local properties of the text and so aligns with
common language-learning concerns like grammar and vo-
cabulary, while allowing for more control over content. In
contrast, research on cloze items for text comprehension
tends to be sentence-first [1, 15, 19], meaning that impor-
tant sentences in the text are selected first, followed by pro-
cedures for deleting words to make cloze items. A common
approach to selecting important sentences for cloze items is
to use extractive summarization techniques [1, 15]. Extrac-
tive summarization systems attempt to create a coherent
summary of a text by filtering out unimportant sentences in
a text (conversely selecting important sentences) [18] and so
intuitively appear relevant for this task. Because sentence-
first approaches focus on the non-local properties of the text,
they are aligned with text comprehension concerns.

Research on automated cloze item creation has predomi-
nantly been theory-driven rather than data-driven, likely
because large datasets of human-created cloze items have
not been available until recently and only then for language-
learning goals [26]. Given the absence of data with which to
train and evaluate models, researchers have used rule-based
and statistical techniques that are fundamentally heuristic,
and they have evaluated their systems largely using rubric-
based human evaluation of the cloze items created, rather
than by comparing them to human-generated cloze items.
One notable exception is Olney et al. [19], who compare
their method with human-generated items and randomly
generated items on learning outcomes. However, that work
does not present a detailed comparison of automatic- and
human-generated cloze items.

Research on automated cloze item creation could benefit
from adopting common practices in other areas of NLP, such
as common datasets, standard evaluation metrics, and the
comparisons these allow with previous work. To this end,
the present paper proposes sentence selection as a standard-
ized task associated with cloze item creation. The sentence
selection task is ideal for standard evaluation metrics be-
cause automated selections can be directly compared to hu-
man selections. The remainder of this paper compares mul-
tiple existing methods and their performance on the sentence
selection task, including Olney et al. [19], a recent updated
version of that model [20] with several variants, and three
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extractive summarizers.

2. SENTENCE SELECTION MODELS
2.1 Olney et al. (2017)
Olney et al. [19] used a coreference resolution system [12] for
selecting sentences. A coreference chain is a sequence of re-
peated mentions of the same entity across a text. A common
example of a coreference chain is between a noun and corre-
sponding pronouns (e.g., “Jill” and “her”), but mentions can
be less obviously connected (e.g., “Queen of England” and
“Elizabeth”). Intuitively, a long chain represents an entity
that is important to the discourse, and a sentence containing
multiple such chains is important because it involves multi-
ple such entities. Olney et al. operationalized this intuition
with the heuristic that important sentences should contain
at least three coreference chains (i.e., should contain men-
tions in these chains) and that the chains themselves should
have a length of at least two mentions. These sentences
were then filtered using criteria from a discourse parser [23],
specifically nuclearity of elementary discourse units [11]. Un-
der the theory implemented by the parser, clauses that carry
little or no meaning are called satellites and are contrasted
with nuclei that carry substantial meaning. Thus, selected
sentences were deselected if they consisted of only satellite
discourse units. This two-step heuristic was developed by
inspecting a single text on the circulatory system and se-
lecting criteria such that the number of selected sentences
exactly matched the number of human-selected cloze sen-
tences; the sentences themselves were not observed in the
development of the heuristic. In later unpublished work,
the above method was extended by ranking the sentences
on the above criteria as well as the summed length of all
coreference chains in a sentence. This extension makes it
straightforward to return the top n sentences that meet the
original two-step heuristic criteria while also relaxing these
criteria when more sentences are requested.

2.2 Pavlik et al. (2020)
Pavlik et al. [20] describe a reimplementation of Olney et
al. [19]. The reimplementation differs in several respects, in-
cluding using a new coreference system based on deep learn-
ing [7] and doing away with the discourse parser constraint
of nuclearity. It preserves the first step of the heuristic, pri-
oritizing sentences having at least three coreferences chains
of at least length two, and similarly ranks sentences using
that criteria as well as the summed length of all coreference
chains in a sentence. No comparison with Olney et al. [19]
was reported.

2.3 MEAD summarizer
The MEAD summarizer [21] is a widely-used, publicly avail-
able summarizer applicable to multiple documents and mul-
tiple languages. Although MEAD has an orientation to ex-
tractive summarization of multiple documents on the same
topic (e.g., a news story), it can also be used to summarize a
single document. MEAD uses a variety of features to select
sentences for summarization, including sentence length, po-
sition in the document, cosine with other sentences, keyword
match, and LexPageRank, a measure of sentence centrality
with respect to words in the document. By default, MEAD
uses a linear combination of these features to identify impor-
tant sentences and can be used to return the specified top

Table 1: Text characteristics
Text FK Grade Words Sents Selected
Circulatory 6.2 987 73 21
Nitrogen cycle 8.2 976 94 26
Photosynthesis 8.2 977 75 24

n such sentences, skipping sentences that are too similar to
already included sentences.

2.4 SMRZR summarizer
The SMRZR summarizer focuses on summarizing lectures
using deep learning, is open source, and is freely available at
https://smrzr.io/ [13]. The summarizer uses BERT [6] to
project each sentence in the document to an sxwxe matrix,
where s is the number of requested summary sentences, w is
the words, and e is the embedding dimension. This matrix
is then reduced to an sxe matrix by averaging over words,
and each of the s sentence vectors in this reduced matrix
is submitted to K-means clustering using k = n, the num-
ber of requested sentences. The sentences returned by the
summarizer are those closest to the centroid of each of the
clusters. SMRZR was not trained on a corpus but rather
used a pre-trained BERT model. The layer from which the
sxwxe matrix is extracted was manually selected based on
experimentation with a small set of test cases.

2.5 BERTSumExt summarizer
The BERTSumExt summarizer is a document-level BERT
encoder that stacks inter-sentence Transformer [25] layers
on top of BERT and is open source and freely available
[10]. In this BERT variant, input sentences are separated
by [cls] tokens to learn sentence representations encoded in
corresponding token vectors at the output layer. These sen-
tence representation vectors are then input to inter-sentence
Transformer layers with position embeddings to capture sen-
tence position, and these lead to a sigmoid classifier output
layer that indicates the importance of the sentence. The
top n such sentences can be returned to create an extractive
summary. Unlike SMRZR and MEAD, BERTSumExt is di-
rectly trained on news corpora. BERTSumExt was state
of the art on extractive summarization for the CNN/Daily
Mail dataset [14] and was only recently surpassed by a sys-
tem with less than a 1 point improvement in recall [27].

3. EVALUATION
3.1 Procedure
Evaluation data were obtained by asking expert judges to
create cloze items for three texts on science topics, includ-
ing the circulatory system, the nitrogen cycle, and photosyn-
thesis. The text and cloze items for the circulatory system
were taken from Olney et al. [19]. The other texts were
created by a graduate student blind to the purpose of the
study to match the length and difficulty of the circulatory
system text. As shown in Table 1, texts matched closely in
number of words but somewhat less so in terms of difficulty,
with both nitrogen cycle and photosynthesis texts being ap-
proximately two Flesch-Kincade grades level units higher in
difficulty than the circulatory system text.

Cloze items for the circulatory text were created by a grad-
uate student who operationalized the task as selecting sen-



Table 2: Recall of Sentence Selection
Model Circ. Sys. Nit. Cyc. Photosyn. M
Olney et al. .57 .19 .33 .37
Pavlik et al. .57 .35 .46 .46
MEAD .29 .42 .33 .35
SMRZR .33 .19 .38 .30
BERTSumExt .10 .27 .38 .25
Random .29 .28 .32 .29
Two chains .48 .27 .38 .37
# chains .52 .27 .38 .39
No restriction .29 .35 .42 .35

tences conveying the main ideas. Cloze items for the other
two texts were created by a high school biology teacher who
was blind to the purpose of the study. Both human judges
selected similar numbers of sentences across texts.

Each of the three texts was input into the models described
in Section 2 along with the parameter n, the number of sen-
tences selected by a human judge for that text. The primary
evaluation metric was the number of sentences returned that
were selected by human judges (i.e. overlap), divided by n.
This metric is equivalent to recall for extractive summa-
rization, which some have argued is more appropriate than
precision given the variability in human sentence selection
[17].

Additionally, we evaluated several variants of the Pavlik et
al. model that varied according to the primary heuristic of
having at least three coreferences chains of at least length
two. The variants included having at least two corefer-
ences chains of at least length two, replacing this restriction
by ranking by the total number of chains in the sentence,
and removing this restriction entirely. Each variant ranks
the sentences, post-constraint, by the summed length of all
coreference chains in a sentence, just as the original.

3.2 Results
Results are presented in Table 2, which shows the best model
recall score per text in bold font, with the final column show-
ing the average recall across texts. The initial rows of Table 2
correspond to the models in Section 2, followed by a random
baseline (i.e., random selection of n sentences), followed by
the variants of the Pavlik et al. model.

The best performing model is Pavlik et al. [20], which has
the best average score as well as the top score (or tied) for ev-
ery text with the exception of the nitrogen cycle, for which
MEAD achieves the highest score. The increased perfor-
mance of Pavlik et al. model relative to the original Olney
et al. [19] suggests that the discourse parser constraint of
nuclearity is not contributing heavily to performance and
that these contributions are easily overwhelmed by using a
higher-performing coreference resolution system. However,
it is notable that although the systems achieve the same
score on the circulatory system, they do not make identical
predictions: 25% of the correct predictions differ between
the two models.

It is remarkable both how badly the summarization models
perform on this task as well as how their performance seems

to improve as their simplicity increases. The most sophisti-
cated model, BERTSumExt, which is near state of the art
on extractive summarization, performs below chance on 2/3
of the texts as well as below chance on average. SMRZR, an-
other deep learning model, is similarly below chance on 1/3
of the texts and only 1% above chance on average. MEAD,
the simplest and oldest model, is approximately at chance
on 2/3 texts, though its average score is elevated by its top
performance on the nitrogen cycle text. Overall, these re-
sults suggest that the intuition that summarization models
are suitable for the sentence selection task of cloze item cre-
ation is incorrect. Indeed it appears that models trained
on newswire text, like BERTSumExt, may be particularly
poorly suited for this task.

Finally, the variant results indicate that the current heuris-
tics used by Pavlik et al. are not overfitted to the original
circulatory system text. No variant achieves a higher score
on any single text or overall. However, the variant results
suggest that heuristics involving the number of chains in a
sentence are particularly significant for improving the score
of the circulatory system text.

4. DISCUSSION
We have proposed sentence selection as a standardized task
associated with automated cloze item creation. Unlike pre-
vious work that has used rubrics to evaluate cloze items,
sentence selection allows automated selections to be directly
compared to human selections using standard evaluation
metrics like recall. Because our results show that simple
heuristics outperform extractive summarization models, in-
cluding a state of the art deep learning model, we argue that
sentence selection for cloze item generation should be consid-
ered a distinct task from extractive summarization, partic-
ularly extractive summarization in the context of newswire
text, where it has historically focused. Previous researchers
have raised concerns with the type of direct evaluation we
propose, based in part on the variability of sentences human
judges will select for extraction [17]. We believe that these
concerns are more valid for newswire text as opposed to
academic text, which by definition is designed for learning.
While experts may not agree on what parts of a current
news story are most important in a summary, we suspect
that experts on photosynthesis generally agree on key ideas,
and thus key sentences in a text. However, we have not pre-
sented evidence confirming this suspicion in this paper, nor
are we aware of research that has investigated this question.
This suggests a new direction in automated cloze item cre-
ation: the creation of large datasets of cloze items on diverse
texts, where each text has been annotated by a large enough
sample of human judges that we can estimate human agree-
ment reliably enough to calculate whether an automated
method agrees as much (or more) with humans as humans
do with each other. Without common datasets, standard
evaluation metrics, and the comparisons these allow with
previous work, we fear that researchers will continue to cre-
ate novel systems and evaluate them in isolation, which will
ultimately contribute little to progress on automated cloze
item creation.
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