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ABSTRACT
Digitalization and automation of test administration, score reporting, and feedback provision have the potential to benefit large-scale and formative assessments. Many studies on automated essay scoring (AES) and feedback generation systems were published in the last decade, but few connected AES and feedback generation within a unified framework. Recent advancements in machine learning algorithms enable researchers to develop more models that explore the potential of automated assessments in education. This study makes the following contributions. First, it implements, compares, and contrasts three AES algorithms with word-embedding and deep learning models (CNN, LSTM, and BiLSTM). Second, it proposes a novel automated feedback generation algorithm based on the Constrained Metropolis-Hastings Sampling (CGMH). Third, it builds a classifier to integrate AES and feedback generation into a systematic framework. Results show that (1) the scoring accuracy of the AES algorithm outperforms that of state-of-the-art models; and (2) the CGMH method generates semantically-related feedback sentences. The findings support the feasibility of an automated system that combines essay scoring with feedback generation. Implications may lead to the development of models that reveal linguistic features, while achieving high scoring accuracy, as well as to the creation of feedback corpora to generate more semantically-related and sentiment-appropriate feedback.
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1. INTRODUCTION
Automatic essay scoring (AES), the task of machine-grading essays or constructed-response items, has been gaining attention due to technology-powered advances in educational assessment [16]. The goal of AES is to produce reliable and valid scores using machine scoring rather than human scoring [43]. Previous research has made advances in automatic grading essays with handcrafted features [16, 30, 40]. Currently, with the availability of large volumes of trainable corpora extracted online and the development of models for word representation in the Natural Language Processing (NLP), deep learning approaches have produced highly reliable scores using text classification methods [10, 12, 22]. However, few studies have approached automated essay scoring and automated feedback generation to achieve a fully automated computer-based testing system (CBT).

Earlier attempts at implementing feedback have been made using real-time online tutoring by humans [18, 31]. Findings show that human tutoring is effective at improving students’ performance, but it is time consuming and labor intensive. Also, human tutoring is not applicable to large-scale practice and open-ended platforms with large numbers of students. Research on automated feedback generation emerged in the last decade to fill this gap by developing tools to scaffold students within computer-based testing environments [24, 36]. Previous studies have focused on generating formative feedback using rule-based approaches [3, 38]. Although rule-based feedback generation is relatively easy to achieve and the generated sentences can be considered to be appropriate feedback, this approach is usually restricted to pre-designed templates. Recent efforts have been made to engage students in more communicative and adaptive environments and to propose feedback-generation frameworks using sentence generation with constraints, where the constraints are often defined by domain-specific terms [8, 11]. Nevertheless, few studies have empirically examined automated language generation in CBTs. This study proposes a framework that introduces an algorithm based on deep learning models with an unsupervised sentence-generation approach to automatically grade essays and to generate feedback.

2. RELATED WORK
2.1 Automated Essay Scoring
Automated essay scoring constitutes the task of automatically assigning scores to written essays based on features or characteristics in the text. Several systems for Automated Essay Scoring (AES) have already been developed and used in large-scale high-stakes assessments for several decades. Page [33] designed the first intelligent scoring system, Project Essay Grade (PEG), using simple linear regression with hand-crafted features such as essay length and proposition counts to perform text classification tasks based on these features. Since then, other systems for automated essay scoring emerged such as Intelligent Essay Assessor [25], e-rater [6], Intellimetric [41], and My Access! [41]. Several AES methods have been later adopted to make predictions on student writing scores. Yannakoudakis et al. [44] approached AES as a preference-ranking problem and evaluated essays based on pairwise comparisons of features, such as POS n-grams features and complex grammatical features. Gierl et al. [16] demonstrated the application of AES in medical exams with Support Vector Machine (SVM). Phandi et al. [34] approaches AES with Bayesian Linear Ridge Regression. Taghipour and Ng [40] designed an ‘Enhanced AI Scoring Engine’ (EASE) based on four genres of
features: length-based features, Parts-of-Speech (POS), word-prompt overlap, and bag of n-grams. These features were fed into several model architectures such as Convolutional Neural Network (CNN) and the Recurrent Neural Network (RNN)-variants, namely Long Short-Term Memory (LSTM) and Bidirectional LSTM (BiLSTM), to compare the prediction performance of the models. Phandi et al.’s [34] attempt to employ deep learning models to predict essay scores was later used as a baseline for related studies. Previous studies on automated essay scoring rely heavily on handcrafted feature engineering and knowledge on linguistic discourse. Inspired by recent advances of deep learning models and word embedding techniques, a substantial body of literature has emerged, which has contributed to applying deep learning methods in automated essay scoring tasks. Alikaniotis et al. [1] implemented a two-layer bidirectional LSTM with score-specific word embeddings to learn essay representations and conduct AES tasks. The proposed model outperformed the baseline SVM model. Later, Dong and Zhang [9] established a three-layer model architecture combining CNN for character representation and LSTM for sentence representation with an extra attention-pooling layer, which performed better than Taghipour and Ng’s [40] model and their two-layer CNN model. Taghipour and Ng’s attempt of combining feature engineering and deep learning models inspired later trials of applying word embeddings and deep learning methods on AES.

2.2 Automated Feedback Generation

Providing feedback is a key ingredient in performance improvement. In education, feedback is defined as the information provided by an agent regarding aspects of one’s performance or understanding [17]. High-quality personalized and timely feedback can improve learners’ performance [17], but feedback provision is often reported as the long-standing weakness of ITSs and computer-based assessment systems [27]. On the one hand, students complain that they receive too little quality feedback in the process of learning [5, 13]. On the other hand, students are reported to misuse and abuse the feedback or hints provided by the ITSs [37]. Thus, knowing how and when to provide real-time personalized feedback that guides and motivates students’ learning remains a challenge.

Williams and Dreher [42] advocated the potential of fully-automated systems that perform both scoring and feedback provision with machines in tasks such as essay grading. Previous efforts have been made to produce feedback in intelligent tutoring or assessment systems [7, 19, 21] for various disciplines, such as computer science [14, 23], information and communication technology (ICT [7]), and English as a Second Language (ESL [26]). However, most automated assessment systems adopt a template-based method to generate feedback [4, 26, 42], which usually produces feedback that is limited to fixed expressions.

Recent advances on constrained sentence generation shed some light onto flexible feedback generation. For example, Su et al. [39] proposes a Gibbs sampling method to meet the constraints of sentiment control. However, Gibbs sampling is not able to vary the sentence length or handle keywords when generating the sentence. Miao et al. [32] extends the Gibbs sampling to a novel unsupervised sampling approach, named Constrained Generation by Metropolis-Hastings sampling (CGMH). The CGMH is a subtype of the Markov Chain Monte Carlo (MCMC) methods. The CGMH allows for more flexible operations on word tokens in a sentence space, thus it is easier to generate content with constraints and varying sentence lengths. Miao et al. [32] tested the CGMH on three tasks including key-to-sentence generation with hard constraints, paraphrase, and error correction with soft constraints. The CGMH method outperformed state-of-art sentence-generation algorithms. Yet, one of the reasons that the research on automated feedback generation with NLP is lagging behind may be that there is no publicly-available feedback corpus.

2.3 Present Study

We propose an AES and an automated feedback generation framework to support students’ performance. Specifically, the current study implements three deep learning models for automated essay scoring: (1) CNN; (2) CNN and LSTM; and (3) CNN and BiLSTM. In addition, a novel unsupervised sentence-generation approach uses CGMH to automatically provide feedback for test takers based on their predicted essay scores. The remaining sections are guided by the following research questions:

1. To what extent can the AES algorithms generate accurate performance on essay scoring?

2. To what extent can the CGMH algorithms generate fluent and semantically-related feedback?

The contributions of the present study are three-fold. First, the study advances computer-based testing by incorporating automated feedback generation into the assessment framework, especially for unstructured text (e.g., essays). Second, the flexible unsupervised learning approach creates a corpus of semantically-related and sentiment-appropriate feedback for scaffolding. Third, the scalable automatic assessment and feedback provision system is automated and performs accurately, which paves the way for future implementations of feedback generation for various domains within intelligent tutoring systems.

3. METHOD

3.1 Datasets and Corpus

The dataset for the AES task was retrieved from a Kaggle challenge named Automated Student Assessment Prize (ASAP) sponsored by the Hewlett Foundation in 2012 and detailed in Table 1.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Grade Level</th>
<th>Training set size</th>
<th>Score Range</th>
<th>Ave Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>persuasive /persuasive / expository</td>
<td>8</td>
<td>1783</td>
<td>2-12</td>
</tr>
<tr>
<td>2</td>
<td>persuasive /persuasive / expository</td>
<td>10</td>
<td>1800</td>
<td>1-6</td>
</tr>
<tr>
<td>3</td>
<td>source dependent</td>
<td>10</td>
<td>1726</td>
<td>0-3</td>
</tr>
<tr>
<td>4</td>
<td>source dependent</td>
<td>10</td>
<td>1772</td>
<td>0-3</td>
</tr>
<tr>
<td>5</td>
<td>source dependent</td>
<td>8</td>
<td>1805</td>
<td>0-4</td>
</tr>
<tr>
<td>6</td>
<td>source dependent</td>
<td>10</td>
<td>1800</td>
<td>0-4</td>
</tr>
<tr>
<td>7</td>
<td>persuasive /persuasive / expository</td>
<td>7</td>
<td>1569</td>
<td>0-30</td>
</tr>
<tr>
<td>8</td>
<td>persuasive /persuasive / expository</td>
<td>10</td>
<td>723</td>
<td>0-60</td>
</tr>
</tbody>
</table>

The ASAP is the benchmark dataset for piloting AES studies. It consists of 8 prompts and 4 genres, including persuasive, narrative,
expository, and source-dependent responses. In total, 12,979 essays were released. Since the ASAP has not made the official test sets publicly available, we used 60% of the training set for training, 20% for validation, and 20% for testing. We first performed text cleaning, tokenization, and padding. Then, we used Stanford’s publicly-available GloVe 300-dimensional model to conduct word embeddings [35]. The GloVe 300-dimensional embeddings were trained on 6 billion words scraped from Wikipedia and other web texts. The writing prompts have different score ranges as shown in Table 1. To address the issue of inconsistent score ranges, we followed Phandi et al.’s [34], Taghipour and Ng’s [40], and Dong and Zhang’s [9] method by approaching the AES as a regression task, rescaling the essay score to [0, 1] in the training, validating, and test stages, and projecting the scores back to their original scales in the evaluation stage.

The corpus used to train language models for sentence generation consisted of the publicly-available IMDB dataset, which contains 25,000 positive reviews and 25,000 negative reviews. The dataset was split into three parts: the training set consisted of 20,000 negative reviews and 20,000 positive reviews, the validation test consisted of 1,250 negative and 1,250 positive reviews, and the test set consisted of 1,250 negative and 1,250 positive reviews. A third-party corpus, the Reuters corpus from NLTK, was used for evaluation of the quality of the generated sentences.

### 3.1.1 AES Step

The present study was conducted in two steps. Step 1 addressed automated essay scoring, whereas Step 2 addressed automated feedback generation. An essay performance classifier was added to synthesize the two steps into a unified framework.

In the AES task, three deep-learning algorithms were implemented and compared regarding their performance and efficiency to select the optimal algorithm as the foundation of the feedback generation step: CNN, CNN + LSTM, and CNN + Bi-LSTM. The convolutional layer is seen as a function that could learn features from n-grams, and can be represented as:

\[ Z_i = f(W^i[x_i^j : x_i^{j+h_w-1} + b_z], \]

where \( x_i \) is the ith embedded word, \( W^i \) is the weight matrix, \( b_z \) is the bias vector, \( h_w \) is the window size of the convolutional layer, \( f \) is a non-linear activation function (i.e., sigmoid, tanh, or ReLu), and \( Z_i \) is the output of the convolutional layer.

LSTM is an RNN model for processing sequence data [20]. The unit or memory cell of LSTM consists of an input gate, a forget gate, and an output gate to control information flow. The gates decide preserving, forgetting, and passing information as a vector sequence at each time step.

More specifically, assuming there are \( T \) sentences in an essay in total, the composite functions at sentence \( t \) can be written as:

\[ i_t = \sigma(W_is_t + U_i h_{t-1} + b_i), \]

\[ f_t = \sigma(W_fs_t + U_f h_{t-1} + b_f), \]

\[ g_t = \tanh(W_gs_t + U_g h_{t-1} + b_g), \]

\[ c_t = i_t \circ g_t + f_t c_{t-1}, \]

\[ o_t = \sigma(W_os_t + U_o h_{t-1} + b_o), \]

\[ h_t = o_t \circ \tanh(c_t), \]

in which \( s_t \) is the input vector, \( h_t \) is the output vector, \( W_i, W_f, W_g, W_o, U_i, U_f, U_g, U_o \) are the estimated weight matrices, and \( b_i, b_f, b_g, b_o \) are the bias vectors.

Bi-LSTM is an extension of unidirectional-LSTM for deeper representations. Compared with unidirectional-LSTM that can only preserve and pass information from history, Bi-LSTM can also make use of information from future. In AES tasks, Bi-LSTM could process the words in the input vector in both a forward and a backward manner. The composite function for Bi-LSTM is similar with LSTM:

\[ y_t = W_yh_t + b_y. \]

The summary of the model architectures for the three models is shown in Table 2.

### Table 2. Model architecture summary

<table>
<thead>
<tr>
<th>Layer</th>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>Filters, kernel size</td>
<td>100, 5</td>
</tr>
<tr>
<td>CNN + LSTM</td>
<td>Filters, kernel size</td>
<td>100, 5</td>
</tr>
<tr>
<td>LSTM</td>
<td>Units</td>
<td>32</td>
</tr>
<tr>
<td>CNN + Bi-LSTM</td>
<td>Filters, kernel size</td>
<td>100, 5</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>Layers</td>
<td>16</td>
</tr>
</tbody>
</table>

### 3.1.2 Feedback Generation Step

The feedback generation phase included two steps. In Step 1 (Corpus Development), we will develop a corpus of feedback using CGMH based on the expert-derived essay descriptors. In Step 2 (Feedback Generation & Provision), we will develop feedback based on the essay scores provided by the AES algorithms.

Table 3 shows the part of the essay-scoring rubrics (the score ranged from 1 to 6) and descriptors developed by experts.

### Table 3. Sample descriptor for Essay Prompt 1

<table>
<thead>
<tr>
<th>Score</th>
<th>Descriptors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>An undeveloped response that may take a position but offers no more than very minimal support.</td>
</tr>
<tr>
<td></td>
<td>Element</td>
</tr>
<tr>
<td></td>
<td>Contains few or vague details.</td>
</tr>
<tr>
<td></td>
<td>Is awkward and fragmented.</td>
</tr>
<tr>
<td></td>
<td>May be difficult to read and understand.</td>
</tr>
<tr>
<td></td>
<td>Shows little or no evidence of organization.</td>
</tr>
</tbody>
</table>
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To expand the corpus, we will adopt the Constrained Sentence Generation by Metropolis-Hastings Sampling method (CGMH [32]) to perform unsupervised paraphrase generation. The CGMH facilitates the generation of content with constraints and varying sentence lengths. Miao et al. [32] tested the CGMH on three tasks, including keywords-to-sentence generation with hard constraints, paraphrase, and error correction with soft constraints. In the present research, we will implement unsupervised paraphrasing to augment the feedback corpus. Specifically, we will first train a language model based on the IMDB review corpus [29]. The IMDB dataset consists of 25,000 positive and 25,000 negative movie reviews. It was selected for the feedback-generation task for the following reasons. First, to date, there is no database of academic feedback, the IMDB was the closest commentary corpus available. More importantly, this corpus is split into positive and negative phrases, which makes it domain-independent. Thus, it can transfer more easily to other domains. Then, we will perform the paraphrase generation.

A Markov model is used to train the language model on the selected corpus. The Markov Chain is commonly used to model natural language as a function of the probability that a word appearing in position n is only dependent on the previous z ∈ [1, n−1] such that: p(w1, w2, ..., wn) = p(w1)p(w2|w1), ..., p(wn|wn−2, ..., wn−1), where p(wn|wn−2, ..., wn−1) refers to the probability of a specific sentence based on the trained corpus, that is, the joint probability of all words within the sentence. In the present research, we used forward-backward dynamic programming to train the language model.

In Step 2 (feedback paraphrase), we performed the CGMH task of unsupervised sentence paraphrasing. The CGMH is concerned with a goal of stationary distribution that defines the sentence distribution sampled from the corpus and three actions, namely, replacement, insertion, and deletion. Specifically, π(x) was set as the distribution from which we plan to sample sentences, where x denotes a particular sentence and x0 refers to the feedback template that is fed to the algorithm at time step 0. The MH sampler either accepts or rejects a word from the given distributions π(x) to finally form a desired joint distribution of all words based on a predefined stationary distribution. The process is intuitive, as it mainly involves two actions: accepting or rejecting a word monitored by the acceptance rate α:

$$\alpha = \min\{1, \frac{\pi(x')g(x|x_{t-1})}{\pi(x_{t-1})g(x'|x_{t-1})}\}$$

At time step t, the word sampling is conducted to update the previous state x to a candidate distribution x’ from a proposed distribution g(x’|x_{t-1}), where x_{t-1} refers to the distribution from the previous step (t-1), thus x’ = x_t. Therefore, α determines the acceptance or rejection of a sample. In our paraphrase generation, the desired distribution denotes the most likely and logical sentence related to the original sentence.

At each step, a selected word in the sentence will be updated by the actions such as insertion, deletion, and replacement, randomly, where the respective probabilities are |insert|: |Paletto|: |Prep| and |del|: |Del|: |Pele|: |Prep|. At the first time step, these probabilities are set as being equal. At the following step, if |del| is applied on a selected word w_m in a sentence x = [w_1, w_2, ..., w_{m-1}, w_m, w_{m+1}, ..., w_n], then the conditional probability of choosing w_m to replace w_m to form candidate sentence x’ from x can be computed as:

$$g_{\text{replace}}(x’|x) = \pi(w_m|w_{m-1}) = \frac{\pi(w_m|w_{m-1})g(w_m|x)}{\pi(w_{m-1})g(x)}$$

where V refers to the vocabulary, and w_m is the selected word. If, on the other hand, |ins| is applied, an additional step of inserting a placeholder will be conducted before taking the action |del|, and then a real word will be sampled to replace the placeholder token with the |del| token. Finally, if |del| is applied, the w_m word selected will be deleted, and |del|: l = 1 if x’ = [w_1, w_2, ..., w_{m-1}, w_{m+1}, ..., w_n], and 0 otherwise. The detailed settings of the sentence-generation phase, including the hyperparameter values determined in the tuning process are included in Table 4.

![Table 4. MCMC hyperparameter](image)

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dictionary size</td>
<td>50,000</td>
</tr>
<tr>
<td>Hidden nodes per LSTM layer</td>
<td>300</td>
</tr>
<tr>
<td>Number of steps</td>
<td>50</td>
</tr>
<tr>
<td>Maximum sentence length</td>
<td>50</td>
</tr>
<tr>
<td>Max epoch</td>
<td>30</td>
</tr>
<tr>
<td>Minimum of Sentence Length</td>
<td>5</td>
</tr>
<tr>
<td>Initial action probability</td>
<td>[0.3, 0.3, 0.3, 0.1]</td>
</tr>
</tbody>
</table>

3.2 Evaluation Metrics

The objective of the AES training stage is to minimize the mean squared error (MSE) between the scores provided by human raters and the prediction scores generated by the models.

In the automated essay scoring tasks, several measures including the quadratic weighted kappa (QWK [9, 10]), exact agreement, and alternate-form reliabilities [2] have been used to evaluate the performance of AES models in previous studies. In the current study, we present the results of QWK, which measures the degree of agreement between human raters and the machine on one essay and can be calculated by:

$$QWK = 1 - \frac{\sum_{i,j}W_{ij}O_{ij}}{\sum_{i,j}W_{ij}E_{ij}}$$

where W_{ij} is calculated by W_{ij} = \frac{(i - j)^2}{(N-1)^2} (i: represents the human-rated score; j: represents machine-rated score; N: represents the score range), O_{ij} represents the number of essays that receive a rating i by the human and a rating j by the machine, and E is the outer product of the histogram vectors of the two scores. According to Williamson, Xi, and Breyer [43], QWK scores higher than 0.7 indicate high accuracy.
For the feedback generation task, we used several measures to evaluate the generated sentences. The first step is concerned with language model training, whereas the second step is concerned with generating sentences with the MCMC sampling method. More specifically, we first reported the training process of the language model over epochs. The objective of the first training process is to minimize the perplexity of the language model, which can be calculated by:

$$PPL = 2^{-\frac{1}{N} \sum_{i=1}^{N} \log p(w_i)}$$

where $N$ equals the number of words in the corpus and $p(w_i)$ indicates the probability of a word appearing in the position. The lower the PPL is, the more precisely the corpus is modeled.

For the generated sentences, we evaluated the model performance using two measures. First, we computed the Negative Likelihood (NLL) of the sentences to evaluate their fluency using the Reuters corpus released by NLTK modules. The lower the NLL is, the more fluent the sentences are. Second, we invited two volunteers to rate the quality of 50 pieces of feedback in terms of the sentence fluency and relatedness at a scale of 0-1, and the higher the scores are, the more fluent and related the generated feedback sentences are.

### 4. RESULTS

#### 4.1 Rating Accuracy of AES Algorithms

The results show that, for Prompt 1, the most accurate algorithm is CNN + Bi-LSTM, whereas for Prompts 2 to 8, the most accurate algorithm is CNN + LSTM. The average QWK of CNN + LSTM reaches 0.734, as shown in Table 5. In general, the models that integrate LSTM/Bi-LSTM perform better than CNN. Compared with the baseline [34], the CNN+LSTM model in the present study performs better on Writing Prompt 1-7, but poorer on Prompt 8. In addition, the average QWK of CNN+LSTM also outperforms the baseline model [34].

#### 4.2 Runtime of AES

Prediction accuracy is of utmost priority in machine learning. However, in a fully-automated scoring and reporting system, scoring efficiency represented as the time it took to run one epoch (i.e., the runtime) also plays an important role. Table 7 shows the average runtime for one epoch of the three models: CNN was the fastest of the three on average. Therefore, it can be concluded that CNN+LSTM has the highest performance, but also has relatively high efficiency (i.e., it is the second fastest algorithm of the three). Thus, it was chosen as the AES algorithm for the feedback-generation step.

### 4.3 NLL of Generated Feedback and Human Ratings

For the sentence generation process, the generated sentences were the ones with the lowest NLL after 50 steps of running. The feedback phrases were generated using a sentence paraphrasing CGMH approach before being passed on to the performance classifier. The feedback templates were sampled from the ASAP rating descriptors and feedback phrases were generated based on the language model trained on the IMDB dataset.

Figure 1 presents the training process of the language model, and Table 8 shows the NLL and human-rater evaluations of the generated sentences regarding Fluency and Relatedness on a scale of 0 to 1. The higher the scores, the more fluent and related the generated feedback sentences. The results revealed that the MCMC method is able to generate fluent and semantically-relevant sentences.


Table 8. NLL and rater evaluation on sentence generation

<table>
<thead>
<tr>
<th>Evaluation Methods</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLL</td>
<td>10.01</td>
</tr>
<tr>
<td>Human Rating: Fluency</td>
<td>0.62</td>
</tr>
<tr>
<td>Human Rating: Relatedness</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Figure 1. Learning curves of the training process of the language model (NLL convergence w.r.t. epochs).

5. DISCUSSION AND CONCLUSION

This study proposed and implemented a novel framework for an automated assessment and reporting framework with a combination of supervised deep learning models and unsupervised MCMC sampling method. Specifically, this study compared the performances of three models, namely CNN, CNN+LSTM, and CNN+Bi-LSTM, on AES tasks in the same context. Results revealed that CNN+LSTM demonstrated the highest performance on the AES tasks among the three algorithms. Moreover, the CNN+LSTM outperformed the baseline model on seven out of eight writing prompts, which demonstrates the potential of word-embeddings and deep learning models on automated essay scoring.

A recent literature review revealed that text-based feedback was more effective in improving performance [28]. Providing feedback within digital learning and assessment systems is essential for students’ self-directed learning. However, it is laborious to manually devise a large amount of expert-derived quality feedback. Compared with sentence-generation supervised-learning methods, the CGMH sentence-paraphrasing unsupervised-learning method may augment the expert-driven feedback template corpus by generating feedback phrases with higher efficiency and flexibility. Thus, the proposed method is promising in promoting text-based feedback generation within automated assessment systems. Results of the current study could facilitate future implementations and validations of personalized automated feedback provision for ITSs and other virtual learning systems.

6. LIMITATIONS AND FUTURE WORK

We identified several limitations in the present study. First, this study does not empirically validate the AES and the automated feedback generation system in educational settings. Future research will be conducted to provide empirical evidence on the validity and efficiency of the framework. Second, the present framework generates feedback using a holistic score for essays. Future research will incorporate linguistic components into AES to enhance the interpretability of the scoring results and to generate more fine-grained feedback.
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