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ABSTRACT
The economic evaluation of educational policies and programs employing the ingredients method for cost, cost-effectiveness, or benefit-cost analysis is no exception to the critique that economic models require an untenable number of assumptions. Educational economists must make assumptions due to two sources of uncertainty: model uncertainty, as in the well-documented debate over the selection of the appropriate social discount rate to calculate present value and empirical uncertainty due to the infeasibility of gathering sufficiently detailed data on all resources. This paper highlights the frequency of empirical assumptions made in the education literature and proposes a set of harmonized assumptions to address empirical uncertainty that can be used to increase comparability of economic evaluation across programs and across studies. By building consensus on a set of reasonable, empirically derived assumptions that are selected so as to minimally distort the results of evaluations, differences in costs, cost effectiveness, and benefit-cost ratios can be more confidently ascribed to meaningful differences in resource use, program implementation, and program effectiveness, as opposed to differences in choices made by the analyst.

Background and Motivation
Economic evaluation in education, comprising cost-effectiveness analysis, benefit-cost analysis, and other related methods, is increasingly recognized as an important tool to inform educational policy decisions and thus is used with increasing frequency (Dhaliwal et al., 2013; Sparks, 2019). Decisions made based on both effectiveness or returns and costs can serve to increase both efficiency and equity of educational outcomes by optimizing outcomes for a given level of resources. However, just as with effectiveness evidence, decisions based upon faulty cost data or without transparent and appropriate assumptions can lead to errors in judgment.

We consider the importance of assumptions about cost data for five general types of economic evaluation methods commonly applied in the field of evaluation: cost analysis,
cost-feasibility analysis, cost-effectiveness analysis, cost-utility analysis, and benefit-cost analysis (Levin et al., 2018). The most foundational of these, cost analysis, provides the basis for the others by assessing the full social cost in resource or opportunity cost terms of an intervention to produce an outcome. This entails capturing the value of all resources required to implement an intervention regardless of who pays for or provides each resource. Cost-feasibility analysis extends this by comparing the estimated costs to a budget constraint to determine if a given project is feasible. Cost-effectiveness analysis comparatively assesses costs relative to some single unit of effectiveness to determine which alternative provides the greatest effectiveness relative to its cost. Cost-utility analysis extends cost-effectiveness analysis to incorporate multiple measures of effectiveness along a common scale of utility based on subjective importance weights. Benefit-cost analysis compares costs to economic benefits—the economic value of the outcomes to society in monetary terms—of an intervention.

As Karoly (2012) notes, in a benefit-cost framework, costs should be estimated with the same rigor and attention to detail as benefits in order to draw valid inferences. Ultimately, the purpose of economic evaluation is to inform specific decisions. Building on Karoly’s framework, we consider how assumptions made in the field impact two potential decisions:

- First, is a program economically justified in a general sense, without comparison to other programs? In this case, it may be acceptable to use a range of different assumptions, but those chosen should err on the side of conservatism—when in doubt, lean toward upper-bound costs and lower-bound benefits so that a decision would still be justified even if the assumptions in the analysis prove incorrect.
- Secondly, which program is preferred among alternatives? In this case, it is important to make consistent assumptions so that they are comparable, with consideration of how the exact choice of assumptions changes the results of the comparison.

The most widely recognized approach for estimating the full economic cost of a well-defined intervention, including the opportunity cost of any donated or in-kind resources, is the ingredients method (Levin et al., 2018). The ingredients method is based upon two primary principles: opportunity cost and cost accounting. Evaluation results provide a detailed account of all resources (“ingredients”) required to achieve a particular outcome in a specific intervention setting. Data sources may include program documentation, budgets, observations, interviews, and surveys of those who implemented a program (Levin et al., 2018; Kolbe and Feldman, 2018). While these sources will cover the majority of data required, there are almost always instances where data are incomplete.

Recommendations for how to consistently conduct economic evaluations that already exist in the field (see, e.g., Boardman et al., 2018; Farrow and Zerbe, 2013; Karoly, 2012; Levin et al., 2018; Washington State Institute for Public Policy, 2016) are valuable but often of a more abstract or conceptual nature. Prior literature provides guidance on issues such as selection of a discount rate for present value calculations, categories of
costs and benefits to include or exclude, and the need for sensitivity analysis to test the robustness of results to assumptions.

We support these general recommendations; however, there is a need for more concrete guidance on assumptions that do not pertain to high-level modeling decisions, but rather to more empirical questions of how to measure an unknown quantity or characteristic of an ingredient.

Cost estimates can suffer from three related sources of error: specification error, when it is unclear how to attribute general resources such as overhead to specific activities, aggregation error, when it is unclear how to divide costs among activities, and measurement error, when instruments are insufficiently detailed or respondent memory is faulty leading to errors and omissions in relevant costs (Datar & Gupta, 1994).

In this paper, we provide a number of standardized values from reputable sources and offer advice on whether and how to use these values. In general, using these reference numbers will make costs more standardized across evaluations. This guidance pertains to several areas: using local or national average prices, estimating average cost per student, including administrative overhead, making conversions in time units and applying fringe benefits to personnel costs, dividing teachers among an appropriate number of students when class sizes are uncertain, adding fringe benefit rates as a fraction of salary, valuing volunteer time, portioning personnel and facilities, and estimating the average lifespan of common durable resources.¹

Ideally, these empirical and measurement questions would be answered using data observed during the delivery of an intervention. However, for a variety of reasons, it is not always feasible to obtain valid and accurate data at the level of detail needed to complete a cost analysis. This may be due to time availability for analysts or respondents, but imprecise data could also be due to gaps in memory or knowledge of respondents (Bowden and Belfield, 2015). For instance, in order to accurately obtain a shadow price, or approximation of the economic value, for the use of a classroom, in the absence of good data on rental rates for educational facilities, an analyst would need to know the size and characteristics of the facility and its average lifetime to then estimate annualized new construction costs. If a respondent has records for this information, then often it is preferable to use values that are specific to that evaluation.

However, in many cases a respondent will not know, and a standardized set of assumptions on these values may be preferable to respondents’ uninformed guesses.

Given the data collection obstacles to performing a rigorous cost analysis, a standardized set of empirical or measurement assumptions can help reduce measurement error, improve comparability of cost estimates of different interventions, and reduce the burden of data collection in cost analysis. Standardized assumptions will also reduce idiosyncratic error if those assumptions are based on larger representative samples that are more stable. Simplifying data collection for researchers and participants can increase the propagation of rigorous cost studies in education and improving the comparability of cost estimates across programs can improve their face validity. Benefit-cost results are often not trusted in the field (Flyvbjerg and Sunstein, 2015); greater consistency and transparency in assumptions can help alleviate these concerns.

¹This paper aligns with work funded by the Institute of Education Sciences (Hollands et al., 2020; IES, 2020).
Standardized assumptions and shadow prices can at least partially alleviate these problems by making evaluation results more nearly comparable with one another and by increasing trust in the findings reported. Therefore, in this paper, we aim to both establish a need for a common set of assumptions in economic evaluations in education and begin an ongoing conversation about what those assumptions ought to be.

We proceed in four steps to propose such a set of assumptions:

1. Propose a framework for weighing the costs and benefits to the researcher of making assumptions versus gathering additional data in an economic evaluation
2. Summarize the assumptions currently made in the field in recently published evaluations to determine around which areas there is the most uncertainty and variability to establish a need for some level of standardization
3. Propose a set of standardized assumptions to use in cases where it is infeasible or undesirable to gather more data as a starting point
4. Consider how these assumptions might change results using examples from our own prior work and with simulation analysis

**Framework for Considering Assumptions**

Ultimately, the decision as to whether to seek more detailed data or make an assumption will depend on the relative costs and benefits of additional data. As is conventional with optimization problems, the maximum net benefit in obtaining incrementally more detailed data will be reached when the marginal cost of obtaining more information is equal to the marginal benefit of that information, assuming rising marginal costs and diminishing marginal benefits. Assuming that an analyst will gather the most important information first, additional detail on less prominent resources requires ever-finer grained review of documentation, recruitment of additional respondents, repeated attempts to contact or interview respondents with reduced likelihood of response, survey fatigue, and lower-quality information from respondents who are straining the limits of their own knowledge and memory. Thus, obtaining additional data in an effort to obtain a perfectly accurate and precise estimate of costs is unlikely to meaningfully impact bottom-line results or decision problems stemming from an economic evaluation. For instance, it is far more important to have accurate information about overall personnel time and qualifications, which represent the majority of costs in most interventions, than to have great detail on office supplies or the replacement cycle for staplers.

Another factor to consider is a difference in possible costs, in terms of introducing error into an analysis, of making an assumption about the quantity or characteristics of a needed resource versus an assumption about the price or market value of a resource. We present examples of both types of assumptions below but suggest that the bar for making the former type of assumption is considerably higher than for the latter. In most cases, it is more important to gather contextual data about ingredients themselves to accurately describe what is needed to replicate a program than about market prices that are less likely to distort final results.
Data and Methods

Many instances of measurement error and uncertainty in cost analysis are the result of gaps in data rendering some questions unanswerable. This paper synthesizes the best available evidence for these missing data challenges so that researchers can employ these estimates as reasonable expected values. We also document the current state of the field of economic evaluation in education with regard to these empirical and measurement assumptions, including consensus values from national surveys. Using previously published studies, we test the relative importance of these assumptions based on how robust results and decision rules are to them.

Review of Assumptions in the Literature

To assess the scope and range of assumptions most commonly made in the literature, we documented measurement and empirical assumptions—assumptions about data, rather than assumptions about methods—used in recent published economic evaluation research in education. We searched on the terms “cost,” “cost-effectiveness,” “cost-benefit,” and “economic evaluation” appearing alongside “education” using Web of Science, Google Scholar, EconLit, and ERIC. We found 3,824 citations, the vast majority only tangentially related to education. We restricted the sample to articles published in peer-reviewed journals and public-facing reports published since 2000. We supplemented this list with additional articles that cited the 2nd edition of Cost-Effectiveness Analysis: Methods and Applications (Levin & McEwan, 2001), a leading textbook in the field of economic evaluation in education. This left 113 papers. Nineteen papers only mentioned costs or cost-effectiveness in passing or rhetorically and were thus excluded.

Thirteen papers were excluded because they were books or book chapters inaccessible to the research team or were in languages besides English or Spanish spoken by the research team and not available in translation. We coded the remaining 81 papers inductively, noting the assumptions made about resources or prices and thematically grouped them into categories of assumptions. For a subset of 20 papers, two researchers independently coded assumptions and discussed differences until consensus was reached.

We then gathered consensus estimates for the most commonly used measurement or empirical assumptions in education. These estimates are often either shadow prices for resources that do not have a market, or parameters that must be used to estimate a shadow price. For example, it may be necessary to transform a price into a different unit (annual to hourly) to match quantities of resources with their respective prices. Whenever possible, we used values or prices that were based on large and representative surveys to generalize to the broadest possible population. When those data were not available, we synthesized estimates from across multiple, credible sources and provide a range of values as opposed to a point estimate.

We finally examined the extent to which using these assumptions could potentially impact the results of an economic evaluation. We first provide examples of the ways each individual assumption can impact results using illustrative examples. We then test multiple assumptions in tandem using sensitivity analyses. The results of these sensitivity checks suggest which of these assumptions can be safely applied without dramatically
altering decisions and which assumptions may require more data or additional sensitivity checks.

To address the question of how the assumptions we set forth here could affect an efficiency decision for a single program, we employ a Monte Carlo simulation of a previously published benefit-cost analysis across the range of values for a subset of our assumptions (Bowden et al., 2020). This Monte Carlo analysis simulates 1,000 iterations of the results applying our assumptions to determine whether any particular assumptions, or combinations thereof, dramatically alter the results. The advantage of Monte Carlo is that it can incorporate multiple assumptions across a range of values simultaneously (Boardman et al., 2018).

The benefit-cost analysis example we use is an evaluation of the City Connects comprehensive student support service program which provides trained counselors to schools to evaluate and support the strengths and needs of every student throughout elementary school. A key component of the counselor’s role is to pair students with a tailored set of support services provided by the counselors, the school, and community partner agencies. The cost and benefit estimates we use for demonstration purposes here are based upon six years of program delivery at one site in 2013 constant dollars, as reported in Bowden et al., (2020). For simplicity, we explore the importance of various assumptions using cost data from one site rather than the pooled average estimates, which are less helpful for this example because the average masks specific assumptions made about resource quantities and prices at the site level.

To perform the Monte Carlo analysis, we re-estimated costs using simulated values for a range of assumptions drawn from uniform distributions related to the number of hours in an academic year, the size of a classroom, the lifetime of facilities, the fringe benefit rate as a percentage of salary, and any additional overhead or indirect costs related to administration, maintenance, and utilities. Because this demonstration focuses on the costs, we hold the benefits and other assumptions used in the original analysis, such as the discount rate of 3.5%, constant. Using this approach, we drew 1,000 cost estimates and determined the percentage of time the benefit-cost ratio was less than one, examined changes in the minimum and maximum net benefit estimates, and identified which assumptions drove the pattern of results.

To test the sensitivity of these assumptions to the ranking of programs with respect to cost-effectiveness, we also performed a break-even analysis on a number of assumptions using data on the cost-effectiveness of two alphabets programs for older struggling readers, Wilson Reading and Corrective Reading (from Hollands et al., 2016). Both programs entail small-group instruction by specially trained, certified reading teachers, following a set curriculum. The break-even analysis proceeds by altering parameter values for a series of assumptions to determine at what level the rank ordering of the programs’ costs changes.

**Measurement and Empirical Assumptions in the Field**

Table 1 summarizes the results of our review of assumptions commonly used in recently published economic evaluations in education research. The most common assumptions relate to the setup of the analysis and the basis for estimating personnel and facilities
costs, often the two largest categories of costs in education programs. Other common types of assumptions include the categories of costs such as development or administrative overhead that should be included or excluded. Somewhat less frequent choices about which assumptions need to be made include the use of local versus national average prices, the sample over which to divide costs, and how to treat cash transfers and related transactions that may have a financial implication but do not count as costs in an economic sense. Significant categories of assumptions, for which we make recommendations below, relate to measurement questions, such as the time basis for a personnel position or facility, are only made in approximately one-third and one-fifth of papers, respectively. Note also that these types of measurement assumptions are common and necessary; over half of papers made 3 or more such assumptions, with a mean number of assumptions per paper of 3. When papers do not make assumptions in these areas, they either base their decisions on empirical observation in their particular context or, more commonly, are not sufficiently transparent or detailed to determine what

Table 1. Summary of assumptions observed in sample.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Number</th>
<th>%</th>
<th>Details of assumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personnel salary</td>
<td>28</td>
<td>34.6</td>
<td>National average (such as BLS) or actual salaries. Assumed standard time such as year, week, or day length in hours.</td>
</tr>
<tr>
<td>Perspective</td>
<td>19</td>
<td>23.5</td>
<td>Societal/social perspective. Institutional perspective. Perspective of various funders (state, taxpayer, nonprofits, etc.)</td>
</tr>
<tr>
<td>Facility costs</td>
<td>19</td>
<td>23.5</td>
<td>New construction vs. rental costs, lifespan, share of time used.</td>
</tr>
<tr>
<td>Overhead</td>
<td>18</td>
<td>22.2</td>
<td>Overhead is specifically excluded or a set percent of partial or total costs.</td>
</tr>
<tr>
<td>Volunteer time</td>
<td>16</td>
<td>19.8</td>
<td>Accounting for volunteer time using an appropriate shadow price to represent the opportunity cost.</td>
</tr>
<tr>
<td>Development costs</td>
<td>15</td>
<td>18.5</td>
<td>Development costs amortized over their useful life vs. included in initial year vs. specifically excluded.</td>
</tr>
<tr>
<td>Beneficiary costs</td>
<td>15</td>
<td>18.5</td>
<td>Costs to beneficiaries included based on opportunity cost principle.</td>
</tr>
<tr>
<td>Local/National</td>
<td>14</td>
<td>17.3</td>
<td>National prices used to facilitate comparison. Local prices used when appropriate for program/research questions.</td>
</tr>
<tr>
<td>Costs of attrition</td>
<td>13</td>
<td>16.0</td>
<td>Intent to treat and treatment on the treated are both frequent, as is including some variation of both.</td>
</tr>
<tr>
<td>Fringe benefits for personnel</td>
<td>11</td>
<td>13.6</td>
<td>Benefits set to a percentage of wage. Some nationally standard rates used (such as BLS or Census). Benefits excluded in isolated cases.</td>
</tr>
<tr>
<td>Training costs</td>
<td>11</td>
<td>13.6</td>
<td>Training costs include costs of training, trainee time and may include food and travel. Assumptions made about training length, participation rates, and frequency. Amortization decisions.</td>
</tr>
<tr>
<td>Class size</td>
<td>8</td>
<td>9.9</td>
<td>Assumed a standard class size based either on existing statistics/literature or on program design and context.</td>
</tr>
<tr>
<td>Transfers and stipends</td>
<td>8</td>
<td>9.9</td>
<td>Transfers and stipends are specifically excluded, or stipends are included as personnel costs.</td>
</tr>
<tr>
<td>Recruitment cost</td>
<td>4</td>
<td>4.9</td>
<td>Costs to recruit personnel, and/or participants included as an estimate of costs or as a flat fee.</td>
</tr>
<tr>
<td>Unknown personnel</td>
<td>3</td>
<td>3.7</td>
<td>Created informed estimates for time and compensation of unknown workers.</td>
</tr>
<tr>
<td>Extrapolation</td>
<td>2</td>
<td>2.5</td>
<td>Extrapolation used to draw conclusions about relatively small programs taken to larger scale.</td>
</tr>
</tbody>
</table>
choices were made. Specific assumptions disaggregated by individual paper are available in the supplemental online appendix.

**Recommendations for Assumptions**

Tables 2–5 report a range of suggested starting values for a series of assumptions, based upon credible sources and using nationally representative survey data whenever available. If more than one source was available, we provide a low, middle, and high price (which are further examined in the sensitivity analysis, below) with a recommended preferred value, generally based on what is most common or defaulting to the middle value, but also a suggestion to select the value most appropriate for the evaluation context and to test the range of values in sensitivity analysis. This section further discusses each of the assumptions, in turn.

There are a large number of methodological assumptions that must be made to perform a cost-effectiveness or benefit-cost analysis, including the selection of outcomes, the perspective to employ (societal or that of one particular stakeholder), the respective baseline or comparison group, and the appropriate timeframe for follow-up in measuring long-run costs and benefits.

These are discussed at length in Karoly (2012), Levin and Belfield (2015), and many other sources, and thus are not addressed directly in this paper. We do include in our review of assumptions in the literature some research design decisions, such as whether a social perspective or the perspective of particular stakeholders was employed, but do not make specific recommendations for these high-level decisions, in part because these decisions will depend greatly on the context of a particular evaluation. Rather, we seek to draw attention to the more quotidian but still significant range of assumptions that often must be made when estimating costs, which in turn also apply to cost-effectiveness

**Table 2. Suggested assumptions and sources: research design and overall costs.**

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Recommended assumption</th>
<th>Source/Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local or National Prices</td>
<td>National average prices</td>
<td>Hutubessy, Chisholm and Edejer, 2003, make a similar recommendation to facilitate international comparison of cost-effectiveness of health interventions</td>
</tr>
<tr>
<td>Sample over which to divide costs in the presence of attrition</td>
<td>Divide by participants who actually receive treatment</td>
<td>Conservative assumption to obtain upper-bound cost estimates; vary in sensitivity analysis</td>
</tr>
<tr>
<td>Incremental v. Comprehensive</td>
<td>Consider costs to achieve desired outcome relative to alternatives as appropriate for research design and relevant decision</td>
<td>Cellini and Kee (2015) note that all costs and effects in cost-effectiveness and cost-benefit analysis are relative to a status quo</td>
</tr>
<tr>
<td>Overhead—administration, maintenance</td>
<td>5.3% of total spending on school administration, 4.3% on general/central administration, 9.57% of facilities costs for maintenance and utilities</td>
<td>Census Bureau Public Elementary-Secondary Education Finance Data (Census File F-33). 38th Annual Maintenance and Operations Cost Study for Schools, American School and University, 2009. <a href="http://asumag.com/Maintenance/school-district-maintenance-operations-cost-study-200904">http://asumag.com/Maintenance/school-district-maintenance-operations-cost-study-200904</a></td>
</tr>
</tbody>
</table>
Table 3. Suggested assumptions and sources: personnel.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Low</th>
<th>Source</th>
<th>Mid</th>
<th>Source</th>
<th>High</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of hours in a K-12 academic year</td>
<td>1,195</td>
<td>Contractual workday*work year: 6.64 h per day, 180 days per year.</td>
<td>1,440</td>
<td>8-h day, 180 days per year.</td>
<td>1,908</td>
<td>Primary Sources, Scholastic and Gates Foundation survey</td>
</tr>
<tr>
<td>Number of working hours in a calendar year</td>
<td>1,790</td>
<td>OECD Labor Force Survey</td>
<td>1,894</td>
<td>Average of 8.2 h per workday for full-time workers, according to</td>
<td>2,087</td>
<td>Federal government Office of Personnel Management</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>American Time Use Survey, 2014, applied to 231 workdays per year (260</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>weekdays minus 9 holidays, 10 sick days, and 10 vacation days)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of hours in a higher education academic</td>
<td>1,280</td>
<td>40 h per week for two 16-week semesters per year for 9-month contract</td>
<td>1,477</td>
<td>46.18 h per week (National Study of Postsecondary Faculty, NCES, 1998</td>
<td>1,952</td>
<td>Time Allocation Workload Study, Ziker (2014)</td>
</tr>
<tr>
<td>year</td>
<td></td>
<td></td>
<td></td>
<td>for 2, 16-week semesters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fringe benefit rate (% of wages)</td>
<td>45.7</td>
<td>Bureau of Labor Statistics Private Sector</td>
<td></td>
<td></td>
<td>57.9</td>
<td>Bureau of Labor Statistics Public Sector</td>
</tr>
</tbody>
</table>

Overall Design of Cost Analysis

**Local or National Prices**

The first choice when pricing the ingredients of an intervention is to elect to use local market prices or national average prices. There are advantages and disadvantages to each approach, and the selection will likely depend upon the purpose of the analysis. The major advantage to selecting national average prices is increased comparability between estimates across evaluations of interventions and programs. Since our recommendations are intended to increase comparability, we generally recommend using national rather than local prices unless there is a compelling reason for the latter. The practical importance of this assumption will depend on the share of costs that vary substantially by region or locale, especially personnel. In many cases, the costs will not vary dramatically between national averages and one specific locale, and geographic price indices can be used to approximately adjust between the two.

**Example.** The Boston area price estimate of the direct costs of City Connects is $1,540 per year and the national price estimate is $1,370 per year, a difference of approximately 10 percent (Bowden et al., 2020).

**Determining the Denominator in per Student Cost**

When calculating an average cost per student, it is necessary to choose a number of students that received an educational intervention in the denominator. In the absence of attrition, this choice is straightforward, but if students join and leave a program over time, the analyst must decide whether to divide costs over the number of students who started the program, the number of students who completed the program, or a weighted average of the two. With improved attendance data, it may be possible to look more closely at how participation changed over time. In some situations with high levels of

---

**Table 4. Average class sizes in different contexts.**

<table>
<thead>
<tr>
<th></th>
<th>Urban</th>
<th>Rural</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A. United States</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US Primary</td>
<td>21.2</td>
<td>19.5</td>
<td>21.7</td>
</tr>
<tr>
<td>US Middle</td>
<td>27.8</td>
<td>24.8</td>
<td>26.8</td>
</tr>
<tr>
<td>US High</td>
<td>27.6</td>
<td>23</td>
<td>26</td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td>Average</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel B. Internationl</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OECD Primary</td>
<td>15.4</td>
<td>21</td>
<td>30.5</td>
</tr>
<tr>
<td>OECD Secondary</td>
<td>15.5</td>
<td>22.7</td>
<td>32.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Low</th>
<th>Source</th>
<th>Mid</th>
<th>Source</th>
<th>High</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average useful life of an educational building</td>
<td>19</td>
<td>National Center for Education Statistics</td>
<td>3,500</td>
<td>National Center for Education Statistics</td>
<td>8,760</td>
<td>National Center for Education Statistics</td>
</tr>
<tr>
<td>Number of hours per year a building or piece of technology is available for use</td>
<td>1,440</td>
<td>8 h per day for 180 day academic year; minimum for primary purpose of school plus after-school programs/tutoring.</td>
<td>3,500</td>
<td>14 h per day, 5 days per week (based on Bloomington, MN school district, extra charges after 10 p.m. or weekends)</td>
<td>8,760</td>
<td>Theoretical maximum — 24 h per day, 365 days per year</td>
</tr>
<tr>
<td>Average gym size</td>
<td>4,200</td>
<td>Standard basketball court size</td>
<td>6,200</td>
<td>Virginia Department of Education Facilities Guidelines</td>
<td>9,540</td>
<td>Physical Education Secondary Schools Facilities and Basic Equipment, 1966, Massachusetts School Building Assistance Commission</td>
</tr>
<tr>
<td>Average library size</td>
<td>3,996</td>
<td>Virginia Department of Education Facilities Guidelines</td>
<td>6,200</td>
<td>Virginia Department of Education Facilities Guidelines</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average auditorium size</td>
<td>8,008</td>
<td>Virginia Department of Education Facilities Guidelines</td>
<td>8,008</td>
<td>Virginia Department of Education Facilities Guidelines</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

joiners and leavers, the analyst may need to adapt estimates of costs and effects to reflect different dosages (for more information on sample considerations due to joiners and attrition in the estimation of effects, see the What Works Clearinghouse, Standards Handbook, Version 4.1).

In the case of cost-effectiveness analysis, an important criterion is that costs and effects correspond to one another. The selection of how many students to divide costs by can be significant because some programs can easily adjust to changes in scale while those with standardized fixed costs cannot. In education, most services are provided in groups—whole classes or small groups—which require fixed costs, such as teachers and facilities. The conservative approach, which we recommend here, is to assume that to serve the number of students who will ultimately complete the program, provisions need to be made for a larger number of initial students to allow for attrition. Therefore, total costs to provide the program to the planned sample, akin to an “Intent to Treat” estimate, should be divided by the number of students who actually complete the program (akin to a “Treatment on the Treated” approach in effectiveness estimation) to reflect the higher cost of offering the program to reach the students who participated.

Example. In a cost analysis of the demonstration educational and job training program JOBSTART (a nonresidential version of the Job Corps program), Cave et al. (1993) drew a distinction between the costs per “experimental” who were assigned to treatment and the approximately 90% of the treatment sample who actually participated in treatment. In this case, the program was planned and resourced to serve more individuals than were ultimately served due to attrition. They found that the costs per participant was about 15% higher than the cost per “experimental,” illustrating that the more conservative approach is to use the number of participants who received treatment to calculate average costs.

Administrative Indirect/Overhead Costs

Many interventions entail costs that cannot be directly observed, even when using the ingredients method. In higher education and the philanthropic world, this is often reflected by applying an indirect or overhead cost percentage to cover such intangibles as office administration, maintenance or utilities, or IT services. There are two dangers in overestimating these costs: one is double counting (e.g., an administrative overhead percentage is applied on top of counting administrator time as an ingredient), and the other is counting these costs as variable costs that increase with the number of participants when they may, in fact, be fixed. In other words, one could argue for including overhead as a cost of educational interventions as some share of the administrative apparatus of the school must be directed to a program. Alternatively, one could also argue against including overhead on the grounds that the school will have the same level of administration, maintenance, utilities, information technology, etc., regardless of whether the program is there or not, and thus administrative overhead is not an incremental cost.

Table 2 shows the estimate for administrative overhead from the Census Bureau’s Public Elementary-Secondary Education Finance Data (Census File F-33), where 4.3% of
total school expenditures are on central administration and 5.3% are on school-level administration.

According to the 38th Annual Maintenance and Operations Cost Study for Schools, (American School and University, 2009), approximately 9.6% of expenditures go to maintenance and utilities. Based on these data, we recommend being attentive to double-counting, but as long as administrative and maintenance costs are not counted separately as ingredients, an overhead charge of 19.2% is appropriate for interventions that add to the programming of a school, such as an after-school program. Other interventions may require different approaches to administrative overhead. For instance, a curricular intervention that entails swapping out one math curriculum for another may not have any incremental overhead costs, as they would be the same in the business-as-usual condition, whereas an intervention that entails creating an entirely new organization may in fact have substantially higher overhead costs.

Example. In an evaluation of the costs and benefits of Talent Search, one of the federal TRIO programs designed to promote preparation for and success in higher education especially among historically disadvantaged populations, Bowden and Belfield (2015) include an overhead charge of 8% of federal funding based on the federally required rate; in this case, actual data is preferable to an assumption. However, if such data were not available, using 9.6% for maintenance and utilities overhead on facilities would change the per student cost from $640 to $670, and using the full 19.2% rate would raise the unit cost to $730, a 14% increase.

**Personnel**

*Converting Annual Salary to Hourly Wage*

While some programs or curricula require full-time staff, often educational interventions use personnel on a part-time basis. This may be expressed as a percentage of full-time equivalent (“FTE”) or as a number of hours. The wage price value for that ingredient may, however, be expressed as an annual salary rather than an hourly wage. Converting an annual salary to an hourly wage requires an assumption about the number of working hours in a year. In education, this will vary considerably based on whether an individual works over a calendar year, a K-12 academic year (typically 10 months of the year, or 180 7-h days), or a higher education academic year (typically 9 months of the year but for 8-h days).

As seen in Table 3, there is a considerable range in empirical estimates for these values. For full-year workers, the federal government officially uses the figure of 2,087 h per year, (Office of Personnel Management, based on a 1981 Government Accounting Office study), or 40 h per week over a year. However, the American Time Use Survey and OECD estimate relatively lower values of 1,894 and 1,790 h per year, respectively, accounting for holidays and paid leave. For academic year workers, the variance is considerably higher. According to the 2007–2008 Schools and Staffing Survey, the average contractual work year for K-12 teachers is approximately 1200 h per year. This raises the question of how to account for additional unpaid time, with teachers self-reporting almost 2000 working hours per year (Primary Sources, a Gates Foundation and
Scholastic survey of K-12 teachers, and the Time Allocation Workload study for higher education workers, by Ziker et al. (2014).

Given the wide range, the exact choice of hours in a year may depend upon the particular evaluation setting. In general, we recommend the conservative choice of using teachers’ contractual working hours as a basis for converting between annual salary and hourly wage to arrive at an appropriate opportunity cost value of teacher time, but then to perform sensitivity analysis within the range. While it is important to acknowledge and take into account the additional hours that teachers voluntarily work, dividing their salary by unpaid work hours would likely be inappropriate and lead to an underestimate of their hourly wage.

**Example.** In an analysis of the costs of Responsive Classroom, a pedagogical approach to incorporating elements of social and emotional learning into the regular school day, the baseline costs including teacher planning and implementation time were $2,160 per student assuming teachers work 180 days per year for 7 h per day (Belfield et al, 2015). With the higher figure of 1,908 h per year per teacher self-reports, the estimated cost per student declines to $1,650 per student, a 23% decrease.

**Average Class Size**

In some cases, an intervention may be provided to a number of students divided into classes but the exact number of students per classroom or teacher may be unknown or highly variable. To estimate an individual student’s share of teacher time one must make an assumption about average class sizes to determine the number of students over which to divide a teacher’s salary to estimate a per student cost. The National Teacher and Principal Survey of 2015–2016, conducted by the National Center for Education Statistics, estimates a range of class sizes for different types of schools, grade configurations, and educational settings in the United States.

The Organization for Economic Cooperation and Development does so similarly for several other countries around the world; we summarize these estimates in Table 4 (US Department of Education National Center for Education Statistics, 2016; Organization for Economic Co-operation and Development [OECD], 2020). Based on these data, we recommend using an average class size of 21 for primary schools and 26 for secondary schools, making appropriate adjustments and performing sensitivity analysis as appropriate to the particular study.

**Fringe Benefit Rate**

It is widely accepted that fringe benefits should be included as part of the cost of personnel, particularly if the personnel are full-time. Even if personnel are reallocated from one task to another, or are working extra beyond their full time hours (but are not necessarily receiving any additional fringe benefits), fringe benefits costs should be included to reflect the full value of their time in opportunity cost terms and to reflect replication costs as in other settings additional personnel may need to be hired to cover certain responsibilities.

Whether or not to include fringe benefits for part-time workers or volunteers, who may not receive any benefits, is subject to debate. A conservative approach would be to
include benefits on opportunity cost and replication grounds. Even if a volunteer receives no benefits, if a worker would need to be hired to replace him/her to replicate the intervention, that worker would receive fringe benefits. Part-time employees who do not receive benefits incur fringe in the form of employer contributions to payroll taxes and other administrative costs of employment. Another question is determining what fringe benefit rate to use. The Bureau of Labor Statistics has estimated fringe benefit costs for both public and private sector employees in the education sector. Fringe benefits represent 28.2% of total compensation for private sector education workers and 35% for public sector workers. However, when applying these fringe benefit rates on top of wages, they should be applied over the smaller denominator that wages represent as part of the whole: 28.2% of the 71.8% wage share for private sector workers, or 39.2%, and 35% of 65% for public sector workers, or 53.8% (Tare & Brown, 2019).

**Example.** The social and emotional learning (SEL) program 4Rs incorporates SEL themes into English language arts classes through literary analysis. If the fringe benefit rate were updated from 29.5% to 57.9% of salary, the per student cost shifts from $510 to $580 (Belfield et al., 2015; Long et al., 2015). Depending on the share of costs devoted to personnel, this shift could be significant when comparing with another SEL program. In a comparative analysis, it is important to use a consistent fringe benefit rate that is transparently reported so it could be tested as it applies to different contexts.

**Training Costs and Amortization**

Just as investments in physical capital should be amortized to annualize their high up-front costs over the year-by-year “use” of the resources, in many cases it also makes sense to annualize training costs as an investment in human capital. Failing to do so when it is appropriate will overstate the up-front costs and understate subsequent year costs. The determination of when it is appropriate, and over what time period, will depend in part on whether the training is highly specific to the intervention in question or whether it represents a general investment in human capital. It will also depend upon whether the program is likely to continue in future years, and if the training will need to be repeated, either as a “refresher” course or due to staff turnover. Based on the finding that approximately half of teachers leave teaching within 5 years (Ingersoll and Smith, 2003), we recommend annualizing the costs of training for a program over five years.

**Example.** Consider a training-intensive program, such as the one-to-one reading remediation program Reading Recovery. Hollands et al. (2016) estimated the costs of Reading Recovery, amortizing training costs over observed average tenures for teacher leaders (7.4 years) and teachers (4.3 years). If these data were unavailable and training costs were instead amortized over 5 years, the estimated per student cost would reduce from about $3,860 per year to $3,850 per year, suggesting that if an analyst knew the effects of training would last for more than one year but was not sure exactly how long, making a reasonable assumption based on average tenure is unlikely to be highly distor-tionary. Alternatively, if the length of time the training will last is unknown and training costs were not amortized at all, the per student cost would be $4,390, a much larger difference from the original estimate. This suggests that making the assumption that training will last one year versus multiple years is likely to impact bottom-line results and it...
is worthwhile to obtain more data to determine if training lasts for more than one year. However, if the exact length of time beyond one year is unknown, a simplifying assumption is appropriate.

**Shadow Price for Volunteer Labor**

As has been widely discussed in the literature (see Cook, Chapter 3 in Farrow & Zerbe, 2013; Brodman & Powers, 2014), the shadow price for volunteer time is an important and often overlooked aspect of cost estimation. The “true” shadow price depends in part on perspective. From the perspective of a program sponsor or a decision-maker determining whether to replicate or scale up a program, the best estimate is the market value of the services performed by the volunteers. In other words, what would it cost to purchase similar services on the labor market if unpaid volunteers were unavailable? The shadow price from the volunteer’s perspective may be different—on the one hand, volunteers give their time, by definition, voluntarily and thus arguably derive some intrinsic value from their work as a compensating differential. Thus, the shadow price may be lower than the market value of the services provided. On the other hand, their true opportunity cost in terms of foregone wages or leisure may be much higher than the market value of the services. It is the volunteers themselves who are bearing this additional cost, arguably due to the intrinsic pleasure they derive from volunteering, but if particular characteristics are required of volunteers that are not reflected in the market value of their services, these should be noted in the analysis.

**Example.** The evaluation by Jacob et al. (2016) of a supplemental reading program that relies upon volunteer tutors to read with students who were behind grade level took two approaches to explore how to value the time of the volunteer tutors. Based on the knowledge of contextual differences in volunteer pools and the relationship between reading skill and teacher effectiveness, they collected data on education level from the volunteers. However, the program was designed to work with any literate adult serving as a volunteer. The analysis used the price of a teaching assistant as the hourly value of the volunteer tutor time. In a sensitivity analysis, they found that the cost was not sensitive to the value of volunteer time.

**Salaries**

There are a wide range of national average salaries for educational positions based on education level, experience, and special training and qualifications, as well as various national surveys and compendia of such prices such as the Center for Benefit-Cost Studies of Education Database of Educational Resource Prices. The array of possible prices can be overwhelming, especially if details about qualifications required to match to an exact price are unknown, irrelevant, or vary widely. In such cases, we recommend using national average prices based on broadly representative surveys, such as the Occupational Employment Statistics Survey of the Bureau of Labor Statistics, which estimated average salaries of $59,420 for elementary school teachers, $59,660 for middle school teachers, $61,660 for high school teachers over a 10-month academic year, and $96,400 for principals over a 12-month calendar year as of 2019.
Facilities

Rental Rate for Educational Facilities

The most accurate estimate of the economic value of an educational facility space would be the rental rate for that space, for two reasons: even if the program does not need to pay rent for the use of the facilities, the foregone rental income represents the opportunity cost of using the space for the program, and if the program were to be replicated in another location without available space, it would have to pay rent for that space. However, there is not a national market for the rental of educational facilities, and while local markets do exist, they are highly idiosyncratic and do not appear to be tied to the underlying value of the assets or the opportunity cost. Given these idiosyncrasies and the lack of a national average, if using national average prices we recommend annualizing new construction and land acquisition prices over the useful life of a facility as an estimate of facilities costs.

New Construction Prices for Educational Facilities

The most comprehensive analysis of construction costs for educational facilities is by Cumming, which found an overall national average in 2020 of $327 per square foot not including land acquisition, furnishings, and professional fees such as design and permits. Analysts should consider varying these costs by school type (generally middle and high schools have more specialized spaces like science labs and music/art facilities and thus cost more), specialized type of spaces, and geographic location (Cumming, 2020).

Average Useful Life of Educational Facility

Annualizing the price of educational facilities requires an estimate of their useful life. A starting point is the average age of school facilities, which is 44 years according to the National Center for Education Statistics 2012–2013 Conditions of School Facilities report, as that is an indicator of time to replacement. There are several reasons, however, for that figure to be biased. On the one hand, if the goal of the cost estimate is to determine the value of facilities adequate to replicate a particular program, many educational facilities in the United States are in inadequate or suboptimal condition. On the other hand, facilities spending and capital plans at the district level are not necessarily optimizing or cost-minimizing, particularly given the design of matching grants from higher levels of government that may incentivize over-spending on capital projects. Finally, even though a school building may not be replaced for 40–50 years or more, NCES reports that it has only been 19 years, on average, since the last major rehabilitation of school buildings in the United States. Given multiple and competing sources of bias, it is likely that the best guess for the useful life of a new educational facility lies somewhere between these values; we recommend using an average of 30 years and performing sensitivity analysis.

Example. In a cost analysis of a university-school-community partnership program (Shand et al., 2018), an intermediate value of 30 years was used for the baseline estimate of $1,560 per student in annual costs, whereas assuming facilities lifetimes of 19 years
and 44 years, respectively, would result in estimates of $1,580 per student and $1,550 per student, suggesting that results are robust to reasonable ranges of values for this assumption.

**Number of Hours per Year a Facility is Available for Use**

Dividing the annual cost of an educational facility among multiple uses requires an assumption regarding the number of hours the facility is available for use over the course of the year. The theoretical maximum of 8,760 h (24 h per day for 365 days per year) is likely infeasible, given that most educational facilities would lay dormant overnight and even over large chunks of weekends and school vacations. Simply applying the costs to the school day (1,280 h, or 7 h per day for 180 days per year) is likely overly conservative given that most schools can and do make facilities available for use or lease for evening and weekend events. We, therefore, recommend guidelines in between these extremes as proposed by the Bloomington, Minnesota school district, whereby facilities usage requires special charges for additional maintenance and security for late-night and weekend uses; thus, facilities costs are divided among 3,500 h per year, for 14 h per day, 5 days per week.

**Example.** In the aforementioned analysis of REACH, replacing the baseline assumption that facilities are available 8 h per day (2,080 h per year) with a more lenient one that allows for evening activities reduces the per student cost by only $5.

**Average Facility Size**

Many educational interventions require the use of facilities but respondents are not always aware of the actual size of the facilities used, those facilities spaces and sizes may vary, or they may be flexible by design. Therefore, awareness of the average size of various types of educational facilities can provide more accurate estimates when respondents are not aware of intervention-specific sizes. Estimates reported in Table 5 come from facilities guideline documents from multiple states, and range from 600 to 1,600 square feet for classrooms, 5,200–9,500 square feet for gymnasiums, 4,000 square feet for libraries and media centers, and 8,000 square feet for auditoriums. We recommend selecting a reasonable value within these ranges based on the context and performing sensitivity analysis with the ranges.

**Sensitivity Analysis Using These Assumptions**

Given that a number of assumptions suggested in the previous section involved ranges of values, and that these assumptions take the place of measuring these values directly, it would be useful to know how sensitive or robust results are to these assumptions. The two types of sensitivity analysis, break-even analysis and Monte Carlo analysis, complement one another as they align with the two types of decision problems outlined by Karoly (2012): break-even analyses to test at what value an assumption would need to be set to change a decision and Monte Carlo analysis to show the effects on a single intervention of varying multiple assumptions simultaneously and probabilistically. We test the assumptions that are most likely to alter results because they represent large shares of the costs of the interventions in question,
Wilson Reading, Corrective Reading, and City Connects: fringe benefit rates, whether or not to annualize training costs, hours facilities are available for use for reading programs, hours in an academic year, classroom size and lifespan, and administrative overhead for City Connects.

**Break-Even Analysis**

This section reports break-even analyses on the Corrective and Wilson Reading programs on three key assumptions that would most likely impact results due to the design of the programs: whether or not to include fringe benefit rates, whether or not to amortize training, and how to estimate an hourly facilities rate. The purpose of the break-even analysis is to determine how extreme assumption values would need to be in order to alter a recommendation for a hypothetical decision-maker. In the baseline analysis, Corrective Reading cost $10,108 per student and $45,945 per effect size unit gain in early literacy skills, and Wilson cost $6,696 per student and $20,291 per effect size unit gain, all in 2010 dollars (Hollands et al., 2016).

**Fringe Benefit Rates**

Since both programs are personnel-intensive small group instruction programs, there is no break-even point for benefit rates—testing fringe benefit rates from 0% to 100% of salary, Corrective Reading had a consistently higher average cost per student than Wilson Reading under a full range of plausible assumptions. Note that this unlikely to be universally true—the more similar the programs being compared, the more robust they will be to shifts in assumptions that affect all programs similarly. If comparing a capital or technology-intensive program (say, a self-directed computer-adaptive tutoring program vs. an in-person tutoring program), then an assumption about fringe benefits will likely be more important, as it will affect one program substantially more than the other.

**Annualizing Training**

Wilson Reading requires substantially more training than Corrective Reading; therefore, annualizing training costs, as is done at baseline, could be making Wilson appear cheaper compared to Corrective. However, not annualizing training is not enough to break even with Corrective Reading in any case as it increases the cost of Wilson to $7,053 per student, still substantially less than the cost of Corrective Reading.

**Hours of Availability for Facilities**

Wilson Reading is cheaper and uses more facilities, so there would be no upper bound break-even point here (dividing facilities among more available hours per years will just make the cost estimate for Wilson even cheaper relative to Corrective). At just 55 h per year of available facilities time (which is absurd on the surface, as the facilities are in use for at least 100 h for the programs themselves), the programs break even. This number is sufficiently low that it is unlikely that any reasonable assumption about the available hours for use for facilities will affect the results of an analysis.
Monte Carlo Analysis

The Monte Carlo analysis of the benefit-cost results of City Connects considers the distribution of possible results for that single program under different scenarios. With 1,000 simulations across the range of assumption values, the benefits exceeded the costs of City Connects in all cases. Table 6 shows an abbreviated illustration of the simulations, sorted from high to low by net benefits. The rightmost columns, showing the present value costs, benefit-cost ratio, and net benefits, respectively, and how they vary with different values for the assumptions in the columns to the left. The fact that no combination of assumptions, even simulations that involve extreme values on a range of assumptions, change the sign of the net benefits, provides some assurance that the range of assumptions proposed here are reasonable.

Examining extreme scenarios provides some further insight from the Monte Carlo analysis. The highest net benefits are approximately $4,400 and unsurprisingly tend to occur with more hours in an academic year, smaller classrooms, longer facilities life-times, lower fringe benefit rates, and lower overhead percentages. The lowest net benefits of approximately $2,100 tend to occur at the opposite extremes. What is surprising, however, is which assumptions appear to be the drivers of these differences based on examination of the simulation values in outlier cases; cases with low net benefits consistently have fewer hours in the academic years, much larger classrooms, and high overhead rates. Therefore, in cases with benefit-cost ratios closer to one, these assumptions may require closer inspection.

Conclusion

This paper proposes a standardized set of assumptions related to concrete questions of measurement when conducting a cost analysis. These assumptions can help address two concerns in conducting a cost analysis –the comparability and face validity of descriptions of the ingredients for interventions, especially when sufficiently detailed data on resources or ingredients are not available, and the feasibility of conducting cost analyses
using the ingredients method on a larger scale by simplifying the data collection process.

Overall, most importantly we recommend being transparent and, whenever possible, testing the sensitivity of results to different assumptions. Be clear about when you are making an assumption, and if so if you are using a common, standardized assumption for the purpose of comparability with other interventions or argue it is more appropriate to select a value that is unique to your intervention. Beyond the selection of individual parameter values, it is most important that those values can be tested and varied by other analysts as needed for comparability and to determine how an intervention might change in different contexts.

To briefly summarize our recommendations, we recommend the use of national average prices, the final analytic sample that received the treatment and not the original sample at assignment as the basis for dividing costs, estimation of incremental costs relative to a business as usual condition as appropriate for the relevant decision and research design, and inclusion of overhead costs as appropriate while being attentive to double counting and what is truly incremental as high-level design decisions. For personnel ingredients, we recommend using conservative and standardized national average estimates of hours of work and hours for use to convert annual salaries to hourly wages, appropriate fringe benefit rates and shadow prices for volunteer labor, and amortizing training costs. For facilities ingredients, we recommend using new construction costs and estimating the useful life, size of facility, and time available for use either specific to context or based on national average values from surveys.

The assumptions suggested here are suggested to represent analytically appropriate and defensible average values in the absence of more precise estimates. Nonetheless, they represent a starting point for discussion that can be updated as more and better data on costs of educational interventions become available. The robustness checks presented here—specifically, the break-even analysis and the Monte Carlo analysis—suggest that these assumptions are reasonable in the sense that values within the proposed ranges did not substantially alter the results of cost analyses for three specific programs. In at least some cases, reasonable assumptions based on empirical estimates will not substantially distort results when more precise, program-specific data are not available. Therefore, they can be applied to assist researchers in making high-quality, comparable estimates of cost available to decision makers, but researchers should still be transparent about when they are making assumptions and test sensitivity of their own results for robustness to those assumptions whenever possible.
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