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ABSTRACT 

Due to increasing digitization in all aspects of life, the demand for qualified software development professionals 
continues to increase. Students from underrepresented groups, such as first generation students from non-academic 
families, minorities, single parents and women represent an underutilized pool of untapped potential talent. The question 
arises as to which unique perspectives computer science graduates from underrepresented groups can bring to software 
development companies. In addition to programming skills, non-technical competencies, such as foreign language 
abilities, intercultural communication, creativity, conflict management, team-building and organizational skills are vital 
for success in diverse, international project teams. A large job market database for new graduates, developed for a 
consortium of universities in Bavaria, Germany, is analyzed using machine learning tools. Career competencies desired 
by recruiting companies are compared to potential advantages offered by computer science graduates from 
underrepresented groups. 
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1. INTRODUCTION 

The rise of digitization rapidly permeates through all aspects of modern life. As a result, the demand for 
qualified software development professionals continues to increase. This growing demand, accompanied by a 
simultaneous shortage of available software developers, widens the skills gap between job openings and 
qualified applicants. Traditionally, a number of groups have remained underrepresented among computer 
science students: first generation students, people who come from a migration background, single parents and 
women. People from these hitherto underrepresented groups offer an untapped source of potential talent.  

In Germany, the proportion of people who come from a migration background (23%) is significantly 
higher than the proportion of migrants at universities (11%) (BAM 2011). At the Technical University of 
Applied Sciences in Nuremberg, 65% of the students are from non-academic families, approximately 5% 
have children, 10% are international students and 5% do not have a high school diploma (THN 2018). The 
number of female students in the Computer Science Department has actually been declining. In the Winter 
Semester of 2018/2019, only 17% of newly enrolled students were female (IN THN 2018). 

Graduates from underrepresented groups can bring unique advantages to software development teams. 
They can help to increase the diversity of perspectives examined. Ilumoka (Ilumoka2012) discusses the 
importance of diversity in engineering teams. Especially during the requirements engineering phase,  
non-technical skills, such as intercultural communication and foreign language abilities, can be of 
exceptional value for multi-national teams or for stakeholders in foreign countries. During the software 
development and testing phases, cooperation, team-building and conflict management skills can prove vital 
for the success of a software project.  

This work considers two research questions: 
1. Which career competencies do students need to master for future careers as IT professionals? 
2. Can machine learning methods help to gain information about the job market to help computer 

science students plan their future careers? 
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Section 2 Related Work discusses literature related to career competencies which are important in IT. 
Section 3 Methodology describes the machine learning methods used in this investigation. Section 4 Results 
presents the findings of the analysis. Section 5 Conclusions discusses the implications of the results, their 
relevance for IT graduates from diverse backgrounds and describes plans for further research. 

2. RELATED WORK 

This section discusses work related to the career goals and motivation of computer science students as well as 
the competencies students need to learn for their future careers as software developers. International, cultural 
and gender aspects are presented. 

Liebenberg and Pietersee (Liebenberg 2016) investigated the career goals of software development 
students and professionals in South Africa. They found that both students and professionals valued stability 
and work/life balance most highly. Professionals additionally expressed the value of creativity. They assert 
that knowing people's motivation can help to improve recruitment and retention of software developers.  

The intercultural competencies necessary to work in global software development teams have been 
investigated by a number of authors. Beecham, et al., (Beecham 2017) conducted a wide-scale literature 
review of distributed global software engineering courses. They identified a number of difficulties inherent to 
working in international software teams, which students need to learn to address: distance, teamwork, soft 
issues, stakeholders from industry, infrastructure and distributed software development processes. They 
categorized various types of distances, such as physical (geographic), time zones, cultural, language and 
institutional distances. Other authors, such as Hoda et al., (Hoda 2016) concentrated on the socio-cultural 
capabilities which students need to learn to work effectively in global software development teams. They 
pointed out the importance of overcoming language barriers, different perspectives regarding time, attitudes 
towards achievement, differences in autonomy and work habits as well as assumptions about national culture. 
They underline the importance of cross-cultural training. One example of the importance of cultural 
sensitivity in requirements engineering was reported by Hinze, et al. (Hinze 2018). To develop a medical app 
aimed at improving the health of migrant communities, sensitive personal data needed to be collected. With 
such a multi-cultural stakeholders, they stressed the importance of establishing personal relationships in order 
to create a trusting environment. Ideally, they recommend that one member of the research team should come 
from the cultural community studied, in order to help build bridges between the two worlds. 

A number of authors have analyzed the effect of gender on computational thinking in schools and in the 
work place. Budinska and Mayerova (Budinska 2017) investigated the relationship between computer 
science concepts and computational thinking, in this case graph tasks. They found that boys were 
comparatively better at tasks with simple, relatively abstract representation and a larger amount of text, with 
the goal defined to identify a problem. They found that girls were better at tasks with less text, but with a 
relatively more complicated representation of structure, with a focus on simple operations on graphs. They 
concluded that because boys and girls have different methods of acquiring mechanical and abstract thinking, 
they each need different types of assignments to increase their motivation. Cheryan, et al. (Cheryan 2011) 
examined whether role models have an effect on self-confidence. They found that women who interacted 
with non-stereotypical role models believed they would be more successful in computer science than those 
who interacted with stereotypical role models. Faulkner (Faulkner 2009) discusses the subtle dynamics which 
can contribute to a feeling of 'belonging' in work relationships. She discusses the importance of informal 
conversation topics among colleagues, which can make women and other underrepresented groups feel like 
outsiders. Branz, et al. (Branz 2019) used Sentiment Analysis to evaluate how male and female team 
members interact on software engineering projects. They used statistical and machine learning methods to 
analyze a large data set from an incident management system to investigate the emotional content of project 
communication. They found that the types and intensities of sentiments expressed differed considerably 
between male and female developers. 

The literature discussed here illustrate some of the challenges which computer science students will face 
upon graduation. The question arises as to whether students from underrepresented groups can leverage their 
backgrounds to make unique contributions to increase the diversity of ideas contributed to software 
development teams. 
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3. METHODOLOGY 

In order to test the two questions proposed in Section 1 Introduction, an initial experiment was conducted 
using machine learning. To approximate the professional competencies required for future IT careers, a large 
database of job openings for new graduates was analyzed. The Job-Boerse (Jobboerse 2004) was developed 
in 2004 by the Computer Science Department at the Technical University of Nuremberg Georg Simon Ohm 
in Germany. Currently, 15 universities are participating in the project. For this experiment, a total of 30,792 
job ads spanning over 3 years (2016 - 2018) were analyzed. 
 

 
Figure 1. Machine Learning Process 

First, data was extracted from the job database. Unlike highly structured database entries, individual job 
offers are stored as unstructured text. The first challenge was to extract the information relevant for this 
analysis, such as the job title and necessary qualifications, from free-form text. Next, the extracted data was 
cleaned in a pre-processing phase. Text errors in the database were corrected using a pre-processor written in 
Python, based on the FTFY library (Speer 2019). The analysis was performed using a machine learning 
system named Weka. The Weka system is a research project of the Machine Learning group at the University 
of Waikato in Hamilton, New Zealand (Frank 2016).  

Three competing algorithms were tested to classify job offers:  
1. Naive Bayes Classifier (NBC) 
2. K-Nearest Neighbors (KNN) 
3. Support Vector Machine (SVM) 

A Bayes statistical classifier algorithm was used as a baseline to test whether machine learning algorithms 
are actually better than classical statistical methods. Bayes classifiers are based on the Bayesian statistical 
theorem. Data points are assigned to a given class using a set of features, called a feature vector. A naive 
Bayes classifier (NBC) simplifies this process by making the 'naive' assumption that all feature variables are 
independent of class (Rish 2001). The naive Bayes algorithm has proved effective in text classification in a 
number of applications (Chen 2009). 

The K-Nearest Neighbors algorithm (K-NN) is an instance-based learning algorithm which is based on 
similarity measures between data points. K-NN is a supervised learning method which uses data from the 
past, with known output values, to predict an unknown output value for new data (Korde 2012). It has also 
been called a non-parametric, 'lazy' machine learning algorithm, because the algorithm makes no assumptions 
about the form of the problem. Any new generalization beyond the initial training data is first performed 
when each new query is encountered (Sebastiani 2002). 

A Support Vector Machine (SVM) is a supervised machine learning algorithm which classifies data into 
groups by constructing hyperplanes. In a two dimensional space, this hyperplane would be represented by a 
line dividing the data points into two groups. Non-linear classification can be performed by mapping inputs 
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to higher dimensional hyperplanes (Tong 2001). Support vector machines have been shown to be highly 
effective to classify text (Basu 2003). 

During the initial training phase, a randomly selected subset of the job ads was used to train each of the 
three algorithms to classify job descriptions into groups. These groups were defined as specific job titles, 
such as 'developer', 'consultant', 'engineer', 'analyst' and 'project manager'. This was followed by a test phase, 
during which a different subset job ads, those not used during the training phase, were tested. This test data 
set of new, unseen job ads was input into the trained algorithms to see whether the job titles in the new job 
ads could be correctly recognized by each of the three algorithms. 

To estimate the effectiveness of the competing algorithms, a K-fold Cross Validation Test was performed. 
Each of these training and test phases were repeated for 10 cycles for each of the machine learning 
algorithms tested. During each test cycle, a different subset of the jobs data was used for the training phase 
and the remaining data for the test phase (Wong2015). 

Finally, the career competencies were grouped into clusters using the K-means algorithm. The K-means 
algorithm partitions data objects into a specified number of groups, 'K'. Each data object is assigned to the 
cluster with the nearest mean value (Jain 2010). The K-means algorithm has been shown to be effective to 
group large text document data sets (Huang 2008). The premise here is that the competencies associated with 
job titles are those desired by companies recruiting new graduates. 

4. RESULTS 

As described in Section 3 Methodology, records were first extracted from the job database, then cleaned with 
a pre-processing routine written in Python to remove data entry errors, misspellings and inconsistencies. 
Next, each of the three algorithms were implemented using the Weka machine learning system: Naive Bayes 
Classifier (NBC), K-Nearest Neighbor (KNN) and Support Vector Machine (SVM). During the supervised 
training phase, each algorithm was trained to associate correct pairs of input text (job descriptions) and 
output results (job titles). After that, for each algorithm, a test phase with a different subset of job ads were 
tested to see how well each algorithm had learned to recognize job descriptions associated with specific job 
titles. These cycles of training and test phases were repeated 10 times, with different subsets of test and 
training sets for the job ads for each cycle to perform a K-fold Cross Validation.  

Accuracy is defined as the number of correctly predicted results (true positives and true negatives) in 
proportion to the total observations. Precision is a measure of positive predictive value, while recall 
calculates the proportion of relevant instances that have been retrieved in relation to the total number of 
relevant instances. F1 is the weighted average of precision and recall, and thus takes both false positives and 
false negatives into account (Powers 2011). The classification accuracy and f1-scores of each of the three 
algorithms are shown below in Table 1. 

Table 1. Accuracy and F1 of classifier algorithms 

Algorithm Accuracy F1 
Naïve Bayes Classifier  0.78 0.77 
K-Nearest Neighbor 
Support Vector Machine 

0.72 
0.91 

0.71 
0.91 

 
Although the naive Bayes algorithm would be considered a relatively simple statistical method, it 

performed slightly better than the K-Nearest Neighbor algorithm, which performed poorest. The performance 
of the Support Vector Machine was the best of all three algorithms. These findings are similar to the results 
reported by Elnahrawy (Elnahrawy 2002). He found the naive Bayes classifier simple and fast, both in 
learning as well as in classification. Significantly, the naive Bayes classifier outperformed the K-Nearest 
Neighbor in both speed and accuracy. The Support Vector Machine delivered excellent results with respect to 
accuracy. The disadvantage was that it was very slow to learn and thus computationally expensive. Based on 
these findings Support Vector Machine (SVM) was selected to perform the classification of the job ads. 

The next step was to classify job ads according to job titles. The most frequently identified job titles 
found during the test phase are shown in Figure 2. 
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Figure 2. Most frequently identified job titles 

These results provide an initial starting point to identify the most promising career opportunities for IT 
graduates. As expected, technically-oriented job titles, such as developers, programmers and software 
engineers appeared quite frequently. Interesting to note is that a significant number of highly sought job 
titles, such as consultant, analyst and project manager, are fields which are not limited to programming. 

The next step was to identify the key competencies desired by prospective employers. Here, an 
unsupervised K-means clustering algorithm, as described in Section 3 Methodology, was used to group 
similar terms. Terms were grouped together in to a number “K” of clusters. Some of the clusters which 
formed were not very helpful. For example, one of the clusters formed included the words 'status', 'gender', 
religion', 'race' and 'disability'. It can be inferred that these terms are part of standard non-discrimination 
clauses. Especially of interest here are the clusters related to technical and non-technical skills. The most 
common clusters are displayed in Figure 3, along with the percentage of job ads which contained these terms.  

As expected, job offers contained a number of specifications defining desired technical competencies. 
Computer programming skills and knowledge of software engineering, from initial requirements engineering, 
design, development, test and integration of software systems remain core competencies of any computer 
science degree program. 

 

 
Figure 3. Most commonly sought technical skills 

Significant for this research is that a number of non-technical skills were also specified as highly 
desirable by prospective employers.  
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Figure 4. Most commonly sought non-technical skills 

The ability to communicate effectively, both in the native language (German) but especially in English, 
were the most common non-technical skills sought. Working effectively in teams, flexibility, logical and 
analytical thinking, creativity and self-organization highlight abilities which would be considered soft skills. 
The willingness to travel was also specified as desirable for some careers. 

5. CONCLUSIONS AND FUTURE WORK 

In conclusion, the most commonly advertised job titles, technical and non-technical competencies for 
computer science graduates have been identified in a university career database. Machine learning methods 
proved effective in extracting useful information from large amounts of unstructured data.  The ramifications 
of the knowledge gained, as presented in Section 4 Results, have consequences for underrepresented students 
and for the computer science curriculum at universities. It has been demonstrated that employers value both 
technical skills as well as personal characteristics when recruiting IT graduates. Although project 
management is often a mandatory course, the development of soft skills tends to be overlooked. Team 
training and conflict management are rarely taught explicitly in undergraduate computer science programs. 

Students from underrepresented groups may be able to contribute unique soft skills, which traditional 
students may lack. For example, the ability to plan and organize multiple competing tasks can be vital for the 
success of large software development projects. Working together in teams often requires learning to resolve 
conflicts between team members. The ability to communicate both verbally as well as in written form is often 
not taught explicitly as part of the curriculum in computer science. Women tend to score higher in verbal 
ability, while men tend to score higher in spatial ability (Lewin 2001). This could imply that women may 
have an inherent advantage in communication skills. For students from migration and non-academic 
backgrounds, however, written skills may prove especially challenging. Extra support in learning how to 
improve their written skills, especially in their non-native language, may be necessary. Growing up bilingual 
and bi-cultural enables someone to build bridges between stakeholders and team members from different 
countries. The importance of bi-cultural proxies as bridge builders is discussed in MacGregor, et al. 
(MacGregor 2005). Bi-coded individuals are defined as people, who due to their life history, are able to 
operate equally well in two different cultures. Such bi-coded individuals can help serve as an intercultural 
translators between two cultures. 

As opposed to concentrating on the disadvantages underrepresented students have, diversity can 
contribute unique advantages. Woolley, et al. (Woolley 2010) examined the role of collective intelligence 
performance. They found that diversity within teams tends to increase the collective intelligence of  the entire 
team significantly (Woolley 2015). Bear, et al. (Bear 2011) found that diverse teams showed increased 
participation and collaboration, which led to a higher perception of efficacy among team members. 
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Especially groups performing creative or innovative tasks tend to benefit more from diversity 
(Williams1998). 

In conclusion, students from underrepresented groups represent a potential source of untapped talent and 
could contribute to a diversity of perspectives in computer science. Future research will focus on evaluating 
in detail how the specific non-technical soft skills desired by prospective employers can be fulfilled by 
students from underrepresented groups. Interviews, surveys and machine learning analysis of text 
communication artifacts will be conducted with students from a migration background, first generation 
students, single parents and female students, to ascertain which unique advantages they can bring, especially 
in soft skills gained during their life history. This work is part of a larger research project to recruit, support 
and retain students from underrepresented groups in STEM subjects, as described in (Schuhbauer 2019).  
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