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ABSTRACT
For the development of successful human-agent dialogue-
based tutoring systems, it is essential to understand what
makes a human-human tutorial dialogue successful. While
there has been much research on dialogue-based intelligent
tutoring systems, there have been comparatively fewer stud-
ies on analyzing large-scale datasets of human-human online
tutoring dialogues. A critical indicator of success of a tutor-
ing dialogue can be student satisfaction, which is the focus
of the study reported in the paper. Specifically, we used
a large-scale dataset, which consisted of over 15,000 tuto-
rial dialogues generated by human tutors and students in
a mobile app-based tutoring service. An extensive analysis
of the dataset was performed to identify factors relevant to
student satisfaction in online tutoring systems. The study
also engineered a set of 325 features as input to a Gradient
Tree Boosting model to predict tutoring success. Experi-
mental results revealed that (i) in a tutorial dialogue, fac-
tors such as efforts spent by both tutors and students, ut-
terance informativeness and tutor responsiveness were posi-
tively correlated with student satisfaction; and (ii) Gradient
Tree Boosting model could effectively predict tutoring suc-
cess, especially with utterances from the later period of a
dialogue, but more research effort is needed to improve the
prediction performance.
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1. INTRODUCTION
Intelligent tutoring systems (ITS) are computer systems that
are designed to act as human tutors and provide personal-
ized instruction or feedback to students in online learning
environments [3, 41]. Ultimately, ITS aim at replicating
the benefits of one-to-one tutoring in contexts where stu-
dents cannot receive such tutoring during the learning pro-

cess [49]. In the past decades, numerous researchers have
been actively involved in the investigation and development
of various types of ITS, among which representative exam-
ples include AutoTutor [19], BEETLE [16], ASSISTments
[25], and Cognitive Tutor [36]. More importantly, these sys-
tems have been applied in different educational contexts for
hundreds of thousands of students to use and have facili-
tated student learning. With the aid of ITS, students with
an internet connection can receive guidance tailored to their
needs and enhance their learning anytime and anywhere. At
the same time, instructors and educational institutions can
improve their teaching quality and educational programs by
analyzing the fine-grained data collected by ITS [1, 3].

Figure 1: A tutoring dialogue example.

A special class of ITS is dialogue-based intelligent tutoring
systems such as AutoTutor and BEATTLE, which empha-
size the use of human-agent dialogue in one-to-one tutoring.
Such systems have been built on advances in psycho-/socio-
linguistics, computational linguistics, and natural language
processing [14, 35] to create productive learning experiences
in human-agent dialogue tutoring.

In line with [47], we argue that the future development of
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dialogue-based systems can benefit greatly from the anal-
ysis of massive datasets collected in online tutoring. On-
line tutoring has been promoted by a growing number of
applications, e.g., Chegg1, Skooli2 and Wyzant3, that of-
fer human-human online tutoring at scale and the learning
subjects covered by these applications include math, sci-
ence, language learning, humanities, etc. Specifically, we
are interested in understanding what constitutes successful
human-human online tutoring. In this paper, we report on
the findings of a study that looked at factors that predict
student satisfaction with human-human online tutoring.

The analysis of human-human online tutoring requires con-
sideration of factors that shape the entire tutorial process.
Online tutoring, especially helping students to solve prob-
lems, is a complex process, in which a student is expected
to clearly explain the problems to be solved to a tutor and
the tutor is expected to use her knowledge as well as appro-
priate tutoring strategies to guide the student to solve the
problems. The success of such a process depends on many
factors, e.g., whether the student clearly explains the prob-
lem, whether the tutor asks appropriate questions to guide
the student, and whether the tutor provides sufficient emo-
tional support. As shown in the example in Figure 1, the
student ended the tutoring session because the tutor did not
respond to the student in a timely manner and the student
only rated the tutoring session as 1 on the scale of (1, 5),
which indicated that the student was not satisfied with the
tutoring service at all and thus the tutorial dialogue was
unsuccessful.

To our knowledge, few studies have attempted to identify
the crucial factors that are correlated with the success of a
tutoring session. Thus, our work aimed at (i) identifying
factors that are correlated with the success of a dialogue-
based tutoring session, and further (ii) utilizing the identi-
fied features as input to a state-of-the-art machine learning
model to predict the tutoring success. Formally, our work
was guided by the following research question:

RQ: What factors are related to student satisfaction
with online tutoring service?

By investigating the RQ, we expected to (i) help tutors in
existing online tutoring systems to better direct their ef-
forts in guiding students, and (ii) inform the design of future
dialogue-based ITS.

To this end, we first formulated a set of hypotheses about
potential factors that were correlated with the success of
a dialogue-based tutoring, which were grounded in previ-
ous research findings on online tutoring or relevant educa-
tional topics. Then, we conducted an extensive analysis of
a large-scale dataset provided by a company offering online
tutoring services to students, which contained transcripts of
over 15,000 dialogue-based tutoring sessions generated by
more than 5,000 students, to test the formulated hypothe-
ses. Based on the analysis, we designed a set of 325 fea-
tures and used these features as input to a state-of-the-art

1https://www.chegg.com/
2https://www.skooli.com/
3https://www.wyzant.com/

machine learning model (i.e., Gradient Tree Boosting) to
predict whether a tutorial dialogue would be successful or
not.

Experimental results showed that the success of a dialogue-
based online tutoring session was associated with factors
such as the efforts made by both tutors and students, the
informativeness of the utterances, and the sentiment polar-
ity conveyed through the utterances. We further showed
that Gradient Tree Boosting was an effective method in pre-
dicting the success of tutoring sessions. In particular, we
observed that the utterances from the later period of a tu-
toring session (e.g., the last 20% utterances in a dialogue)
could deliver prediction accuracy comparable to that using
the whole dialogue as input, and more research effort can be
invested to further boost the prediction performance.

2. RELATED WORK
Our work is mainly related to research on educational dia-
logue analysis [39]. One common theme that has been in-
vestigated for years is the development and refinement of a
coding scheme for educational dialogue acts [30, 38]. For in-
stance, by building upon the language-as-action theory, [21]
proposed a coding scheme that attempts to map utterances
to their inherent functions in a dialogue and validated the
effectiveness of the proposed scheme in two different learn-
ing contexts (one from primary school and the other from
secondary school).

Another common strand of work in the field is the inves-
tigation of the relationship between tutorial dialogues and
student performance [29]. For example, [47] adopted corre-
lation analysis to capture the effects of dialogues on student
performance. In particular, the dialogue acts of tutors (e.g.,
those related to providing explanations) were found to be
significantly predictive of students’ learning gain. Similarly,
[5] found that the choice of corrective tutorial acts adopted
by tutors, which serves as an approach to deal with incorrect
problem-solving actions, has a significant influence on stu-
dents’ learning gain. In a different vein, [32] measured the
quality of a tutorial dialogue with the Classroom Assess-
ment Scoring System-Secondary observational instrument
and demonstrated that the quality of educational dialogues
was positively associated with student performance. Other
relevant works include [13, 17, 24, 31].

Compared to the related works described above, our work
distinguished itself in several aspects. Firstly, our work
aimed at discovering factors that are related to student satis-
faction instead of student performance, though both of them
can be regarded as indicative predictors for the success of
a tutorial dialogue. Secondly, our work analyzed various
types of factors associated with student satisfaction (which
are described in Section 3), while prior works have mainly
analyzed one or two specific types of factors, e.g., dialogue
acts [5, 47] and dialogue quality [32]. Thirdly, the tutorial
dialogue dataset used in our work consists of dialogues col-
lected from over 15,000 tutoring sessions initialized by more
than 5,000 students, while previous work often used datasets
containing a few hundred tutorial dialogues generated by
dozens of students.
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3. APPROACH
In this section, we first describe the dataset we used for
analysis. Then, we outline and justify the hypotheses upon
which we grounded our work to explore factors that are as-
sociated with student satisfaction, and then introduce the
method we used to test these hypotheses. Lastly, we de-
scribe the machine learning model for predicting student
satisfaction.

3.1 Dataset
The dataset used in our work was prepared by an educa-
tional technology company that provides on-demand tutor-
ing services via a mobile application and covers topics in-
cluding mathematics, chemistry, and physics. With the mo-
bile application, a student can take a picture of the problem
she encounters or directly write down the problem and se-
lect the category to which the problem belongs to. Then,
the student will be connected to a professional tutor who
can guide the student to solve the problem by leveraging
texts and pictures to communicate. Originally, the dataset
consisted of dialogues of 18,203 tutoring sessions, which ac-
counted for over 7,000 tutoring hours. To ensure the validity
and generalizability of the experimental results, we filtered
out dialogues with less than 10 utterances or of duration less
than 60 seconds. This was carried out because tutors were
unlikely to deliver meaningful tutoring in those sessions.

Table 1: Dataset statistics.

Category
Row
ID

Metric Value

Basic
statistics

1 # Sessions 15,756
2 # Utterances 1,250,270
3 # Tutors 116
4 # Students 5,468
5 Avg. ratings 4.22

Dialogue
length

6 Avg. session duration (mins) 28.75
7 Avg. # utterances / session 79.35
8 Avg. # words / session 610.87
9 Avg. # unique words / session 183.80

Activeness
10 Avg. % utterances sent by tutors 57.92
11 Avg. % words sent by tutors 78.02
12 Avg. % new words sent by tutors 74.92

Platform
experience

13 Avg. # sessions guided by tutors 135.83
14 Avg. # sessions owned by students 2.88

After filtering, the dataset contained a total of 15,756 dia-
logues generated by 116 tutors and 5,468 students together,
as described in Table 1. It is noteworthy that more than
79% of the dialogues received a rating of 4 or 5 (out of a
scale of (1, 5)), as shown in Figure 2, and only about 16% of
the dialogues were of rating 1 or 2. This indicates that most
of the students were satisfied with the help they received
from tutors and those tutoring sessions were successful.

To enable a better understanding of the characteristics of the
tutor/student behavior in online tutoring, we further ana-
lyzed the dataset from the following perspectives: the length
of dialogues, how active tutors/students were in dialogues,
and the experiences of tutors/students in using the tutoring
platform, and the results are given in Table 1 (Rows 6-14).
Firstly, the average duration of all tutorial sessions is about
29 minutes, and we observed that about 50% of the sessions

Figure 2: The distribution of student ratings for tu-
toring sessions.

Figure 3: The distribution of the duration of tutor-
ing sessions.

Figure 4: The distribution of the number of unique
words in dialogues.

were less than 20 minutes, as shown in Figure 3. On aver-
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age, about 80 utterances and 610 words were contained in
a dialogue. However, we found only 184 unique words were
contained in a dialogue, which was only about 30% of the
average number of words used in a dialogue. In fact, most
of the dialogues (over 70%) only contained 50∼250 unique
words (Figure 4). This is in line with previous research find-
ing [6], i.e., people tend to use a relatively small number of
words during the conversational process. Also, we observed
that tutors were more active than students, i.e., on average,
58% of the utterances in a dialogue were sent by tutors (as
shown in Figure 5, tutors sent 50%∼70% of the utterances in
almost 80% of the dialogues). We had a similar observation
when analyzing the average fraction of words sent by tutors,
i.e., in over 70% of the dialogues, tutors sent 70%∼90% of
the words. In particular, 75% of the new words (i.e., words
which never appeared in previous utterances) were from tu-
tors. In fact, tutors were in charge of introducing 60%∼90%
of the new words in 88% of the dialogues (as depicted in
Figure 6). This implies that, most of the dialogues were led
by the tutors, e.g., tutors were responsible for introducing
new concepts to help students solve the problem and guid-
ing students by providing detailed explanations. In terms
of platform experience, on average, tutors guided more than
135 sessions, while students only had less than 3 sessions.
A detailed analysis revealed that only 43% of the students
used the tutoring service for more than once.

Figure 5: The distribution of the fraction of utter-
ances sent by tutors in dialogues.

Figure 6: The distribution of the fraction of new
words sent by tutors in dialogues.

3.2 Research Hypotheses
Based on prior work, we can make the following hypotheses
related to our RQ.

H1 The more efforts a student/tutor spends in a tutorial
dialogue, the more likely the dialogue will be success-
ful..
The efforts spent by students in learning (e.g., the en-
gagement with course materials) have long been re-
garded as predictive indicators of their performance [8,
15, 37]. Similarly, we hypothesized that the amount of
effort spent by tutors, which directly determines how
much help students can receive, also affect students’
performance and tutoring success.

H2 The more informative the utterances sent by a stu-
dent/tutor are, the more likely a tutorial dialogue will
be successful.
Generally, informative tutoring feedback provided by
tutors to students plays a positive role in assisting
students in most learning contexts [33]. Here we ar-
gue that the informativeness of student utterances also
contributes to the success of a tutoring session because
it helps tutors quickly understand the difficulties faced
by students and correspondingly come up with effec-
tive tutoring strategies to help the students.

H3 The less time a student spends waiting to receive a re-
sponse from a tutor, the more likely a tutorial dialogue
will be successful.
Previous research on investigating the design and de-
livery of feedback in online learning environments showed
that not only the feedback itself but also the timing of
feedback provision impacted student learning [27]. As
suggested in [42], effective feedback should be timely
so that students can recall the steps of addressing a
learning task. Given the fact that a tutoring session is
initialized by a student seeking help to solve a problem,
this, to a certain extent, implies that the student lacks
necessary knowledge but is eager to receive responses
from a tutor and solve the problem.

H4 The higher the lexical entrainment of a tutorial dia-
logue is, the more likely the dialogue will be successful.
[6] pointed out that people involved in a conversation
tend to coordinate with each other in terms of the
words they use (so-called lexical entrainment), e.g.,
both the tutor and the student mentioned the word
triangle in the dialogue in Figure 1. [34] argued that
lexical entrainment is key to facilitate both produc-
tion and comprehension in dialogues, and more im-
portantly, correlated with task success.

H5 The less complex the utterances sent by a student/tutor
are, the more likely the dialogue will be successful.
[40] suggested that, in the setting of classroom-based
education, tutors should intend to gradually increase
the complexity level of their verbal communication with
students so as to foster students’ level of competency.
However, in the setting of online tutoring, in which
a tutoring session usually lasts no more than half an
hour (as shown in Section 3.1) and the learning task is
relatively simple (e.g., solving a math problem), we hy-
pothesized that the complexity level of tutor/student
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utterances would be negatively correlated with the tu-
toring success as complex utterances usually take more
time to understand and respond.

H6 The more questions a tutor/student asks, the more
likely a tutorial dialogue will be successful.
Previous research demonstrated that questioning is an
essential method for tutors to help students build up
their understanding and promote effective learning [20,
44, 50]. Likewise, questions asked by a student repre-
sent the student’s activeness in learning what is un-
known to her at the moment and are generally viewed
as positively related to her learning performance [43,
45, 46].

H7 The more positive sentiment conveyed through the ut-
terances sent by a student/tutor, the more likely a tu-
torial dialogue will be successful.
[9, 51] suggested that students’ sentiment expressed
via forum posts in a MOOC is correlated with the re-
tention rate of the course. This led us to postulate
that the success of a tutoring session could be revealed
by students’ sentiment conveyed in the dialogue utter-
ances. Also, the positive sentiment contained in tutors’
utterances, e.g., those used to encourage students, can
be indicative of the success of a tutoring session.

H8 The more prior tutorial dialogues a student/tutor has,
the more likely the current dialogue will be successful.
On the one hand, the number of prior tutorial dia-
logues that tutors have can be used to estimate their
prior tutoring experience, which is generally believed
to have a positive effect on students’ learning outcome
[48]. On the other hand, if a student has multiple ses-
sions before the current session, this may imply that
(i) the student is familiar in using the tutoring plat-
form; and (ii) the tutoring platform has gained the
trust of the student by providing satisfactory learning
experiences; thus the student repeatedly returns to the
platform and uses the service.

3.3 Hypotheses Testing
To test the formulated hypotheses, we first classified tutorial
dialogues receiving ratings of 4 or 5 from students as the
Success group and those of ratings of 1 or 2 as the Failure
group. Then, we defined a set of metrics to describe the
factors investigated in each hypothesis and compared the
two groups with Mann-Whitney test on the relevant metrics
to test our hypotheses.

For H1, we quantified the efforts of tutors/students made
in a tutoring session from three perspectives:

M1 Session duration: the duration of a tutoring session;

M2 # Utterances: the number of utterances made by a
tutor/student;

M3 # Words: the number of words contained in the ut-
terances made by a tutor/student;

To investigate H2, we considered four metrics to measure
utterance informativeness:

M4 # Unique words: the number of unique words con-
tained in utterances sent by a tutor/student;

M5 # Unique concepts: the number of concepts con-
tained in utterances introduced by a tutor/student;

M6 % New words: the fraction of unique words sent by a
tutor/student for the first time (so-called new words);

M7 % New concepts: the fraction of unique concepts
introduced by a tutor/student for the first time (so-
called new concepts);

Counting the number of unique words (M4) was one indica-
tor to measure the informativeness of utterances. Besides,
given that both tutors and students often use concepts dur-
ing the conversational problem-solving process (as shown in
Figure 1 where triangle was mentioned by both the tutor and
the student), and such concepts often bring new information,
we also calculated the number of unique concepts (M5) to
measure the utterance informativeness. As concepts typi-
cally appear as nouns, we extracted the nouns contained in
an utterance and used them as proxies to capture the men-
tioned concepts. For this, we use NLTK4 to extract nouns
from utterances. In addition, we also defined M6 and M7 to
measure the extent to which the new words/concepts were
spoken by tutors/students, as indicators to distinguish the
main contributor in bringing new information in a dialogue.

We tested H3 from two angles:

M8 Wait time: the amount of time between a student
initialized a request for help and the student was con-
nected to a tutor;

M9 Avg. response time: the average amount of time
that a student needed to wait before receiving a reply
from a tutor after the student sent an utterance;

To investigate H4, we defined the following metric:

M10 Entrainment: the score describing the level of en-
trainment between the tutor utterances and the stu-
dent utterances;

Inspired by [4], we calculated M10 as the similarity be-
tween the distribution of respective words used by tutors
and students. Specifically, we first needed to decide the
set of considered words used to calculate entrainment score.
[34] suggested that function words (i.e., frequent words like
is, do, can) and punctuation marks are important for mea-
suring the degree to which people align with each other in
successful dialogues. Therefore, we took all of the words
appearing in dialogues into account for calculating M10
(denoted as Entrainment (All)). In addition, as indicated
before, both tutors and students often use concepts during
the tutoring process and we hypothesized that the entrain-
ment between such concepts was of particular importance
to indicate whether a dialogue would be successful or not.
Therefore, we also calculated M10 by only considering con-
cepts (denoted as Entrainment (Concepts)). Similar to H2,
we extracted nouns in utterances and regarded them as the
concepts mentioned by tutors and students. With the set
of considered words defined, we counted the occurrence of

4https://www.nltk.org
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each word for the utterances made by a tutor/student in a
dialogue, respectively, which were represented as two vec-
tors (one for the tutor and the other for the student). Then,
we measured the similarity of the two vectors by comput-
ing their cosine similarity [22], which served to describe how
close the tutor and the student were in terms of the vocab-
ulary they used in a dialogue and thus to indicate to what
extent they coordinated the words to each other.

To test H5-8, we respectively defined the following metrics:

M11 Complexity: the average complexity of utterances
sent by a tutor/student;

M12 # questions: the number of questions asked by a
tutor/student;

M13 Sentiment: the overall sentiment polarity scores of
utterances sent by a tutor/student;

M14 Platform experience: the number of tutorial dia-
logues that a tutor/student has prior to the current
one;

Specifically, we measured the complexity (M11) of an utter-
ance by calculating its Flesch readability score [12], which
specify to what extent a piece of text is readable to people
by returning a score between [0, 100]. A piece of text with
a higher Flesch readability score indicates it is easier to un-
derstand. Given that questions often ended with a question
mark, we, therefore, computed M12 as the number of sen-
tences ending with a question mark in the utterances made
by a tutor/student. For M13, we again use NLTK to deter-
mine the sentiment polarity score for each utterance. The
returned score was of range (−1, 1) with -1 being very nega-
tive and 1 being very positive. Then, the values of all utter-
ances sent by a tutor/student were summed up as the overall
score of the tutor/student in a dialogue, and the scores of
all dialogues in a group were averaged as the final score for
the group.

3.4 Tutoring Success Prediction
We aimed to predict whether a tutoring session would be
successful or not based on the transcript of the tutorial di-
alogue, which could be regarded as a binary classification
problem. Previous research indicated that there are var-
ious techniques that can be used for binary classification
problems, such as logistic regression, decision trees, random
forests, support vector machines, and neural networks. Gra-
dient Tree Boosting (GTB) [11, 18] is a machine learning
technique which can be used for both regression and classi-
fication problems. Similar to random forests, GTB is based
on the belief that multiple predictors aiming to predict the
same target variable will do a better job than any single
predictor alone. Therefore, GTB constructs a set of predic-
tors (i.e., decision trees), which are typically trained with
a random sub-sample of the data (thus each predictor is
slightly different from the others) and the predictions of all
predictors are taken into account to give a final prediction.
In random forests, the predictors are built independently
and the predictions are combined by using techniques like
weighted average and majority vote. However, in GTB, the
predictors are built sequentially in which the later predictors
can learn from mistakes committed by previous predictors

and thus reduce prediction errors. This usually takes less
time to reach close to actual predictions. Previous research
has demonstrated that GTB is one of the most robust ma-
chine learning approaches and can deal with various types of
feature data and has reliable predictive power when dealing
with unbalanced data (as in our case) [10]. Therefore, we
select GTB over other approaches for our prediction task.

We used all of the metrics described in Section 3.3, i.e.,
M1-14, as features for the Gradient Tree Boosting model.
Note that we calculated M2-7, M11-14 for both tutors and
students, respectively. M10 was calculated by taking all of
the words as well as only the concepts into consideration.
In addition, as a common practice in solving text classi-
fication problems, we extracted N-grams features, i.e., uni-
grams, bigrams, and trigrams, from the dialogue transcripts.
Prior to the N-grams extraction, we preprocessed the dia-
logue transcripts by removing stopwords (e.g., can, a, be, is,
are), which are of high frequency but seldom carry useful
information for classification purposes. To avoid overfitting,
we only took the top 100 most frequent unigrams, bigrams,
and trigrams into consideration. In total, we designed 325
features.

To set up the experiment, we randomly sampled 80% of
the data as the training dataset, and the remaining 20%
as the validation and testing datasets (10% for each). To
demonstrate the effectiveness of GTB in predicting tutoring
success, we selected random forests as the baseline method
for comparison. We implemented random forests as well as
GTB by using the machine learning library scikit-learn5

for Python. The parameters for both random forests and
GTB were optimized through grid search on the validation
dataset, and then we evaluated the models’ performance on
the testing dataset. In line with previous works on classi-
fication problems, especially those dealing with imbalanced
data, we adopted three representative metrics for evaluation,
i.e., Area Under the Curve (AUC), F1 score, and Cohen’s
kappa coefficient (Cohen’s κ) [23].

In particular, the design of our experiments was guided by
the following three questions:

Q1 How does GTB perform in predicting the success of a
tutorial dialogue?

Q2 How much data is needed to successfully predict tu-
toring success?

Q3 Which of the designed features are of particular im-
portance for the prediction performance?

To our knowledge, there have been few works attempting to
predict the success of a tutorial dialogue with a large-scale
dataset and our work has contributed to this by enabling
a better understanding of this problem. By investigating
Q1, we expected to examine the capability of GTB, which
is regarded as a state-of-the-art machine learning technique,
in solving this particular prediction task. Previous works
demonstrated that the earlier a student is identified as being
at risk, the more help a tutor can offer to help the student
continue to learn. Similarly, the earlier an unsuccessful tu-

5https://scikit-learn.org/
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toring session can be identified, the more effective interven-
tion can be provided to the student by a tutor. Therefore,
by investigating Q2, we expected to identify how early an
unsuccessful tutoring session can be identified and to shed
light on the practicability of using GTB to assist tutors dur-
ing their interaction with students. Lastly, by answering Q3,
we expected to examine the contributions made by each type
of features for the prediction performance.

4. RESULTS
In this section, we describe the experimental results on hy-
potheses testing as well as tutoring success prediction.

4.1 Results on Hypotheses Testing
For H1, we calculated the mean values of M1-3 for all the
dialogues contained in the Failure and Success groups, which
are given in Table 2 (so as the other results for H2-8). Based
on the results, we observed that the Success dialogues were
50% longer than the Failure dialogues (31.20 vs. 19.27).
In addition, compared to the Failure dialogues, both tutors
and students had more utterances in the Success dialogues.
We had similar observations when comparing the number of
words sent by tutors/students in the two groups. Therefore,
we conclude that H1 was supported.

Table 2: Results on validating the formulated hy-
potheses. T represents tutors and S represents stu-
dents. Significant differences (according to Mann-
Whitney test) between Failure group and Success
group are marked with ** (p < 0.001).

Hypo-
theses

Metrics Failure Success

H1

Session length (mins) ** 19.27 31.20
# Utterances (T) ** 28.79 51.46
# Utterances (S) ** 21.32 35.36
# Words (T) ** 315.95 518.21
# Words (S) ** 82.33 146.44

H2

# Unique words (T) ** 117.1 157.12
# Unique words (S) ** 47.43 74.52
# Unique concepts (T) ** 102.84 138.43
# Unique concepts (S) ** 41.73 64.34
# New words (T) ** 76.75 74.38
# New words (S) ** 23.25 25.62
# New concepts (T) ** 76.39 74.66
# New concepts (S) ** 23.61 25.34

H3
Wait time 24.09 24.37
Avg. response time ** 32.93 27.89

H4
Alignment (All) ** 0.83 0.86
Alignment (Concepts) ** 0.87 0.89

H5
Complexity (T) ** 83.93 85.11
Complexity (S) 100.71 101.26

H6
# Questions (T) ** 10.34 17.14
# Questions (S) ** 1.85 4.05

H7
Sentiment (T) ** 4.58 9.38
Sentiment (S) ** 1.54 3.32

H8
Experience (T) 160.66 162.56
Experience (S) ** 9.11 12.67

To validate H2, we computed M4-7 over all the utterances
sent by a tutor(student) in a dialogue and summed up the
values to measure how informative the tutor(student) was
in the dialogue. Then, the metric values of all dialogues
contained in a group were averaged as the final value. We
found that both tutors and students used a higher num-
ber of unique words as well as unique concepts (M4-5) in
the Success group than those in the Failure group. In par-
ticular, students of Success group used about 50% more
unique words and concepts than their peers in the Failure
group. These results suggest that, in order to solve prob-
lems, both tutors and students in the Success group intro-
duced a greater variety of words during tutoring process and
thus were more informative. Interestingly, when inspecting
the results of M6-7, we found that the Success students in-
troduced a larger fraction of new words as well as new con-
cepts compared to the Failure students, and correspondingly
the Success tutors were less active than the Failure tutors
in bringing new words and concepts to their dialogues. This
motivates us to design further experiments to investigate,
during the tutoring process, whether tutors should intention-
ally encourage students to use more new words and concepts
to explain problems as well as their thoughts so as to help
students solve the problems. To summarize, the observed
results indicate that H2 was supported by the analysis of
our dataset.

For H3, we only observed a significant difference between
the two groups in terms of M9. Compared to Failure stu-
dents, Success students spent less time (about 5 seconds)
in waiting for responses from tutors. Thus, there was some
support for H3.

From the reported results of M10, we concluded that H4 was
supported, i.e., the tutors and students were more likely to
align with each other in terms of the words they used in
the Success group than in the Failure group. In particular,
when only taking concepts into account, we had a slightly
higher entrainment score, which implies a higher degree to
which tutors and students coordinated concepts than other
words in the tutorial dialogues.

By inspecting the results of M11, we discovered that the ut-
terances made by tutors in the Success group were slightly
less complex than those in the Failure group (85.11 vs. 83.93).
However, we did not observe a significant difference between
the utterances made by students in the two groups. There-
fore, H5 was only supported for tutors.

For H6, the results of M12 were in line with our assumption:
both tutors and students asked more questions in success-
ful tutoring sessions than those in unsuccessful ones. Par-
ticularly, the Success students asked more than two times
of questions than Failure students. Also, it is important to
note that, in both groups, tutors asked many more questions
than students (about 4∼5 times). This is aligned with our
previous findings related to the testing of H1: tutors tended
to make more efforts than students in tutoring sessions.

For H7, we noted that the tutors as well as students in the
Success group displayed a higher level of positive sentiment
than those in the Failure group. Also, the tutors were more
likely to use words of positive sentiment than students in
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both groups. Therefore, we concluded H7 was supported.

Lastly, we observed a significant difference on M14 for stu-
dents, i.e., the platform experience of the Success students
was significantly higher than that of the Failure students.
Thus, we concluded that H8 was only supported for stu-
dents.

4.2 Results on Tutoring Success Prediction
For Q1 described in 3.4, i.e., whether GTB is capable of
predicting the success of a tutoring session, we reported
the results of GTB as well as the baseline method (random
forests) in Rows 1-2 in Table 3. The results indicated that
GTB outperformed random forests on all of three evalua-
tion metrics. This demonstrated the effectiveness of GTB
for predicting whether a tutoring session will be successful
or not. Particularly, GTB attained an improvement of 21%
over random forests in terms of Cohen’s κ, though the value
was only 0.4323, which implied that the constructed predic-
tion model achieved a moderate performance level [28]. This
calls for further research effort in developing more effective
prediction models for this particular task.

To answer Q2, we trained GTB by using different portions of
the dialogue utterances, i.e., the first 20%/40%/60%/80%.
The results are reported in Rows 3-6 in Table 3. To our
surprise, even using the first 80% of the data to train GTB,
the achieved performance was still much inferior to that of
using the whole dataset. For instance, the AUC of using the
first 80% data was 0.7368, which was 10% lower than that of
using the whole dataset. When it comes to Cohen’s κ, the
difference became even larger (28% lower). This may imply
that the utterances made by tutors and students in the later
stage of a tutoring dialogue (especially the last 20%) possibly
contained more information for predicting the success of a
tutoring session. This motivated us to train the model with
the last 20%/40%/60%/80% of the dialogue utterances and
reported their performance in Rows 7-10 in Table 3. The re-
sults aligned with our assumption. Specifically, solely using
the last 20% data already achieved performance that was
comparable to that of using the whole dataset. For AUC,
it even achieved slightly better performance. This could be
explained by the fact that, at the end of successful tutoring
sessions, tutors tended to praise students and acknowledge
their achievements and students were likely to express their
gratitude to the tutors. As a sanity check, we randomly se-
lected 100 successful and unsuccessful dialogues and checked
the last 20% utterances in these dialogues. We found that,
most of the successful dialogues contained N-grams like (ap-
preciate), (thanks), (well, done), and (good, job), which were
seldom observed in unsuccessful dialogues. Undoubtedly,
these linguistic features served as good indicators for GTB
to determine a dialogue’s success.

Lastly, we conducted an ablation study to answer Q3. An
ablation study is a frequently-used method to determine to
what extent a feature contributes to the performance of a
model. Typically, the contribution of a feature is deter-
mined by comparing the performance of a model including
the feature with that without the feature. The more the
performance decreases after removing a feature, the more
contribution the feature makes to the model. Instead of
identifying the contributions made by each feature we engi-

neered, we were more interested in determining the contri-
butions made by each type of features, i.e., the eight types of
feature investigated in 3.3 (efforts, informativeness, respon-
siveness, entrainment, complexity, questions, sentiment and
platform experience) and the linguistic features (unigrams,
bigrams, trigrams). Therefore, we removed each type of fea-
ture at a time and reported the model performance in Row
11-20 in Table 3.

We observed that, the top 3 types of feature that made
the most contributions to the prediction performance were
unigrams, bigrams, and efforts. This was in line with the
observation we had when answering Q2, i.e., the linguistic
features were predictive in terms of distinguishing successful
dialogues from unsuccessful ones.

5. DISCUSSION AND CONCLUSION
Implications for Online Tutors. Through the extensive
analysis presented in Section 3.3, we demonstrated that stu-
dent satisfaction is correlated with a set of dialogue features,
which include (i) the efforts invested by tutors/students;
(ii) the informativeness of tutor/student utterances; (iii) the
readability level of tutor utterances; (iv) tutor responsive-
ness; (v) the number of questions asked by tutors/students;
(vi) the entrainment level of a tutorial dialogue; (vii) the
positive sentiment level of tutor/student utterances; and
(viii) students’ experience in using the tutoring service. This
may shed some light on how to better direct online tutors’ ef-
forts in guiding students. For example, tutors may consider
to provide prompt responses, use more words of positive sen-
timent and suitable readability level, and ask a suitable num-
ber of questions to assist students to solve problems. How-
ever, it should be noted that the identified dialogue features
(as well as the corresponding tutoring implications) may be
correlated with each other, e.g., the increased number of
utterances might introduce a higher number of questions
asked by tutors/students. Further experiments, e.g., online
A/B testing, are needed to verify which factors are actually
affecting student satisfaction in this context. Also, it is nec-
essary to further investigate whether there are any other fac-
tors contributing to the observed correlation. For example,
though we observed that students’ experience (measured by
the number of tutoring sessions they had before) is associ-
ated with their satisfaction, it is still unclear whether this is
because of students’ familiarity in using the platform, which
enables them to quickly find a tutor and solve a problem, or
because of their established loyalty in using the tutoring ser-
vice. For the former case, it would be beneficial to develop
guidelines to help novice students quickly learn how to use
the tutoring service. For the latter case, it would be nec-
essary to scrutinize the tutoring sessions that students had
before so as to better investigate the elements contributing
to students’ established loyalty for the tutoring platform.

Improvement space for satisfaction prediction. Our
study demonstrated that Gradient Tree Boosting model is
effective in predicting tutoring success with all of the utter-
ances or the utterances from the later period of a tutorial
dialogue as input. However, this might be of little value to
improve online tutoring service in the real-world setting, i.e.,
if an unsuccessful dialogue can only be identified (almost)
until the end, there is not much a tutor can do to change
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Row
ID

Method
Data
usage

Features
Compared

row
AUC F1 Cohen’s κ

1 Random Forests
All All

- 0.7913 0.8885 0.3571
2 GTB 1 0.8225 (↑ 3.95%) 0.9018 (↑ 1.49%) 0.4323 (↑21.05%)

3

GTB

First 20%

All 2

0.6847 (↓16.75%) 0.8612 (↓ 4.50%) 0.1584 (↓63.37%)
4 First 40% 0.7088 (↓13.83%) 0.8705 (↓ 3.47%) 0.2098 (↓51.47%)
5 First 60% 0.7086 (↓13.84%) 0.8783 (↓ 2.60%) 0.2473 (↓42.79%)
6 First 80% 0.7368 (↓10.42%) 0.8880 (↓ 1.52%) 0.3115 (↓27.95%)

7

GTB

Last 20%

All 2

0.8275 (↑ 0.61%) 0.8735 (↓ 3.13%) 0.3901 (↓ 9.76%)
8 Last 40% 0.8388 (↑ 1.98%) 0.8808 (↓ 2.32%) 0.4038 (↓ 6.58%)
9 Last 60% 0.8349 (↑ 1.51%) 0.8924 (↓ 1.04%) 0.4239 (↓ 1.93%)
10 Last 80% 0.8271 (↑ 0.56%) 0.8882 (↓ 1.51%) 0.3754 (↓13.17%)

11

GTB All

w/o Efforts

2

0.8217 (↓ 0.09%) 0.8887 (↓ 1.45%) 0.3749 (↓13.29%)
12 w/o Infomativeness 0.8145 (↓ 0.97%) 0.8965 (↓ 0.58%) 0.4032 (↓ 6.73%)
12 w/o Complexity 0.8205 (↓ 0.24%) 0.8961 (↓ 0.63%) 0.4018 (↓ 7.06%)
13 w/o Responsiveness 0.8170 (↓ 0.66%) 0.8974 (↓ 0.49%) 0.4180 (↓ 3.31%)
14 w/o Questions 0.8196 (↓ 0.35%) 0.9002 (↓ 0.17%) 0.4213 (↓ 2.54%)
15 w/o Entrainment 0.8230 (↑ 0.06%) 0.8988 (↓ 0.33%) 0.4205 (↓ 2.73%)
16 w/o Sentiment 0.8204 (↓ 0.26%) 0.8985 (↓ 0.36%) 0.4156 (↓ 3.86%)
17 w/o Experience 0.8178 (↓ 0.57%) 0.8974 (↓ 0.49%) 0.4180 (↓ 3.31%)
18 w/o Unigrams 0.8045 (↓ 2.18%) 0.8818 (↓ 2.22%) 0.3692 (↓14.59%)
19 w/o Bigrams 0.8168 (↓ 0.69%) 0.8954 (↓ 0.70%) 0.3829 (↓11.44%)
20 w/o Trigrams 0.8233 (↑ 0.10%) 0.8993 (↓ 0.27%) 0.4302 (↓ 0.49%)

Table 3: Experimental results on tutoring success prediction. The percentage value within brackets indicates
the increased/decreased (denoted by ↑/↓, respectively) performance of evaluation metrics, which were com-
puted by taking the results of the compared row as a comparison. The results in bold represent the top 3
decreased performance among Rows 10-20.

the situation. Therefore, more research is needed to build
effective satisfaction prediction models, especially with only
the utterances close to the beginning of a dialogue as in-
put. Since we only engineered relatively shallow linguistic
features (i.e., unigrams, bigrams, trigrams) as input for the
prediction model, which made much larger contributions to
the prediction performance compared to other types of fea-
ture, it is worthwhile to explore more in-depth linguistic fea-
tures (e.g., word/phrase/sentence embedding [2]) to boost
the prediction performance. Also, noteworthy is that all the
features we designed as input for Gradient Tree Boosting
model is derived from dialogue utterances without consid-
ering the sequential nature between them. In the future, it
would be useful to explore the suitability of time series mod-
els to capture the underlying time-aware interaction patterns
between tutors and students for this prediction task. In ad-
dition, it is recognized that data imbalance (as in our case)
can have a big impact on the classification performance [26].
We posit that techniques used to reduce impacts of data
imbalance like SMOTE [7] would probably help in future
research on this problem.
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