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Abstract

Single-case designs are a class of repeated measures experiments used to evaluate the effects of interventions for small or specialized populations, such as individuals with low-incidence disabilities. There has been growing interest in systematic reviews and syntheses of evidence from single-case designs, but there remains a need to further develop appropriate statistical models and effect sizes for data from the designs. We propose a novel model for single-case data that exhibit non-linear time trends created by an intervention that produces gradual effects, which build up and dissipate over time. The model expresses a structural relationship between a pattern of treatment assignment and an outcome variable, making it appropriate for both treatment reversal and multiple baseline designs. It is formulated as a generalized linear model so that it can be applied to outcomes measured as frequency counts or proportions, both of which are commonly used in single-case research, while providing readily interpretable effect size estimates such as log response ratios or log odds ratios. We demonstrate the gradual effects model by applying it to data from a single-case study and examine the performance of proposed estimation methods in a Monte Carlo simulation of frequency count data.
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A gradual effects model for single-case designs

Single-case designs are a class of experiments involving repeated measurement of an outcome for one or a small number of cases. Cases are often individual participants, although in some applications cases correspond to groups or other aggregate units, while other applications involve a single individual measured across multiple contexts. For each case in the design, the outcome variable is measured repeatedly under two or more treatment conditions or phases (e.g., a baseline phase and an intervention phase), the timing of which is controlled by the researcher. The relative effect of the intervention is inferred by comparing the pattern of observed outcomes under contrasting treatment conditions for each case, such that each case serves as its own control (Horner & Odom, 2014).

Single-case designs play an important role in certain fields within education and psychology. Because they can be conducted with just one or a small number of participants, they are frequently used to evaluate interventions for specialized populations, such as individuals with low-incidence disabilities. Likewise, the designs are useful for evaluating interventions that are tailored specifically for an individual, for iteratively developing and refining interventions, or for gathering pilot evidence needed to warrant a larger study (Barton et al., 2016; Kaiser, 2014).

In practice, well-designed single-case studies involve not just one but several opportunities to test for intervention effects at different points in time. The most common form of single-case design used in applied research is the multiple baseline design (Shadish & Sullivan, 2011). In a multiple baseline design, the baseline phase begins at the same time for each case, but the start of the treatment phase begins at a different time for each case. Staggering the introduction of the intervention helps to guard against some threats to internal validity due to maturation or common history. Treatment phase trajectories that are similar across cases are interpreted as evidence that the outcome responds to intervention (Gast, Lloyd, & Ledford, 2014).
Another common form of single-case design, the treatment reversal (or ABAB) design, involves an initial baseline phase, followed by an initial introduction of an intervention; the intervention is then removed and baseline conditions are restored, followed by a re-introduction of the intervention phase; the process of removing and restoring the intervention can also be repeated further. Thus, each case in a treatment reversal design provides multiple opportunities to observe whether the outcome responds to a change in treatment conditions. Several other forms of single-case designs are also applied in practice (Horner & Odom, 2014), but are less prevalent and beyond the scope of the present article.

In light of the accumulation of evidence from single case designs in certain fields and for certain classes of interventions, there has been growing interest in using systematic reviews and syntheses of single-case studies. Syntheses of single-case research allow researchers to draw broader, more generalizable, and more nuanced conclusions about the effects of interventions than would be warranted from individual studies. Syntheses are potentially a useful tool for informing evidence-based practice in fields where single-case designs are prevalent (Horner et al., 2005). However, there remain a number of outstanding challenges and areas of contention related to methods for meta-analysis—and, more broadly, statistical analysis—of single-case data.

One of the central methodological questions involved in any meta-analysis is what effect size index should be used. In the context of single-case synthesis, effect size indices are quantitative measures of the direction and magnitude of intervention effects (Pustejovsky & Ferron, 2017). To be useful for meta-analysis, an effect size index needs to measure the theoretically meaningful characteristics of an intervention’s effects, but do so in a way that allows for comparisons across studies (Hedges, 2008). Consequently, effect size indices should have stable parameter definitions that are not strongly influenced by procedural aspects of a study’s design, such as different methods for measuring outcome variables, different sample sizes, or different forms of single-case design, which will often vary across a set of studies on a common topic (Pustejovsky, 2018a).
Recent critical reviews have identified several further criteria that effect size indices should ideally meet in order to be useful for meta-analysis of single-case research. First, an effect size should account for the characteristics of the data pattern, including the presence of time trends (Wolery, Busick, Reichow, & Barton, 2010). Such time trends might be present during baseline phases due to natural growth, as well as during intervention phases—particularly when the response to an intervention occurs gradually or builds up over time. Second, an effect size should be based on all available data, rather than focusing only on analysis of a subset of phases within the design (Horner, Swaminathan, Sugai, & Smolkowski, 2012; Wolery et al., 2010). Third, an effect size index should be based on appropriate assumptions about the distribution of the dependent variable (Shadish, 2014). Fourth, given that the outcomes in single-case designs constitute repeated measurements over time, many scholars have argued that effect size estimation methods should account for the possibility of serial dependence among the outcome measurements (Horner et al., 2012; Shadish, 2014; Wolery et al., 2010). Existing effect size measures and statistical models for single-case designs meet these criteria to varying degrees (Maggin et al., 2011), as we discuss further in the next section.

In this article, we propose a statistical model for single-case data—the gradual effects model—that meets many of the desiderata outlined above, while allowing for estimation of several different forms of effect size. The major novel feature of the model is that it allows for non-linear time trends during the treatment phase (or phases), which occur gradually and build up as the intervention remains in place. Drawing on the intervention analysis framework proposed by Box and Tiao (1975), the model posits a structural relationship between the intervention and the outcome, providing a parsimonious description of how the outcome variable responds in the presence or absence of an intervention. Consequently, the model can be applied to estimate effect sizes both from multiple baseline designs and from treatment reversal designs with an arbitrary number of phases.

In much of single-case research, the primary dependent variables are measures of
behavior assessed through systematic direct observation (Ayres & Ledford, 2014), which
typically take the form of a count or proportion and do not conform well to modeling
assumptions involving normally distributed error terms (Solomon, 2014). We therefore
formulate the gradual effects model as a specific case of a generalized linear model (GLM)
in the quasi-likelihood framework (McCullagh & Nelder, 1989). Under this framework, the
outcome variable is described in terms of the relationship between its mean and variance,
rather than in terms of an exact probability distribution. This provides a way to
appropriately model outcome variables that are measured as counts or proportions,
without having to assume that the outcome exactly follows a certain distribution (e.g., a
Poisson distribution for counts or a binomial distribution for proportions). Furthermore,
the GLM framework can be used to estimate several different forms of effect size, including
log response ratios and log odds ratios. The model thus extends existing methodology for
log-response ratio effect sizes (Pustejovsky, 2018b), which assumes that no time trends are
present.

A limitation of the gradual effects model is that it does not explicitly account for
serial dependence (autocorrelation) in the outcome data series, but instead assumes that
outcome measurements are mutually independent. Although recent recommendations have
emphasized the need to account for autocorrelation (Horner et al., 2012; Wolery et al.,
2010), others have argued that available evidence on the presence of autocorrelation in
single-case data is inconclusive. One argument is that linear or non-linear trends data that
have not been modeled appropriately can create the appearance of serial dependence, and
that once the trends are appropriately modeled, the errors might be serially independent
(Huitema & McKean, 1998; Shadish, Kyse, & Rindskopf, 2013). Furthermore, estimation
of even simple forms of autocorrelation is quite challenging given the small number of data
points available in most single-case data series (Shadish, Rindskopf, Hedges, & Sullivan,
2013). Our model does not directly account for serial dependence, yet it may nonetheless
be useful if it produces effect size estimates that are unbiased (or have only minor biases)
when the true data-generating process involves serial dependence. In simulation studies described subsequently, we find that the point estimates of effect size from the gradual effects model are indeed robust to un-modeled serial dependence, although the corresponding standard errors become systematically biased when the outcomes are not independent.

The remainder of the paper is organized as follows. The next section briefly reviews existing effect sizes and statistical models for single-case designs. The following section introduces the gradual effects model, using the framework of generalized linear models; describes the interpretation of effect sizes that can be estimated with the model; and demonstrates application of the model to data from a single-case design conducted by Thorne and Kamps (2008). In the following section, we examine the performance of the gradual effects model using Monte Carlo simulations across a range of data-generating conditions, including conditions with and without autocorrelation. In the final section, we discuss limitations of the model, directions for further research, and implications for practice.

**Review of existing methods**

We now briefly review existing effect size metrics and statistical models for single-case designs in order to contextualize the novel aspects of the gradual effects model, focusing in particular on modeling of time trends and applications to treatment reversal designs.

The most widely used effect sizes for single-case research come from the family of non-overlap effect sizes, which includes the percentage of non-overlapping data (Scruggs, Mastropieri, & Casto, 1987), non-overlap of all pairs (Parker & Vannest, 2009), and Tau-U (Parker, Vannest, Davis, & Sauber, 2011). These effect size indices are defined in terms of ordinal comparisons between data points from different phases. Non-overlap effect sizes are viewed as advantageous because they are relatively easy to calculate (many can be calculated directly from a graph of the data) and because they do not impose specific assumptions about the distribution of the dependent variable (Parker et al., 2011).
The non-overlap indices are all defined in terms of comparisons between a single baseline phase and a single treatment phase, and so do not directly address how to summarise data from treatment reversal designs involving more than two phases. Furthermore, most of the non-overlap indices do not account for any sort of time trends, although extensions exist that do account for certain forms of baseline trends (Manolov & Moeyaert, 2017). The main exception is Tau-U, which incorporates adjustments for monotonic trends in the baseline phase, treatment phase, or both (Parker et al., 2011), but the interpretation of these adjustments has been called into question (Tarlow, 2016). Related methods for modeling SCDs with trends include non-parametric techniques such as ECL, split middle, and tri-split (Manolov, 2017), but these only address linear baseline trends—not trends due to gradual treatment effects.

Other effect size measures for single-case research are defined in terms of parametric, distributional models for the data from a single case (for more extensive reviews, see Manolov & Moeyaert, 2017; Pustejovsky & Ferron, 2017). Basic parametric effect size measures include the within-case standardized mean difference described by Gingerich (1984), the log-response ratio, and the log-odds ratio. Pustejovsky (2015) introduced the latter two measures, arguing that log-response ratios and log-odds ratios are particularly appropriate for single-case designs with behavioral outcome measures measured as counts or proportions. Pustejovsky (2015) also argued that log-response ratios have a clearer interpretation than other effect sizes because their magnitude is less strongly influenced by operational details of procedures used to measure outcomes. As originally formulated, estimates of log-response ratio and log-odds ratio effect sizes assume that the data do not exhibit time trends and are serially independent. The gradual effects model described in the next section is one way of extending these effect sizes to account for non-linear forms of time trend.

A further class of effect sizes was introduced by Hedges, Pustejovsky, and Shadish (2012, 2013), who proposed a between-case standardized mean difference index that is
constructed to be comparable to the standardized mean difference estimated in a between-groups experimental design (see also Swaminathan, Rogers, and Horner 2014, who proposed Bayesian estimation methods for this effect size, and Shadish, Hedges, Horner, and Odom 2015, who discussed application of these methods in Special Education research). This index is distinctive because it is an *average* effect across all cases in a study, whereas other indices provide an effect size estimate for each case in a study. Although the index has been extended to handle linear time trends in multiple baseline designs (Pustejovsky, Hedges, & Shadish, 2014), available methods for treatment reversal designs do not account for time trends, instead assuming that the introduction or removal of treatment leads to immediate change in the outcome. Also, the effect size index is based on a model with normally distributed errors, which might not be appropriate for outcomes measured as counts or proportions.

Some recent work has focused specifically on statistical models for treatment reversal designs. Moeyaert, Ferron, Beretvas, and Van den Noortgate (2014) and Shadish, Kyse, and Rindskopf (2013) both explored several different methods of parameterizing multi-level regression models for treatment reversal designs, potentially with changes in time trend in addition to changes in level (see also Moeyaert et al. 2015 for an empirical application of these methods). Both studies focused largely on models with normally distributed errors and linear trends, but also included briefer explorations of non-normal error distributions and logistic regression specifications. A potential limitation of these models is that they do not provide an overall summary effect of treatment, instead using separate effects for each phase of the design. As a result, they require an increasing number of parameters as the number of phases in the design increases.

Little existing work has examined models with non-linear time trends, with two notable exceptions. Rindskopf (2014) proposed a model that used a logistic time trend, which is inherently non-linear in the parameters, to capture a gradual effect of treatment. Hembry, Bunuan, Beretvas, Ferron, and Van den Noortgate (2015) proposed a similar
model to capture non-linear trends in the treatment phase of a multiple baseline design. However, neither of these studies addressed how to link the proposed model to an effect size metric or how to apply the model to treatment reversal designs.

The gradual effects model described in the next section thus provides several features that are absent from existing methods: it can be used to estimate existing parametric effect sizes; it can be applied to a multiple baseline design or to a treatment reversal design with an arbitrary number of phases; and it is appropriate for outcomes measured as counts or proportions, both of which are common in single-case data. In the next section, we describe the technical details of the model.

**The gradual effects model**

The gradual effects model applies to the data series for a single case, which might be one of several within a treatment reversal or multiple baseline design. Suppose that an outcome $Y$ is measured repeatedly across $J$ occasions, or sessions, which occur under different treatment conditions. Let $T_j$ be an indicator for the treatment condition in place on occasion $j$, so that $T_j = 1$ if session $j$ is during an intervention phase and $T_j = 0$ if session $j$ is during a baseline (or return-to-baseline) phase; let $Y_j$ denote the observed outcome measurement from session $j$; and let $\mu_j = E(Y_j)$ denote the expected value of the outcome from session $j$, all for $j = 1, \ldots, J$. In what follows, we shall assume that the outcome measurements $Y_1, \ldots, Y_J$ are mutually independent.

The gradual effects model consists of three components: a link function, a variance function, and a functional specification. We describe each component in turn. The link function specifies the relationship between the mean of the outcome and the functional specification of the model, and thus determines the scale on which the outcome is modeled. Let $g()$ denote a generic link function. Specific examples of link functions include the identity link, where $g(x) = x$; the natural log link, where $g(x) = \ln(x)$; and the logistic link, where $g(x) = \ln(x) - \ln(1 - x)$. The choice of link function determines the form of the effect size estimated by the gradual effects model, as we explain in the next subsection.
Next, the variance function specifies the relationship between the expected value and the variance of the outcome from a given measurement occasion. Assuming that the variance of the outcome is constant with respect to the mean, \( \text{Var}(Y_j) = \sigma^2 \), yields an ordinary regression model, in which deviations from the mean are homoskedastic. Other variance functions are more appropriate for outcomes that are frequency counts or proportions. A basic model for frequency counts assumes that the outcome from a given session \( j \) follows a Poisson distribution, in which case \( \text{Var}(Y_j) = \mu_j \). A basic model for proportions assumes that the outcome follows a multiple of a binomial distribution, in which case \( \text{Var}(Y_j) = \mu_j(1 - \mu_j) \).

While conventional, the Poisson and binomial models entail quite strong assumptions about the mean-variance relationship. In a theoretical study of the psychometrics of behavioral observation, Rogosa and Ghandour (1991) showed that frequency counts generated from systematic direct observation of behavior may be over- or under-dispersed relative to the Poisson distribution, and similarly that proportion measures based on momentary time sampling may be over- or under-dispersed relative to the binomial. Fox (2008) argued that over- or under-dispersion relative to a Poisson-distributed variable is so common with count data that analysts should allow for extra dispersion as a matter of course. We therefore focus on flexible, quasi-likelihood variance functions, which assume

\[
\text{Var}(Y_j) = \sigma^2 V(\mu_j) \tag{1}
\]

for unknown scale parameter \( \sigma^2 \) and known function \( V() \). Specifically, we use the quasi-Poisson variance function \( V(\mu_j) = \mu_j \) and the quasi-binomial variance function \( V(\mu_j) = \mu_j(1 - \mu_j) \).

The final component of the gradual effects model is the functional specification, which describes the relationship between the pattern of treatment conditions and the mean of the outcome on each measurement occasion. Let \( \eta_j = g(\mu_j) \) for \( j = 1, \ldots, J \); in the GLM
framework, \( \eta_j \) is known as the linear predictor. The gradual effects model posits that:

\[
\eta_j = \beta_0 + \beta_1 \frac{(1 - \omega)}{(1 - \omega^m)} \sum_{i=1}^{j} \omega^{j-i} T_i.
\]  

Equation (2) is a special case of the intervention analysis model for time series, introduced by Box and Tiao (1975). Here, \( \beta_0 \) represents the level of the outcome in the absence of treatment and \( \beta_1 \) represents the effect of treatment after \( m \) consecutive treatment sessions (note that \( m \) is a constant set by the analyst, as explained in more detail below). The parameter \( 0 \leq \omega < 1 \) determines the delay in reaching the full effect of treatment. When \( \omega = 0 \), the effect of the treatment is immediate (no delay) and the model reduces to \( \eta_j = \beta_0 + \beta_1 T_j \). As \( \omega \) increases towards 1, the full effect of the treatment is increasingly delayed. A value of \( \omega = 1 \) would correspond to infinite delay; hence, the parameter space of \( \omega \) excludes the value of 1. If the intervention is applied at a given time \( t \), the predictor \( \eta_t \) changes by \( \beta_1 (1 - \omega)/(1 - \omega^m) \), but the effect of any previous instances of intervention also decay geometrically by a rate of \( \omega \). As a result, the net effect of repeated intervention sessions grows by smaller and smaller increments, eventually approaching a new equilibrium level. On the other hand, removing the intervention leads to gradual reductions in the level of the outcome. With further sessions in the absence of intervention, the outcome \( Y \) would eventually approach the original baseline level.

Figure 1 depicts several examples of functional specifications that are possible under the gradual effects model, using values of \( \omega \) equal to 0.0, 0.3, 0.6, or 0.9. Each panel plots the linear predictor for a treatment reversal design with 4 phases and 10 sessions per phase. When there is no delay, the model is identical to a simple change-in-level model. As the delay increases, the intervention and return-to-baseline phases begin to exhibit curvilinear time trends. When there is a great deal of delay, the model more closely resembles one with linear slopes in each phase. Note that when \( \omega = 0.9 \), it takes more than 10 intervention sessions to reach the full effect of treatment and more than 10 sessions in the absence of intervention to fully return to baseline.

The gradual effects model in Equation (2) is formulated in structural terms, such
that the mean of the outcome on a given occasion \( j \) depends explicitly on the current and all prior treatment conditions. This feature makes it possible to apply the gradual effects model to treatment reversal designs with an arbitrary number of baseline and treatment phases of any length. Of course, the model can also be applied to the data from a case within a multiple baseline design, in which a given case is observed under only one baseline and one intervention phase. The functional specification can then be expressed more simply as

\[
\eta_j = \beta_0 + \beta_1 \left(1 - \omega U_j\right) \left(1 - \omega^m\right),
\]

where \( U_j = \sum_{i=1}^{j} T_i \) is the number of sessions since the beginning of the intervention phase (including the current session), with \( U_j = 0 \) during the baseline phase.

**Effect sizes under the gradual effects model**

In the gradual effects model, the interpretation of the effect size parameter \( \beta_1 \) is determined by two analytic decisions: the choice of the scaling time \( m \) and the choice of link function \( g() \).

The scaling time is incorporated into the model through the denominator of the second term in Equation (2), as \( 1 - \omega^m \). This allows the analyst to specify the definition of the effect size as corresponding to the effect of \( m \) consecutive intervention sessions. Taking \( m = \infty \) means that the effect size corresponds to the effect of continuing the intervention indefinitely, or what we call an equilibrium treatment effect. However, if the effect of treatment is very gradual, focusing on the equilibrium treatment effect may entail extrapolating far beyond the observed data. We therefore recommend that the analyst choose a value of \( m \) within—or at least not much larger than—the range of intervention phase lengths observed in the data. For example, imagine an analyst is interested in examining a set of a dozen ABAB series with treatment phase lengths ranging from 8 to 16, with a mean of about 12. If the analyst wanted to compare effect sizes across all of the series, they might select \( m = 10 \) for all series. This value does not entail extrapolating much beyond the range of the shortest phases, while still capturing a large portion of
treatment phases with more than 10 observations.

The specific link function employed determines the effect size metric produced by the gradual effects model. With the identity link, $\beta_1$ represents an additive effect, or an unstandardized mean difference. With the log link, $\beta_1$ represents a log response ratio and $\exp(\beta_1)$ represents a proportional change in the outcome due to $m$ consecutive intervention sessions. To see this, note that in the absence of any intervention, the expected level of the outcome during session $m$ would be $\mu_m = \exp(\beta_0)$. If the intervention were in place for the first $m$ sessions, then the expected level of the outcome during session $m$ would be $\mu_m = \exp(\beta_0 + \beta_1) = \exp(\beta_0) \exp(\beta_1)$ (see Equation 3 with $U_m = m$). Thus, the ratio of the expected outcome under intervention to the expected outcome in the absence of intervention is $\exp(\beta_1)$. Finally, with an outcome that is a proportion and a logit link, $\beta_1$ represents a log odds ratio and $\exp(\beta_1)$ corresponds to the proportionate change in the odds of the outcome due to $m$ consecutive intervention sessions. In contrast to the unstandardized mean difference, the log response ratio and log odds ratio are scale-free metrics. They are thus more suitable for summarizing intervention effects across a set of studies that measure outcomes using different operational procedures, such as longer or shorter observation sessions.

**Estimation**

Conventional GLMs, in which the functional specification is linear in the parameters, are typically estimated by maximizing the quasi-likelihood function of the model. Although complicated by the fact that the model includes the non-linear delay parameter $\omega$, we propose to use the same technique—maximum quasi-likelihood estimation—to estimate the parameters of the gradual effects model. Appendix A describes an algorithm for obtaining maximum quasi-likelihood estimates and associated standard errors by profiling the non-linear parameter. We provide software implementing the proposed maximum quasi-likelihood estimation procedure in the form of an R package (Pustejovsky & Swan, 2017) and online web application (Swan & Pustejovsky, 2017).
An example

Thorne and Kamps (2008) used a single-case design to evaluate the effects of a group contingency intervention on academic engagement and levels of problem behaviors among students at risk for developing behavioral disorders. Twelve participating students were drawn from four classrooms, including two third grade and two second grade classes in a suburban community. The group contingency intervention involved giving away small prizes such as pencils or erasers to students contingent on their personal behavior and a party contingent on the behavior of the entire classroom. Twice daily during intervention phases, participating teachers distributed lottery tickets based on desirable behaviors and then immediately drew four to five winners, who were allowed to choose for themselves among the available rewards. The intervention was evaluated using an ABAB design replicated across the twelve participants. A primary outcome, frequency of inappropriate behavior, was recorded via direct observation of each student during 15-minute academic periods. Figure 2 displays the raw data for each of the twelve participants in the study. Observation sessions took place daily at shifting times across the morning and afternoon, in order to capture behaviors of interest under a variety of conditions. Complete raw data as well as code for model estimation can be found in the supplementary materials (Swan & Pustejovsky, 2018).

Before estimating the gradual effects model, it is critical to first consider whether its assumptions are reasonable and appropriate for these data. Two critical assumptions are that the baseline level of behavior is stable and that the outcome responds gradually to introduction and removal of the treatment. Visual inspection of the data in Figure 2 does not reveal systematic time trends during the baseline phases (although all phases are short), but does suggest the possibility of slight downward trends during the initial treatment phases for some cases (e.g., participants 1, 7, 8, and 12) and upward trends during return-to-baseline phases. For other cases, the response to treatment appears to be nearly immediate (e.g., participant 2). The presence of varying time trends during
intervention and return-to-baseline phases suggests that the gradual effects model could be useful for estimating the effects of the intervention.

We fit the gradual effects model to the inappropriate behavior data for each of the twelve cases in the study. Because the inappropriate behavior outcome was measured as a frequency count, we modeled the data using a quasi-Poisson variance function and a log link function, so that the effect size estimates are log-response ratios. Across participants, the treatment phases varied in length from 9 to 16 sessions, with a mean of about 12 sessions. To avoid extensive extrapolation, our primary results are based on effect sizes after \( m = 10 \) intervention sessions. We examined sensitivity to this choice by also estimating effects after \( m = 5 \) and \( m = 15 \) intervention sessions.

For comparison purposes, we also obtained estimates using the \( R_1 \) estimator for the log-response ratio, as described in Pustejovsky (2015). In contrast to the gradual effects model, the \( R_1 \) estimator assumes that there are no time trends, and so is equivalent to a model with an immediate change-in-levels (i.e., \( \omega = 0 \)). Finally, for both the gradual effects and change-in-levels model, we estimated average log-response ratios across all twelve cases based on a random effects meta-analysis model. We used robust variance estimation methods proposed by Sidik and Jonkman (2006) to calculate standard errors for the average effect size.

A plot comparing the fitted values from the gradual effects model to the observed data can be found in the supplementary materials (. Table 1 reports the log response ratio estimates and standard errors for the change-in-levels model and the gradual effects model. The effect size estimates from the gradual effects model were generally larger in magnitude than the estimates from the change-in-levels model because the former model allows for change over time during the intervention and return-to-baseline phases, whereas the latter model just averages across all sessions within the baseline and intervention conditions. The overall average effect size based on the gradual effects model was -1.34, 95% CI [-1.66, -1.02], which corresponds to a 74% reduction in inappropriate behavior (95% CI
GRADUAL EFFECTS MODEL

Although the standard errors of the individual effect size estimates were comparable across both models, the standard error of the average effect size estimate from the gradual effects model is 61% larger than the corresponding standard error based on the change-in-levels model. This is because the effect size estimates from the gradual effects model are more heterogeneous than those from the change-in-levels model, with an estimated between-case variance of 0.285 versus 0.092.

It is important to note that, for both models, the standard errors for individual effect size estimates are based on the assumption that the outcomes are mutually independent. If this assumption is mistaken and the outcomes are positively autocorrelated, we would expect the standard errors to under-state the true extent of uncertainty in the effect size estimates. However, using the Sidik and Jonkman (2006) robust variance estimation methods ensures that the standard error and confidence interval for the overall average effect size estimate remain valid even if the outcomes are actually autocorrelated.

Table 1 also reports estimates of the delay parameter and the dispersion parameter for the gradual effects model. In the cases where there is obvious non-linearity to the effect of treatment, such as participant 1 and 12, the delay is relatively high ($\omega > 0.60$), and there are considerable differences between the treatment effect estimates from the two models. When the full effect of treatment happens nearly immediately, such as with participants 3 or 11, the gradual effects model provides estimates similar to the change-in-levels model. Note also that the dispersion estimates ($\sigma^2$) vary across cases, with four cases over-dispersed and six cases under-dispersed, which suggests that it would not be appropriate to assume that the outcome is strictly Poisson-distributed.

Finally, the meta-analytic results from the sensitivity analysis are presented in Table 2. Detailed, case-level estimates for the models when $m = 5$ and $m = 15$ can be found in the supplementary materials (Swan & Pustejovsky, 2018). Using $m = 5$, the average effect of the intervention was -1.27, corresponding to a 72% reduction in inappropriate behavior (95% CI [62%, 79%]). This estimate is slightly less than the 74% reduction in inappropriate
behavior using \( m = 10 \) and \( m = 15 \). The difference in the estimates arises because the treatment effect has not yet reached equilibrium for all cases after 5 consecutive treatment sessions. By 10 treatment sessions and continuing through 15 consecutive treatment sessions, the treatment effect approaches equilibrium and are therefore no longer influenced by increasing the value of \( m \). As the value of \( m \) increases, there are more series where the summary treatment effect estimate involves extrapolating outside the data, the uncertainty around individual effect size estimates increases, and the uncertainty around the meta-analytic treatment effect estimate increases slightly. In cases where the effect of treatment is more delayed, the model might be more sensitive to the specification of \( m \). In this example, however, the gradual effects model was relatively robust to varying specifications for the value of \( m \).

This example illustrates the value of a flexible non-linear model for single-case designs. In the absence of time trends, the model generates estimates that are similar to the simpler change-in-levels model. In contrast, when there is a more gradual change in behavior, the model accounts for the resulting time trends and captures the effect of treatment at a specified point in time. Applying the gradual effects model to each case allows for heterogeneity in the immediacy of effect while yielding an effect size estimate that is comparable across cases. The use of the quasi-Poisson variance function reflects the mean-variance relationship seen in the data, without making strong distributional assumptions. However, this is only a single example, and so it is important to understand the accuracy and bias of effect size estimates from the gradual effects model more generally. In order to investigate this question, we conducted a simulation study.

**Simulation study**

We conducted a Monte Carlo simulation study to evaluate parameter recovery in the gradual effects model. Our primary concern was the accuracy and bias of effect size estimates generated by the model—especially compared to the accuracy of estimates based on a simpler, change-in-levels model. Additionally, we assessed the relative bias of the
variance estimates under the gradual effects model and the bias of the delay parameter estimates. We evaluated parameter recovery under two different scenarios. In the first scenario, we simulated outcomes independently, so that the data-generating model was fully consistent with the assumptions of the gradual effects model. In the second scenario, we simulated outcomes that had the correct functional specification, but were also autocorrelated following a first-order auto-regressive process. This permitted assessment of whether parameter estimates and standard errors were robust to un-modeled autocorrelation in the outcome data.

The GLM formulation of the gradual effects model is very flexible, in that it can be applied with a variety of different link functions and variance functions. For purposes of simulation, however, we focused on one important use-case: Poisson-distributed frequency count outcomes, modeled using a log link. The log link function produces log response ratio effect size estimates, which are on a metric suitable for many types of behavioral outcome measures and are intuitively appealing because they can be interpreted in terms of percentage change (Pustejovsky, 2018b). Additionally, about half of all single-case designs examined by Shadish and Sullivan (2011) used frequency count outcomes, which indicates that models for frequency counts are important in practice.

Data-generating model

The simulations involved generating Poisson-distributed outcomes that were either mutually independent or serially correlated. We generated serially correlated data using a binomial thinning process (McKenzie, 1988), which reduces to independence when the autocorrelation parameter is zero. Appendix B describes the exact algorithm used to simulate autocorrelated Poisson counts.

A challenge with estimating the log-response ratio is that if no instances of behavior are observed during the treatment phase(s) then the effect size estimate will diverge towards $-\infty$. Data series with no instances of behavior in the treatment phase are relatively more common when the baseline level of the outcome is small and the true
treatment effect is a substantial decrease, and it will not generally be reasonable to apply the gradual effects model to estimate log response ratio effect sizes with such data. In order to focus the simulation results on scenarios where the model is potentially appropriate, we discarded simulation replicates where the total number of behaviors across all treatment phases was \( \leq 1 \).

Table 3 lists the parameter values used to generate simulated data. We expected that the baseline level would have an impact on the bias of the treatment effect, and so examined baseline mean levels of 5, 15, or 25 events per observation session. These rates are consistent with low-frequency, moderate-frequency, and high-frequency behaviors observed in a review of multiple baseline and treatment reversal designs published in 2008 (Shadish & Sullivan, 2011). We selected values for the treatment effect parameter to represent a wide range of proportionate changes. Specifically, we varied the range of \( \beta_1 \) from -1.6 to 1.6 in equal increments across the log scale, which corresponds to proportionate changes ranging from approximately an 80% reduction to a 500% increase.

We selected values for the delay parameter to cover most of the range of the parameter. We generated data without autocorrelation to reflect cases where our model correctly captures the functional form and no serial correlation remains in the data. We also generated data with two levels of moderate autocorrelation (\( \phi = 0.2 \) and \( \phi = 0.4 \)) to reflect model mis-specification. In their review of SCD features, Shadish and Sullivan (2011) reported that the average degree of autocorrelation was 0.2 (based on a random effects meta-analysis), so we selected that level as well as levels both above and below it.

We simulated data following a treatment reversal design with four phases (i.e., an ABAB design). According to the What Works Clearinghouse standards for SCDs (Kratochwill et al., 2013), the intervention must be manipulated at least three times for experimental control to be demonstrated and for a treatment reversal design to meet standards. Furthermore, four phases was the median observed in the studies examined by Shadish and Sullivan (2011). We varied the number of sessions per phase, here denoted as
$n_p$, between 3 and 10. Three points per phase are required for an SCD to “meet standards with reservations,” while five points are required to fully meet the standards. We also included 10 points per phase to examine performance for designs that go beyond these minimum standards. In all cases, the scaling parameter $m$ was set equal to the number of points per phase in order to avoid extrapolating beyond the range of the data.

These parameter values were fully crossed in a $3 \times 9 \times 4 \times 2 \times 3$ factorial design. We simulated 10000 replications per condition. For each replication, we fit the gradual effects model as well as the simpler change-in-levels model (using the $R_1$ estimator). Following Hoogland and Boomsma (1998), we describe biases of no more than .05 on the log scale or proportionate biases of no more than 5% as “approximately unbiased.” Complete code for replicating the simulation, as well as an appendix with more detailed simulation results, can be found in the supplementary materials (Swan & Pustejovsky, 2018).

**Results**

**Accuracy**

Figure 3 illustrates the root mean-squared error (RMSE) of the log-response ratio effect size estimates from the gradual effects model compared to the change-in-levels model, when the outcome data are independent. Each box-plot represents the distribution of RMSE across different values of the delay parameter, for specified values of the true treatment effect (horizontal axis), true baseline level (vertical tiles), and phase length (horizontal tiles). Except in scenarios where there are very few points per phase and the baseline level is very low (i.e., $n_p = 3$ and $\exp(\beta_0) = 5$) or when there is no effect of treatment ($\beta_1 = 0$), the gradual effects model produces equally accurate or more accurate estimates than the change-in-levels model. Autocorrelation reduces the accuracy of both models, but does not change this relationship. As delay increases, the gap in accuracy between the intervention analysis model and the change-in-levels model grows larger. The supplementary materials provide further details about these relationships (Swan & Pustejovsky, 2018).
Bias

Figure 4 illustrates the bias of the effect size estimate from the gradual effects model when the outcome data are generated independently. The estimates are approximately unbiased when the design includes at least \( n_p = 5 \) observations per phase. It is more difficult to estimate the effect when the initial baseline level is low \( (exp(\beta_0) = 5) \) and when intervention leads to reductions in the outcome \( (\beta_1 < 0) \). Additionally, the degree of bias increases for smaller values of the delay parameter (that is, treatment effects that are more immediate).

Figure 5 illustrates the bias of the treatment effect estimate when the number of observations per phase is \( n_p = 5 \) and the outcomes are either independent (left column) or autocorrelated at \( \phi = 0.2 \) and \( \phi = 0.4 \) (middle and right columns, respectively). Generally speaking, the patterns of bias when autocorrelation is present are similar to the patterns with independently generated data. However, increases in autocorrelation tend to somewhat magnify the degree of bias under conditions where it is present. For instance, when \( \phi = 0.2 \) and the baseline level is \( exp(\beta_0) = 15 \), an immediate treatment effect \( (\omega = 0) \) leads to biased estimates when the true treatment effect is a reduction. When \( \phi = 0.4 \), the biased estimates extend to conditions where there is a delay of \( \omega = 0.3 \).

Variance estimation

Figure 6 illustrates the relative bias of the effect size variance estimator when the outcomes are generated independently. Across baseline levels, the variance estimates are close to unbiased when there are many observations per phase \( (n_p = 10) \) and when non-null treatment effects are present. However, the variance estimator performs poorly under all other conditions. Notably, the variance estimator is biased towards zero when there is no effect of treatment \( (\beta_1 = 0) \).\(^1\) The poor performance of the variance estimator

\(^1\) In additional simulations with \( \beta_1 = -0.2, -0.1, 0.1, 0.2 \), we found that the variance estimator is also biased when the true treatment effect is close to zero, and that the extent of bias is larger when the baseline level of the outcome is lower.
when the true treatment effect is near zero is a consequence of the fact that the delay parameter $\omega$ is not identified when $\beta_1 = 0$, meaning that the quasi-likelihood remains constant for any value $\omega$. Similarly, when $\beta_1$ is very close to zero, $\omega$ is only weakly identified and so our conventional approach to variance estimation breaks down.

Figure 7 illustrates the relative bias of the variance estimator for the effect size when $n_p = 5$ across all values of autocorrelation ($\phi$). Across conditions, the variance estimator always has substantial bias, tending under most conditions to under-state the sampling variance of the effect size estimator. As would be expected, larger degrees of autocorrelation cause the variance estimates to be further under-stated.

In summary, the variance estimator appears to have non-negligible biases under many conditions, even when the assumption of independence holds.

Other aspects of parameter recovery

Plots of the bias of $\omega$ can be found in the supplementary materials (Swan & Pustejovsky, 2018). Less biased estimates of $\omega$ occur when the true value of $\omega$ is closer to the middle of the parameter space, with higher bias observed at the edges of the parameter space. When the true $\omega = 0$, the estimator is biased across most conditions examined. The bias of the $\omega$ estimator is reduced when the treatment effect is larger in absolute magnitude, when the baseline level is larger, and when the design includes more observations per phase. Autocorrelation in the outcome leads to more biased estimates, but for the most part this does not alter the conditions where the estimator is approximately unbiased. In general, moderate delay ($0.30 \leq \omega \leq 0.6$), at least a moderate baseline level ($\exp(\beta_0) = 15$), and at least a moderate effect ($|\beta_1| \geq 0.80$) are necessary for the estimator of omega to be approximately unbiased.

Discussion

There are three primary findings from the simulation study. First, for designs with reasonable phase lengths and baseline outcome levels, the model provides close-to-unbiased estimates of treatment effects even in the presence of autocorrelation. The exceptions occur
when there is little data, or the absolute magnitude of the outcomes is quite small. In the case of little data, most parametric models will not perform well with only 3 observations per phase and a total of 12 observations for the entire series. In the case of small frequency counts, performance could be ameliorated through the use of longer observation sessions. Second, the variance estimator performs poorly even when the model’s assumptions are satisfied and the outcomes are independent. Although of concern, this shortcoming can nonetheless be addressed when conducting meta-analysis of the effect size estimates, as we discuss further in the next section. Third, estimating the delay parameter is difficult. However, we believe this is an acceptable shortcoming because the purpose of $\omega$ is primarily to account for non-linear time trends, rather than to measure a feature of primary substantive interest.

One limitation of this study is that we explored a limited set of values for the baseline level. Given that there appears to be sensitivity to the magnitude of the baseline across many of the parameter estimates, further exploration of these relationships is warranted. In addition, we limited our exploration of autocorrelation to just two values, and the parameter estimates that are sensitive to autocorrelation may be more or less robust to larger degrees of autocorrelation. Finally, we did not explore the performance of the model with outcomes measured as proportions (e.g. change in the percentage of time target behaviors occurred) or with logit link functions. Data generating processes for autocorrelated proportional outcomes are more challenging to construct than for counts or normally-distributed outcomes. Additionally, one of the most common observation methods that produces proportional outcomes, partial interval recording, has procedural sensitivities that can produce biased measurements of the underlying behavioral characteristics (Pustejovsky & Swan, 2015). A thorough exploration of the gradual effects model with proportional outcomes would ideally take all of these issues into account, and remains a topic for further research.
General discussion

In this paper, we have introduced the gradual effects model as a tool for estimating effect sizes from single-case data that exhibits non-linear time trends as a result of intervention. Because it is formulated in the framework of generalized linear models (McCullagh & Nelder, 1989), the model provides a way to estimate effect size measures such as log response ratios or log odds ratios, while also appropriately modeling dependent variables measured as counts or proportions. The model is a special case of the intervention analysis framework introduced by Box and Tiao (1975), in which the outcome in a given session is structurally related to the presence or absence of intervention in the current and previous sessions. As a result, the model can be applied not only to multiple baseline designs, but also to treatment reversal designs with an arbitrary number of phases, without the need to introduce further parameters into the model.

We see at least two distinct use cases for the gradual effects model: as a tool for analyzing individual data series and as a tool for estimating effect sizes across multiple cases, possibly drawn from multiple studies. The interactive web-app (Swan & Pustejovsky, 2017) provides facilities for fitting the gradual effects model in both of these scenarios. The gradual effects model has different advantages and limitations in each scenario. In describing guidance for analysts interested in applying the model, it therefore makes sense to consider each scenario in turn.

Analyzing a single data series

Researchers may be interested in applying the gradual effects model to analyze data from a single data series. In this scenario, the model is particularly advantageous for analyzing treatment reversal designs due to its structural form, which readily extends to designs with an arbitrary number of phases while providing a single summary estimate of the effect of treatment. Moreover, the non-linear form of the model, in which the outcome approaches an equilibrium level as treatment continues and returns to the baseline level when treatment is discontinued, is consistent with many of the types of interventions that
could be evaluated with a treatment reversal design. Other parametric models that are
directly applicable to treatment reversal designs (e.g., Moeyaert et al., 2014; Shadish, Kyse,
& Rindskopf, 2013) do not provide a single summary effect estimate, while existing models
that allow for non-linear functional forms (e.g., Hembry et al., 2015; Rindskopf, 2014) are
not readily applicable to treatment reversal designs without considerable modification.
Thus, the gradual effects model is useful and should be applied when an analyst desires a
single summary effect size estimate and when non-linear trajectories in the data series are
observed or theoretically plausible.

When applying the gradual effects model to generate an effect size estimate, the
analyst must specify a value for $m$, the number of treatment sessions at which the
treatment effect is estimated. Given the non-linear nature of the model, the value chosen
for $m$ is important because the treatment effect at time $m + i$ for a given time difference of
$i$ is not a simple transformation of the treatment effect at time $m$. With a single data
series, a natural choice for $m$ would be the length of the longest treatment phase; the
analyst’s choice might also be informed by considering typical intervention durations for
the research area.

When applied to an individual data series, an important limitation of the proposed
model and estimation methods is that they do not explicitly allow for autocorrelation of
the outcomes. Simulation results indicated that, while point estimates of treatment effects
have reasonably small biases even with moderate degrees of auto-correlation, the standard
errors from the model are strongly affected by auto-correlation and must therefore be
interpreted with considerable caution. When reporting effect size estimates for individual
series, we therefore strongly recommend emphasizing that the standard errors are based on
the assumption of independent outcomes and are likely to under-state the degree of
uncertainty if the outcomes are positively auto-correlated. Despite these concerns, we
nonetheless believe it is better to report an effect size estimate and corresponding standard
error with known sampling properties than to report an effect size estimate without any
indication of uncertainty, or one that is inappropriately assumed to be robust to 
auto-correlation. For testing the null hypothesis of no intervention effect with a single data 
series, it may be useful to combine the gradual effects model with a randomization test 
(Edgington & Onghena, 2007) rather than using parametric standard errors.

Analyzing multiple data series

A second use-case for the gradual effects model is in estimating summary effect sizes 
across several data series, either drawn from a single study or from multiple studies 
evaluating the effects of a common class of interventions. An analyst interested in using 
single-case data must think carefully about the appropriate statistical model to estimate an 
effect size for a given instance of an intervention. If an analyst is interested in research 
synthesis combining both between-group and single-case designs, the between-case 
standardized mean difference (Hedges et al., 2012, 2013; Pustejovsky et al., 2014) may be a 
more appropriate approach for summarizing the results of the single-case studies. If, in the 
collection of cases to be analyzed, most treatments seem to reach full effect immediately, it 
would be appropriate to use a more parsimonious change-in-levels model. The gradual 
effects model offers advantages for summarizing a collection of cases that include some 
combination of treatment reversal designs, non-linear trends in many of the treatment 
phases, or markedly non-normal error distributions. When some combination of these 
conditions is present or is expected to be present in the data, we would suggest that 
alysts consider applying the gradual effects model.

When using the gradual effects model for meta-analysis, choosing a value for \( m \) for 
comparability across different series within a study or for estimates across studies is an 
important consideration. There are at least three defensible ways to choose a value for \( m \). 
The first is to set \( m \) to estimate a treatment effect after a common number of observation 
sessions, so that all estimates represent a common operationalization of treatment. Here, 
we recommend that the analyst choose the largest value of \( m \) possible without using a 
value that is much beyond the longest treatment phase in a given series. For instance, in
our empirical example, we picked a value of \( m = 10 \) because it is not much less than the
mean number of observations in the treatment phase (12) and is not much longer than the
shortest treatment phase (8). Of course, not all single-case studies use the same frequency
of observation, and so a single common \( m \) could represent different lengths of time. A
second method would be to set the value of \( m \) within each study to represent a common
length of time, such as a week, a month, or a school semester. Third, in some contexts it
might also make sense to set the value of \( m \) within each study to represent the typical
length of a given intervention—particularly if there is considerable between-study variation
in intervention duration. In all cases, the analyst should pay careful attention to variation
in the operational details between studies. We also recommend reporting sensitivity
analysis for varying values of \( m \), as we have demonstrated in the analysis of the Thorne

Finally, we would like to note that the considerable biases present in the variance
estimates is of less concern in the context of meta-analysis than it is in the analysis of
individual cases. The meta-analysis technique of robust variance estimation (RVE; Hedges,
Tipton, & Johnson, 2010; Sidik & Jonkman, 2006) can be used to estimate overall average
effect sizes and calculate standard errors and confidence intervals that are robust to the use
of inaccurate standard errors, which might arise due to un-modeled autocorrelation. In the
case where a researcher is reporting an average effect size across several cases from a single
study, the Sidik and Jonkman (2006) methods that we demonstrated will provide valid
standard errors in the presence of auto-correlation in the outcome data series. If a
researcher is interested in estimating a summary effect across cases from multiple studies,
the robust variance estimation methods proposed by Hedges et al. (2010) will provide
standard errors that account for dependence among effect sizes from the same study (i.e.,
cluster-dependence) as well as the presence of autocorrelation in the outcome data series.
In each context, we recommend using and reporting RVE standard errors and confidence
intervals around average treatment effect estimates when synthesizing effect size estimates.
from the gradual effects model.

Future directions

Several extensions to the gradual effects model warrant investigation in further research. First, the current formulation of the gradual effects model applies to data from a single case. However, the proposed case-level model could be used as a building block for a multi-level model that captures variation in its parameters across several cases within a study, or even within and across cases from several studies, following the approach of Moeyaert et al. (2014). Integrating the gradual effects specification into a multi-level model could also provide a way to estimate an effect size parameter that is comparable to the corresponding parameter from a between-groups experimental design, extending the approach described by Pustejovsky et al. (2014) for multiple baseline designs with linear trends.

Second, the gradual effects model might be useful for modeling time trends that arise for reasons other than intervention. One issue in the use of single-case designs is the presence of testing effects, which arise when the method used to assess the dependent variable itself produces changes in the outcome. For instance, repeatedly administering a test of domain knowledge could lead to improved performance, even in the absence of instruction. Modifying the gradual effects model to include a non-linear trend during the initial baseline phase could be one way to account for testing effects in designs where they may be present.

Third, the gradual effects model captures a limited range of functional forms, which will not be appropriate for all forms of time trends encountered in single-case data. We believe that this parsimonious model is useful and appropriate in many cases, particularly given the limited number of observations used in many single-case designs. However, it would nonetheless be useful to investigate how to capture a broader range of functional forms, especially for studies that use more intensive measurement schedules, while still maintaining the structural features of the model. The intervention analysis modeling
framework (Box & Tiao, 1975) is a natural starting point for such extensions.

In visual analysis of single-case designs, there is said to be a functional relationship between the independent and dependent variables when the outcome responds to the introduction (and possibly also removal and re-introduction) of treatment. This functional relationship is expressed quite literally in the structure of the gradual effects model, in that the level of the dependent variable is a non-linear function of the manipulation of the independent variable (intervention) up to that point in time. This property makes the model well suited for application to treatment reversal designs, which necessarily involve interventions that can be removed after being put in place and effects that dissipate in the absence of continued treatment. Developing models for the specific forms of functional relationships observed in other classes of single-case designs, such as alternating treatment designs, adapted alternating treatment designs, and multi-element designs, remains an important endeavor for future work.
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Table 1

*Estimates and standard errors for inappropriate behavior from Thorne and Kamps (2008)*

based on a change-in-levels model and the gradual effects model

<table>
<thead>
<tr>
<th>Case</th>
<th>Change-in-levels model</th>
<th>Gradual effects model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LRR Est.</td>
<td>SE</td>
</tr>
<tr>
<td>Participant 1</td>
<td>-1.22</td>
<td>0.25</td>
</tr>
<tr>
<td>Participant 2</td>
<td>-1.91</td>
<td>0.24</td>
</tr>
<tr>
<td>Participant 3</td>
<td>-0.65</td>
<td>0.14</td>
</tr>
<tr>
<td>Participant 4</td>
<td>-1.17</td>
<td>0.18</td>
</tr>
<tr>
<td>Participant 5</td>
<td>-1.13</td>
<td>0.20</td>
</tr>
<tr>
<td>Participant 6</td>
<td>-0.94</td>
<td>0.13</td>
</tr>
<tr>
<td>Participant 7</td>
<td>-0.63</td>
<td>0.15</td>
</tr>
<tr>
<td>Participant 8</td>
<td>-0.94</td>
<td>0.21</td>
</tr>
<tr>
<td>Participant 9</td>
<td>-0.60</td>
<td>0.14</td>
</tr>
<tr>
<td>Participant 10</td>
<td>-0.94</td>
<td>0.13</td>
</tr>
<tr>
<td>Participant 11</td>
<td>-0.75</td>
<td>0.12</td>
</tr>
<tr>
<td>Participant 12</td>
<td>-1.50</td>
<td>0.27</td>
</tr>
<tr>
<td>Random effects meta-analysis</td>
<td>-0.99</td>
<td>0.10</td>
</tr>
</tbody>
</table>
Table 2

Meta-analytic results using different values of m in the gradual effects model for inappropriate behavior data from Thorne and Kamps (2008)

<table>
<thead>
<tr>
<th>m</th>
<th>LRR Est.</th>
<th>SE</th>
<th>Between-case variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>-1.27</td>
<td>0.15</td>
<td>0.230</td>
</tr>
<tr>
<td>10</td>
<td>-1.34</td>
<td>0.16</td>
<td>0.285</td>
</tr>
<tr>
<td>15</td>
<td>-1.34</td>
<td>0.17</td>
<td>0.290</td>
</tr>
</tbody>
</table>
Table 3

*Parameter values used to generate simulated data*

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline frequency ($e^{\beta_0}$)</td>
<td>5, 15, 25</td>
</tr>
<tr>
<td>Treatment effect $\beta_1$</td>
<td>-1.6 to 1.6, in steps of 0.4</td>
</tr>
<tr>
<td>Delay parameter ($\omega$)</td>
<td>0.0, 0.3, 0.6, 0.9</td>
</tr>
<tr>
<td>Autocorrelation ($\phi$)</td>
<td>0.0, 0.2, 0.4</td>
</tr>
<tr>
<td>Observations per phase ($n_p$)</td>
<td>3, 5, 10</td>
</tr>
</tbody>
</table>
**Figure 1.** Functional specification of the gradual effects model for differing values of omega, where $\beta_0 = 0$, the equilibrium treatment effect is $\beta_1 = 1$, and $m = \infty$. Each plot depicts an ABAB design with ten sessions per phase.
Figure 2. Rates of inappropriate behavior from Thorne and Kamps (2008). Each point represents the number of problem behaviors (vertical axis) during a given observation session (horizontal axis). Point shape and color correspond to treatment condition.
Figure 3. Root mean square error of the treatment effect estimate for the gradual effects model and the change-in-levels model when the outcomes are independent.
Figure 4. Bias of the treatment effect estimates from the gradual effects model when the outcomes are independent.
**Figure 5.** Bias of the treatment effect estimates from the gradual effects model when $n_p = 5$, for varying degrees of autocorrelation.
### Figure 6

Relative bias of the treatment effect variance estimates from the gradual effects model when the outcomes are independent.
Figure 7. Relative bias of the treatment effect variance estimates from the gradual effects model when $n_p = 5$, for varying degrees of autocorrelation.
Appendix A

Maximum quasi-likelihood estimation

Maximum quasi-likelihood estimates of the parameters in the gradual effects model can be obtained as follows. Given a link function $g()$ and variance function $V()$, the log quasi-likelihood contribution for a measurement $Y$ with expectation $\mu$ is given by

$$Q(\mu; Y) = \int_{Y} \frac{y - t}{V(t)} dt$$  \hspace{1cm} (4)

(McCullagh & Nelder, 1989). Note that $\mu$ is determined by the functional specification $\eta$, $\mu = g^{-1}(\eta)$, and the functional specification is in turn determined by the model parameters $\beta_0$, $\beta_1$, and $\omega$. Thus, we can treat the log quasi-likelihood contribution as a function of the model parameters, writing $Q(\beta_0, \beta_1, \omega; Y)$. Let $Y$ denote the full vector of $n$ measurements. Assuming the measurements are mutually independent, the complete log quasi-likelihood is then

$$Q(\beta_0, \beta_1, \omega; Y) = \sum_{j=1}^{n} Q(\beta_0, \beta_1, \omega; Y_j).$$  \hspace{1cm} (5)

We seek parameter estimates $\hat{\beta}_0$, $\hat{\beta}_1$, and $\hat{\omega}$ that maximize (5).

The functional specification of the gradual effects model can be written as a linear function of the parameters $\beta_0$ and $\beta_1$ and a non-linear term. Let $T$ denote the full vector of $n$ treatment indicators and

$$f_j(T, \omega) = \frac{1 - \omega}{1 - \omega^m} \sum_{i=1}^{j} \omega^{j-i}T_i.$$  \hspace{1cm} \text{Then } \eta = \beta_0 + \beta_1 f_j(T, \omega).

Setting the delay parameter to a fixed value $\omega^*$, the functional specification becomes fully linear in $\beta_0$ and $\beta_1$. We can therefore find maximum quasi-likelihood estimators $\hat{\beta}_0(\omega^*)$ and $\hat{\beta}_1(\omega^*)$ using iteratively re-weighted least squares, as implemented in conventional software such as the \texttt{glm()} function in R (R Core Team, 2017). The overall maximum quasi-likelihood estimators can then be identified by maximizing the profile quasi-likelihood, $Q\left(\hat{\beta}_0(\omega^*), \hat{\beta}_1(\omega^*), \omega^*\right)$ as a function of $\omega^*$. In the simulations, we used the \texttt{optimize} command in R to find the value of $\omega^*$ that maximizes the quasi-likelihood.
Finally, the scale parameter $\sigma^2$ is estimated as

$$\hat{\sigma}^2 = \frac{1}{n-2} \sum_{j=1}^{n} \frac{Y_j - \hat{\mu}_j}{V(\hat{\mu}_j)}$$

where $\hat{\mu}_j = g^{-1}(\hat{\eta}_j)$ and $\hat{\eta}_j = \hat{\beta}_0 + \hat{\beta}_1 f_j(T, \hat{\omega})$.

The sampling variance-covariance matrix of the parameter estimators can be approximated using a method described by McCullagh and Nelder (1989). Let $x_j$ be a $1 \times 3$ row vector with entries

$$x_j = \begin{bmatrix} 1 & f_j(T, \hat{\omega}) & \hat{\beta}_1 f'_j(T, \hat{\omega}) \end{bmatrix},$$

where $f'_j(T, \hat{\omega})$ is the derivative of $f_j$ with respect to $\omega$:

$$f'_j(T, \hat{\omega}) = \frac{m \omega^{m-1}(1-\omega)}{(1-\omega^m)^2} \sum_{i=1}^{j} \omega^{j-i} T_i - \frac{1}{1-\omega^m} \left[ j \omega^{j-1} T_1 + \sum_{i=2}^{j} (j-i+1) \omega^{j-i} (T_i - T_{i-1}) \right].$$

Let $g'(\eta)$ denote the derivative of the link function with respect to $\eta$, and let

$$w_j = V(\hat{\mu}_j) [g'(\hat{\eta}_j)]^2.$$  The variance-covariance matrix of $(\hat{\beta}_0, \hat{\beta}_1, \hat{\omega})$ is then estimated as

$$V = \hat{\sigma}^2 \left( \sum_{j=1}^{n} \frac{x_j x'_j}{w_j} \right)^{-1},$$

with standard errors given by the square root of the diagonal terms in $V$. 
Appendix B

Simulating autocorrelated Poisson outcomes

The Monte Carlo simulations used the following process to simulate autocorrelated Poisson outcomes. Let $\phi$ denote the first-order autocorrelation between pairs of sequential observations, with $0 \leq \phi < 1$. For a series with a total of $n$ observations, and given the treatment pattern $\mathbf{T}$ and parameter values $\beta_0$, $\beta_1$, and $\omega$, we first calculated the expectation of each observation, $\mu_1, \ldots, \mu_n$, using the functional specification of the gradual effects model, as given in Equation (2), and a log link function. Let $\phi_j = \min\{\phi, \mu_j/\mu_{j-1}\}$ and $\lambda_j = \mu_j - \phi_j \mu_{j-1}$ for $j = 2, \ldots, n$. We then simulated $Y_1$ from a Poisson distribution with mean $\mu_1$. For the remaining observations, $j = 2, \ldots, n$, we simulated $Z_j$ from a Poisson distribution with mean $\lambda_j$, simulated $X_j$ from a Binomial distribution with $Y_{j-1}$ trials and probability $\phi_j$, and calculated $Y_j = X_j + Z_j$. The resulting observations are each Poisson-distributed (marginally) and serially correlated when $\phi > 0$. So long as the proportionate change in means between two sequential observations is less than $\phi - 1$, the correlation between sequential observations will be $\text{cor}(\epsilon_j, \epsilon_{j+1}) = \phi$ and $\text{cor}(\epsilon_j, \epsilon_{j+k}) = \phi^k$. If there is a large reduction in the mean from one occasion to the next (i.e., $\mu_j/\mu_{j-1} < \phi$), then the correlations will not exactly follow the first-order auto-regressive structure, but will still be serially dependent. This is acceptable because our interest is in the robustness of the gradual effects model estimates in the presence of un-modeled serial dependence, rather than in estimating a model with a specific serial dependence structure.