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ABSTRACT
A common goal of Intelligent Tutoring Systems (ITS) is to provide learning environments that adapt to the varying abilities and characteristics of users. To do this, researchers must identify the learning patterns exhibited by those interacting with the system. In the present work, we use clustering analysis to capture learning patterns in over 250 adults who used the ITS, CSAL (Center for the Study of Adult Literacy) AutoTutor, to gain reading comprehension skills. AutoTutor has conversational agents that teach literacy adults with low literacy skills comprehension strategies in 35 lessons. These comprehension strategies align with one or more of the following levels specified in the Graesser-McNamara theoretical framework of comprehension: word, textbase, situation model and rhetorical structure. We used the adult learners’ average response times per question and performance across lessons to cluster the students’ learning behavior. Performance was measured as the proportion of 3-alternative-response questions answered correctly. Lessons were coded on one of the four theoretical levels of comprehension. Results of the cluster analyses converged on four types of learners: proficient readers, struggling readers, conscientious readers and disengaged readers. Proficient readers were fast and accurate; struggling readers worked slowly but were not accurate; conscientious readers worked slowly and performed comparatively well; disengaged readers were fast but did not perform well. Interestingly, the behaviors of learners in different clusters varied across the four theoretical levels. Identifying types of readers can enhance the adaptivity of AutoTutor by allowing for more personalized feedback and interventions designed for particular learning behaviors.
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1. INTRODUCTION
1.1 AutoTutor
AutoTutor is a conversation-based intelligent tutoring system (ITS) that has promoted learning on a wide range of topics [9, 13, 22]. AutoTutor, on average, has shown learning gains of 0.8 σ compared to various traditional teaching controls. AutoTutor holds a conversation with students following an expectation-conception tailored (EMT) approach [11]. This is a tutoring dialogue made up of questions that assess a learner’s understanding of the content by comparing it to expected answers or misconceptions in real time. Using this EMT approach, AutoTutor is constantly assessing the students by providing feedback, hints, prompts to guide learning of the content.

Traditional AutoTutor systems implement conversations called dialogues that model the interactions that occur between a single human tutor and human student. More recent versions of AutoTutor often employ triologues which are tutorial conversations between three actors: a teacher agent, a human learner, and a peer agent [10, 12]. Triologues offer several affordances over dialogues. For example, in a triologue setting, the human learner can model productive learning behaviors that are programmed into the peer agent. The peer agent may also express misconceptions that the human learner shares and the negative feedback received from the tutor agent can be directed to the peer agent instead of the human learner. This helps avoid many of the undesirable effects from receiving direct negative feedback. Triologues help students master difficult material. For example, triologues successfully helped students learn scientific reasoning skills in an AutoTutor offshoot called Operation ARA [20, 21].

Agent triologues are implemented in AutoTutor for CSAL [9], an ITS developed at the Center for the Study of Adult Literacy (CSAL, \url{http://csal.gsu.edu/content/homepage}). The web-based system is designed to help adults with low literacy acquire strategies for comprehending text at multiple levels of language and discourse. The system includes two computer agents (a teacher agent and a peer agent) which have conversations with human learners and between themselves. The learners are guided through their learning process by the computer agents. These three-way conversations are designed to (a) provide instruction on reading comprehension strategies, (b) help the learner apply these strategies to particular texts, (c) assess the learner’s performance on applying these strategies, and (d) guide the learner in using the digital facilities. While previous implementations of AutoTutor relied on written natural language input from the learner, the learners in AutoTutor for CSAL have difficulties with writing. Thus, this version of AutoTutor was designed so that students interact through point-and-click, answering multiple choice questions, or using drag-and-drop. The conversational feature of

AutoTutor still guides the learner, but the questions can be solved without typed input. The lessons typically start with a 2-3 minutes video that reviews a comprehension strategy. After the review, the computer agents scaffold students through the learning by asking questions, providing short feedback, explaining how the answers are right or wrong, and filling in gaps of information. Figure 1 is an example of the teacher agent (on the left) asking both the learner and the peer agent (on the right) to find the meaning of the word “bank” in the given context. The scores of both the human learner and peer agent are shown under their names. The learner chooses the answer by clicking while the peer agent gives his answer by talking.

![Figure 1: Example dialogue with competition which focuses on the meaning of words from context.](image)

1.2 Theoretical Framework of Comprehension

The 35 lessons within AutoTutor align with the multilevel theoretical framework of comprehension proposed by Graesser and McNamara [13]. Six levels of comprehension were identified in Graesser and McNama’s framework. They are words, syntax, textbase, situation model, rhetorical structure/discourse genre, and pragmatic communication [13]. In this study, we focus on four of the six levels: word, textbase, situation model and rhetorical structure. The word level includes morphology, vocabulary, and word decoding. The textbase level focuses on the explicit ideas in the text, but not the precise wording and syntax. The situation model refers to the subject matter content described in the text, including inferences activated by the explicit text. The model varies based on text type. In narrative text, the situation model includes the characters, objects, settings, events and other details of the story. In informational text, the model corresponds to substantive subject matter such as topics and domain knowledge. Rhetorical structure/discourse genre focuses on the category of text, such as narration, exposition, persuasion, and description. The word level represents the lower-level basic reading components, while the textbase, situation model and rhetorical structure level cover discourse components which were assumed to be more difficult to master [5, 24, 25].

1.3 Approaches of Categorizing Learners

A common goal of the learning sciences is to categorize learners based on their cognitive, motivational, and affective states. In the ITS domain, this is referred to as student modeling [23]. Student modeling is largely what enables ITS to be adaptive, with systems being designed to incorporate information pertaining to particular user characteristics. Specifically, ITS designers know that some specific cognitive states or behaviors are associated with learning and ensure the ITS can detect and respond appropriately to those features. Data mining approaches are often used to identify these attributes. For example, the ITS Cognitive Tutor employed a classifier to detect “gaming-the-system” behavior which occurred when users intentionally misused features of an ITS to progress through the content [1]. In another study that used data from students interacting with ALEKS (an ITS designed for math and science education), researchers were able to classify the learning persistence of a user as one of three distinct types [8]. Similarly, Del Valle and Duffy [7] clustered learners by their learning strategies in an online course and identified three types of learners: self-driven students, “get-it-done” students, and procrastinators. In another study, Wise et al. [27] clustered learners’ online listening behaviors, and found three types of listeners with distinct behavioral patterns: superficial listeners, broad listeners and concentrated listeners.

In addition to categorizing or identifying learning behaviors from interacting with a system, researchers also categorize students based on individual differences in skill or knowledge gained a priori certain educational interventions. For example, in the ITS domain, students are often assessed on their prior knowledge of the domain material before interacting with an ITS, or at the early stages of the ITS content. They are commonly classified as having either high domain knowledge or low domain knowledge. There is evidence that high versus low domain knowledge students interact with ITS differently and require different pedagogical approaches to effectively learn from them. For example, an ITS using a vicarious learning design may benefit high domain knowledge students less than low-domain knowledge students [6]. This supports the idea that students with low-domain knowledge benefit more by observing peer agents or virtual tutees interacting with tutor agents. There is also evidence that high domain knowledge students sometimes suffer from an “expertise reversal effect” when presented with content they already understand [18]. When equipped with information about a learner’s level of domain knowledge, ITS can leverage different pedagogical strategies to best cater to that student’s capabilities.

The present study utilizes clustering analysis to achieve two goals. First, we characterize the behaviors of adults with low literacy skills who interacted with AutoTutor. Second, we examine whether adults readers’ learning behaviors are associated with the different reading comprehension levels described above.

2. DATASETS AND DATA PROCESS

2.1 Data Sets

The data sets used for this study were taken from three waves of an intervention study consisting of 253 adult learners. The students participated in approximately 100 hours of hybrid classes which consisted of teacher-led sessions and AutoTutor sessions. The students took the Woodcock Johnson III Passage Comprehension subtest [28] before and after the intervention. While studying with AutoTutor, the logs of students’ online learning activities were recorded by the system. The log file included learner information, class information, lesson and question information, response time and learning outcome.
In the intervention studies, 26 out of 35 AutoTutor lessons were assigned to the students; these 26 lessons were used for our analyses. We coded theoretical level of the lessons according to their primary theoretical levels. The classification of the primary theoretical levels is based on four discrete levels: Word, Textbase, Situation Model and Rhetorical Structure. The major components of Word lessons are word parts, word-meaning clues, learning new words and multiple meaning words. The Textbase lessons focus on pronouns, punctuation, key information, and main ideas. The Situation Model lessons mainly cover nonliteral language, focus on pronouns, punctuation, key information, and main ideas. The Rhetorical Structure lessons covered purpose of texts, steps in procedures, problems and solutions, cause and effect, compare and contrast, time and order, and other categories of rhetorical composition. In each lesson there are 10 to 35 questions. The questions in most lessons fall into two different difficulty levels. Normally a lesson starts with 10-15 medium level questions. Depending on the performance of the medium level questions, the learners are branched into hard or easy level questions in that lesson.

2.2 Data Process
First, we removed hard and easy questions so that only medium level questions were included in our statistical analyses. The reason for removing easy and hard questions was that response time was an important measure in the analysis, and response time could be confounded by using different question difficulty levels. Second, we removed motivational items; a motivational item was defined as any item that all the students answered correctly. These items could not be used for discriminating students and therefore they were removed from the analysis. Third, we examined the response time on each question and removed the outliers. According to the experimenters, the adult students infrequently took long breaks without logging out the system for various reasons, which led to some observations with extremely long response time. Following the rule of thumb about extreme outliers [19], we removed the response time which was three IQR (i.e. interquartile range) higher than the third quartile. For the lower end, the rule did not apply, so we replaced the bottom 1% of the observations with response times between 0 and 2 seconds with 3 seconds. The original log file had 102,519 observations. After data screening and cleaning, there were 42,289 observations from 253 students in dataset.

Next, we aggregated the data to student level and created variables for analyses. The aggregation was performed twice and two sets of features were created for analyses using the process described below.

In the log file, each observation represents an attempt that a student made on answering a question. All the students attempted multiple lessons, and within each lesson there were multiple questions, so each student had multiple observations in the log. The variables we used for the aggregations were the system-generated student ID, theoretical level of lessons, response time, and learning outcome. Each lesson was coded with a specific theoretical level (Word, Textbase, Situation Model or Rhetorical Structure) and the questions within the lesson were specific to the lesson’s level. Response time was the time the learner spent working on the question, excluding the reading time. Learning outcome was either correct or incorrect. We aggregated the data based on these variables and calculated each student’s average response time and accuracy at the four theoretical levels. After aggregation, the observations for each student were decreased to eight. The eight observations represented the average response time and accuracy at Word, Textbase, Situation Model and Rhetical Structure levels. Response time was initially measured in seconds, which was a continuous variable. This measure remained the same after aggregation. Accuracy was a binary variable (i.e. 1 or 0) initially, but it became a continuous proportion correct variable after aggregation. Next, we changed the data format and combined the eight observations associated with one student into one observation with eight features. After this, there were 253 observations and each observation represented one student. The eight features were response time for Word, Textbase, Situation Model, and Rhetorical Structure level items, as well as the proportion correct for Word, Textbase, Situation Model, and Rhetorical Structure level items. This was how we created the first set of features. For the second feature set, we split response time into response time on correct answers and incorrect answers. Therefore, the response time features doubled from four to eight and the number of performance features remained four. Put together, we created two sets of features through aggregation. The first set had eight features and the second had twelve.

3. DATA EXPLORATION
Before data mining was carried out, we examined the student sample’s response time and accuracy as a whole at the four theoretical levels to see whether response time was associated with theoretical level. The mean response time and accuracy at each level is shown in Table 1.

<table>
<thead>
<tr>
<th>Theoretical Level</th>
<th>Response Time (Correct)</th>
<th>Response Time (Incorrect)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word</td>
<td>34.31 (σ = 23.55)</td>
<td>36.73 (σ = 16.71)</td>
<td>0.67 (σ = 0.47)</td>
</tr>
<tr>
<td>Textbase</td>
<td>35.15 (σ = 23.38)</td>
<td>40.91 (σ = 17.44)</td>
<td>0.65 (σ = 0.48)</td>
</tr>
<tr>
<td>Situation Model</td>
<td>30.28 (σ = 22.81)</td>
<td>36.29 (σ = 13.58)</td>
<td>0.69 (σ = 0.46)</td>
</tr>
<tr>
<td>Rhetorical Structure</td>
<td>31.43 (σ = 23.95)</td>
<td>38.87 (σ = 12.66)</td>
<td>0.69 (σ = 0.46)</td>
</tr>
</tbody>
</table>

One-way ANOVAs were conducted to compare the means of response time, response time on correct items, response time on incorrect items and accuracy between the four theoretical levels. Results of the ANOVAs indicated that there were no significant differences between the four theoretical levels on response time or accuracy (F(3, 996) = 1.90, p = 0.129). However, we found theoretical level of the text affected both the time to give a correct response (F(3, 996) = 17.75, p < 0.001), and the time to give an incorrect response (F(3, 996) = 6.02, p < 0.001). Post hoc comparisons using the Tukey HSD test indicated that the average response time on correct attempts was longer at Word and Textbase levels than that of Situation Model and Rhetorical Structure levels. The average time on incorrect attempts at Textbase level was higher than that of Word and Situation Model levels. Since the differences found in response time on correct answers and incorrect were not consistent and did not show any pattern, we decided to group the students through clustering to investigate if theoretical levels influenced adult learners in a more nuanced way.
4. CLUSTER ANALYSES
Cluster analysis is a statistical exploratory tool used to find similar groups in an unsupervised fashion. It partitions objects into clusters so that the objects in the same cluster are more similar to each other than to those in other clusters. In educational settings, successful clustering has been achieved and the researchers identified learner groups with different behavioral patterns [3, 7, 27]. For example, Wise et al. [27] clustered learners’ online listening behaviors and found three types of listeners with distinct behavioral patterns: superficial listeners, broad listeners and concentrated listeners. A similar goal can be transferred to our current context, with clustering possibly identifying groups with different learning behaviors across the four theoretical levels.

4.1 K-means Cluster Analysis
To carry out our clustering analysis, we applied a k-means clustering algorithm to our data. K-means clustering fits data points into clusters by iteratively reassigning and re-averaging the cluster centers until the points have reached convergence [15,16]. It is a common choice for clustering data since it is simple, effective and relatively efficient. We used R (version 3.3.3) to group students according to the k-means clustering algorithm of Hartigan and Wong [15].

Table 2: Cluster means and standard deviations on the eight features.

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1 (n = 64)</th>
<th>Cluster 2 (n = 45)</th>
<th>Cluster 3 (n = 88)</th>
<th>Cluster 4 (n = 53)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (Word)</td>
<td>24.07 (σ = 7.02)</td>
<td>46.21 (σ = 13.27)</td>
<td>35.40 (σ = 9.32)</td>
<td>31.33 (σ = 8.87)</td>
</tr>
<tr>
<td>Time (Textbase)</td>
<td>25.80 (σ = 5.33)</td>
<td>51.31 (σ = 9.98)</td>
<td>36.15 (σ = 5.87)</td>
<td>34.41 (σ = 7.76)</td>
</tr>
<tr>
<td>Time (Situation)</td>
<td>22.40 (σ = 4.48)</td>
<td>43.87 (σ = 7.51)</td>
<td>29.76 (σ = 4.90)</td>
<td>31.57 (σ = 7.76)</td>
</tr>
<tr>
<td>Time (Rhetorical)</td>
<td>22.10 (σ = 4.81)</td>
<td>44.36 (σ = 7.77)</td>
<td>31.86 (σ = 5.06)</td>
<td>32.72 (σ = 7.36)</td>
</tr>
<tr>
<td>Accuracy (Word)</td>
<td>0.73 (σ = 0.13)</td>
<td>0.69 (σ = 0.14)</td>
<td>0.71 (σ = 0.13)</td>
<td>0.54 (σ = 0.17)</td>
</tr>
<tr>
<td>Accuracy (Textbase)</td>
<td>0.74 (σ = 0.13)</td>
<td>0.70 (σ = 0.18)</td>
<td>0.71 (σ = 0.12)</td>
<td>0.54 (σ = 0.12)</td>
</tr>
<tr>
<td>Accuracy (Situation)</td>
<td>0.73 (σ = 0.11)</td>
<td>0.65 (σ = 0.08)</td>
<td>0.74 (σ = 0.07)</td>
<td>0.59 (σ = 0.11)</td>
</tr>
<tr>
<td>Accuracy (Rhetorical)</td>
<td>0.75 (σ = 0.08)</td>
<td>0.72 (σ = 0.09)</td>
<td>0.71 (σ = 0.07)</td>
<td>0.61 (σ = 0.10)</td>
</tr>
</tbody>
</table>

Our choice to start with K=4 was guided by previous research. We assumed both engagement and disengagement existed while adult learners interacted with AutoTutor. For disengagement, a recent study on AutoTutor reported three types of behaviors associated with disengagement [14]. For engagement, another study used personalized time on item as a classifier, which was regarded as a single type of behavior [21]. Put together, we assume there were four types of predominant behaviors that separate the learners into 4 clusters. We performed k-means clustering with k=4 twice: once with eight features and once with twelve features. As explained in section 2.2 (Data Process), the twelve features were developed from the eight features by dividing response time into response time on correct answers and incorrect answers. We also experimented with k = 3 and k = 5 and using the two feature sets. Compared with the 4-cluster solution, the 3-cluster solution lost some meaningful information. In the 5-cluster solution, two clusters had similar patterns. Therefore, we selected 4 as the optimum number of clusters. The results of the 4-cluster solution using eight features and twelve features are shown in Table 2 and Table 3, respectively.

We compared the 4-cluster solutions using 8 features with the one using 12 features. The four clusters showed similar patterns in the two solutions. The results of ANOVAs and post hoc tests comparing cluster differences on the grouping variables indicated similar between-cluster differences on response time and accuracy. We also tried k=3 and k=5 clustering, and compared the solutions from 8 features to that from 12 features. Both results indicated the consistency between solutions using 8 and 12 features. We further conducted Pearson correlation on the time variables (i.e. response time at different theoretical levels) with split time variables (i.e. response time on correct attempts and incorrect attempts at different theoretical levels). The results indicated significant moderate to strong correlations between these variables. The comparisons and statistical analyses suggested that splitting response time into two features did not contribute much to the discovery of the underlying structure. Following the principle of parsimony, we selected 8 features over 12 features for further analyses.

Table 3: Cluster means and standard deviations on the twelve features

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>Cluster 1 (n = 63)</th>
<th>Cluster 2 (n = 52)</th>
<th>Cluster 3 (n = 54)</th>
<th>Cluster 4 (n = 81)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time on Correct (Word)</td>
<td>24.08 (σ = 6.75)</td>
<td>44.57 (σ = 16.03)</td>
<td>35.47 (σ = 8.11)</td>
<td>30.05 (σ = 9.15)</td>
</tr>
<tr>
<td>Time on Incorrect (Word)</td>
<td>23.78 (σ = 9.50)</td>
<td>47.59 (σ = 18.57)</td>
<td>48.03 (σ = 14.67)</td>
<td>31.55 (σ = 8.91)</td>
</tr>
<tr>
<td>Time on Correct (Textbase)</td>
<td>24.98 (σ = 5.53)</td>
<td>46.47 (σ = 10.36)</td>
<td>32.95 (σ = 6.41)</td>
<td>33.90 (σ = 8.60)</td>
</tr>
<tr>
<td>Time on Incorrect (Textbase)</td>
<td>31.23 (σ = 11.12)</td>
<td>57.05 (σ = 19.39)</td>
<td>43.25 (σ = 15.59)</td>
<td>36.79 (σ = 8.13)</td>
</tr>
<tr>
<td>Time on Correct (Situation)</td>
<td>22.39 (σ = 3.84)</td>
<td>39.78 (σ = 8.59)</td>
<td>26.80 (σ = 4.53)</td>
<td>27.71 (σ = 5.46)</td>
</tr>
<tr>
<td>Time on Incorrect (Situation)</td>
<td>27.35 (σ = 8.69)</td>
<td>50.84 (σ = 10.84)</td>
<td>34.91 (σ = 11.17)</td>
<td>34.82 (σ = 10.15)</td>
</tr>
<tr>
<td>Time on Correct (Rhetorical)</td>
<td>20.04 (σ = 5.17)</td>
<td>41.47 (σ = 10.24)</td>
<td>27.55 (σ = 4.76)</td>
<td>28.58 (σ = 5.69)</td>
</tr>
<tr>
<td>Time on Incorrect (Rhetorical)</td>
<td>29.11 (σ = 7.19)</td>
<td>51.85 (σ = 12.47)</td>
<td>40.21 (σ = 8.83)</td>
<td>37.22 (σ = 7.56)</td>
</tr>
<tr>
<td>Accuracy (Word)</td>
<td>0.73 (σ = 0.12)</td>
<td>0.69 (σ = 0.15)</td>
<td>0.76 (σ = 0.12)</td>
<td>0.57 (σ = 0.15)</td>
</tr>
<tr>
<td>Accuracy (Textbase)</td>
<td>0.73 (σ = 0.12)</td>
<td>0.69 (σ = 0.18)</td>
<td>0.76 (σ = 0.12)</td>
<td>0.58 (σ = 0.12)</td>
</tr>
<tr>
<td>Accuracy (Situation)</td>
<td>0.73 (σ = 0.11)</td>
<td>0.66 (σ = 0.09)</td>
<td>0.76 (σ = 0.09)</td>
<td>0.64 (σ = 0.10)</td>
</tr>
<tr>
<td>Accuracy (Rhetorical)</td>
<td>0.73 (σ = 0.09)</td>
<td>0.72 (σ = 0.11)</td>
<td>0.73 (σ = 0.08)</td>
<td>0.64 (σ = 0.09)</td>
</tr>
</tbody>
</table>

4.2 Hierarchical Cluster Analysis
In addition to k-means clustering, we performed hierarchical cluster analysis, since k-means clustering is sensitive to the initial
centroids and also does not do well with clusters with non-spherical shape and different size [16]. Hierarchical clustering is different from k-means clustering that directly divides a dataset into a number of disjoint groups. Hierarchical clustering proceeds successively either by merging smaller clusters into larger ones (bottom-up), or by splitting larger clusters into smaller clusters (top-down) [17]. We performed hierarchical clustering using Ward’s method [26], and compared 4-cluster solution with 3-cluster and 5-cluster solution. Similar to what we found with k-means clustering, 4-clustering solution was most meaningful.

With the help of an R package clVaid [4], we compared the 4-cluster solution based on k-means clustering algorithm with the 4-cluster solution based on hierarchical clustering algorithm. The scores of the two solutions on three measures were computed. The measures were connectivity, Silhouette Width, and Dunn Index. Connectivity measures the degree of connectedness of the clusters based on the k-nearest neighbors, and the better solution minimizes it. The connectivity scores for k-means and hierarchical solutions were 118.69 and 13.31. Silhouette Width and the Dunn Index measure compactness and separation of the clusters. A higher Silhouette value indicates higher degrees of confidence in a clustering solution and a higher Dunn score indicates a better separated clustering solution. The Silhouette value for k-means and hierarchical solutions were 0.17 and 0.33, and the Dunn scores for k-means and hierarchical clustering were 0.10 and 0.27. Hierarchical clustering outperformed k-means clustering on all theoretical levels, we performed linear mixed effects models, so these learners could be distinguished by their high speed and accuracy. As indicated by the results of mixed-effects models, the response time of Cluster 1 was faster than the other three clusters at Situation Model and Rhetorical Structure level. At Word and Textbase level, there was no significant difference among the four clusters. Meanwhile, Cluster 1 achieved the highest proportion correct scores across all theoretical levels. Due to the students’ high accuracy and short response time, we named this cluster “proficient readers.” Proficient readers did not seem to be affected by theoretical level for accuracy, since they did equally well in lessons across different levels.

**Cluster 1: Proficient readers**

Cluster 1 is the biggest cluster with 39% (n = 98) of the study sample. These learners can be distinguished by their high speed and accuracy. As indicated by the results of mixed-effects models, the response time of Cluster 1 was faster than the other three clusters at Situation Model and Rhetorical Structure level. At Word and Textbase level, there was no significant difference between the response time of Cluster 1 and Cluster 4, and Cluster 1 was faster than Cluster 2 and Cluster 3. Meanwhile, Cluster 1 achieved the highest proportion correct scores across all theoretical levels. Due to the students’ high accuracy and short response time, we named this cluster “proficient readers.” Proficient readers did not seem to be affected by theoretical level for accuracy, since they did equally well in lessons across different levels.

**Cluster 2: Struggling readers**

Cluster 2 is a smaller cluster with 12% of the study sample (n = 31). The response time of the learners in this cluster was comparatively long, and their accuracy was lower than the other clusters. According to the results of mixed-effects models, the response time of Cluster 2 on Word level questions was the longest, but their accuracy was the lowest. For Textbase, Situation Model and Rhetorical Structure level questions, the response time of Cluster 2 was the second longest, yet their accuracy remained the lowest among the four clusters. Due to the poor performance and long response time, we called this cluster “struggling readers.” Unlike proficient readers who had stable performance across different theoretical levels, struggling readers did better in Situation Model and Rhetorical Structure lessons than Word and Textbase lessons.

**Cluster 3: Conscientious readers**

Cluster 3, like Cluster 2, contains 12% of the study sample (n = 31). The learners in Cluster 3 worked slowly and they achieved comparatively high performance accuracy. At Textbase, Situation model and Rhetorical Structure levels, the response time of Cluster 3 was the longest among the four clusters. Only at the Word level was the response time of Cluster 3 the second longest, trailing Cluster 2. Contrary to struggling readers who also worked slowly, Cluster 3 had the second highest accuracy. The proportion correct score differences between Cluster 1 and Cluster 3 ranged between 0.02 and 0.08 at different levels. We named this cluster “conscientious readers” because they achieved comparatively high accuracy through more effort. Similar to struggling readers, the conscientious readers’ performance was associated with theoretical level. The results of mixed-effects models indicated that their performance at Textbase level was better than other levels.

**Cluster 4: Disengaged readers**

Cluster 4 is another large group representing 36% (n = 93) of the study sample. The learners in this cluster were almost as fast as the proficient readers, but their accuracy was comparatively low among the four groups. In particular, Cluster 4 learners were less
accurate than both proficient readers and conscientious readers. The response time of Cluster 4 was as short as Cluster 1 at Word, Situation Model and Rhetorical Structure level. At Textbase level, the response time of Cluster 4 was the second shortest. However, there was a large gap between the performance of Cluster 4 and Cluster 1. Results of mixed-effects models indicated learners in Cluster 1 and Cluster 4 differed in their proportion correct score, and this difference ranged between 0.09 to 0.16, depending on the theoretical level. We named learners in Cluster 4 “disengaged readers” because of their short response time and comparatively poor performance. Theoretical level also affected disengaged readers, since they performed worse on Word level lessons than Textbase, Situational Model and Rhetorical Structure level lessons.

5. DISCUSSION

We developed AutoTutor for CSAL to teach adults with low literacy skills reading comprehension strategies in 35 lessons [9]. The lessons align with one or more of the following levels specified in Graesser-McNamara theoretical framework of comprehension [13]: Word, Textbase, Situational Model and Rhetorical Structure. To better understand how low literacy adult students interact with AutoTutor, we analyzed the online learning log of 253 adult students who participated in three intervention studies. Our first goal was to classify adult learners’ behavior patterns while they interacted with AutoTutor. Our second goal was to investigate whether adult learners’ behaviors were associated with different reading components represented by the theoretical levels.

Regarding the first goal, we identified four clusters of adult learners with distinctive learning behaviors through cluster analysis. We named the four clusters proficient readers, struggling readers, conscientious readers and disengaged readers. Proficient readers worked fast and accurately. Among the four clusters, the response time of the proficient readers was the shortest, meanwhile, their accuracy was the highest at the four theoretical levels. Opposite to proficient readers, struggling readers worked slowly and inaccurately. Their response time was either the longest or the second longest at different theoretical levels, however, their accuracy remained the lowest overall. Conscientious readers also worked slowly, but unlike struggling readers, they achieved comparatively high accuracy. The response time of conscientious varied across the theoretical levels, but they achieved similar high accuracy at all the theoretical levels. This indicated their awareness of their skill level versus effort needed for mastery. Similar to proficient readers, disengaged readers worked fast. However, their performance was not as good. These readers might try to get through lessons quickly without paying much attention to the content.

With respect to the second goal, we found learning behaviors of individuals in the four clusters varied across theoretical levels in different ways. Proficient readers performed equally well at different theoretical levels, but they spent less time on Situation Model and Rhetorical Structure level questions. One possible explanation for the variation in time across theoretical levels is that Situation Model and Rhetorical Structure lessons have many questions in each text. This could shorten the expected time per question as learners built their mental models after the first a few questions. Struggling readers’ behaviors indicated an obvious effect of theoretical level. Struggling readers performed worse on questions addressing Word and Textbase levels than Situation Model and Rhetorical Structure levels. Although struggling readers’ performance was poor, they were comparatively better at lessons with discourse components. For conscientious readers, their behavior on Textbase level lessons stood out. These readers spent more time on Textbase level questions, and as a result, they achieved higher accuracy on these questions than for questions addressing other theoretical levels. The behavior of disengaged readers varied the most when data for questions that tapped basic reading components and those questions concerning discourse components. Despite spending a similar amount of time on questions addressing Word and discourse levels, disengaged readers performance was better for discourse level material.

According to previous research [5, 24, 25], Word items place lower loads on working memory than discourse items. We thus assumed discourse level items would be more difficult than word level items, leading to better performance for the latter item type. Yet our data indicated that this assumption did not apply to the adult readers. Among the four types of readers we identified, the behavior of proficient readers and conscientious readers was not affected by whether the items tapped basic reading level or the discourse level processes. We considered that disengaged readers and struggling readers might be influenced by the distinction in item type (basic versus discourse), but the trend in our data actually showed the opposite, with higher accuracy of discourse level items than word level items. In addition to finding that behavior differed across clusters when comparing word to discourse levels, we also found that behavior varied between the three discourse levels. For example, the performance of conscientious readers was best for Textbase level items, but the performance of struggling readers was best for Rhetorical Structure level items. Our finding that learner behavior varies by discourse level suggests these levels represent distinguishable components of comprehension, and supports previous work on AutoTutor, which found the three discourse levels were separable since they were not highly correlated [14].

Based on the findings of this study, we suggest that clustering methods can be used to enhance the adaptivity of ITS. In particular, assessments and feedback can be personalized to assist different groups of students that exhibit particular patterns of learning behaviors. Differences in time and accuracy on theoretical levels indicate that ITS implementations that provide feedback on accuracy alone or on time alone would be misguided. Feedback and assessment in ITS that take into account both student trends in accuracy and time and their interaction, or lack of interaction, with theoretical level should better target the student type and prove to be more appropriate.

Apart from separating learners according to their distinct behavior patterns, we could also identify the learners’ strength and weakness with regards to specific types of learning material. For example, some readers may struggle with word level but excel at discourse level comprehension. These readers might benefit more if the instruction is tailored towards word level comprehension training. Feedback based on a generalization that contains only one of these levels may be ineffective and miss groups of students entirely.
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