ABSTRACT
Writing training systems have been developed to provide students with instruction and deliberate practice on their writing. Although generally successful in providing accurate scores, a common criticism of these systems is their lack of personalization and adaptive instruction. In particular, these systems tend to place the strongest emphasis on delivering accurate scores, and therefore, tend to overlook additional indices that may contribute to students’ success, such as their affective states during writing practice. This study takes an initial step toward addressing this gap by building a predictive model of students’ affect using information that can potentially be collected by computer systems. We used individual difference measures, text indices, and keystroke analyses to predict engagement and boredom in 132 writing sessions. The results suggest that these three categories of indices were successful in modeling students’ affective states during writing. Taken together, indices related to students’ academic abilities, text properties, and keystroke logs were able to classify high and low engagement and boredom in writing sessions with accuracies between 76.5% and 77.3%. These results suggest that information readily available in writing training systems can inform affect detectors and ultimately improve student models within intelligent tutoring systems.
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1 INTRODUCTION
An individual’s ability to effectively communicate ideas through text is an increasingly important skill in today’s society. Indeed, in both educational and professional contexts, writing skills have become necessary for success [1-2]. Unfortunately, strong writing skills can be extremely challenging for students to develop and refine. This is largely due to the complex host of skills required to produce high-quality texts, such as strategically managing memory, developing strong vocabulary knowledge, setting goals, and producing coherent arguments [3-4]. Given the difficulty of developing these skills, it is not surprising that students consistently underachieve on tests of writing proficiency [e.g., 5-6].

In order for students to successfully develop the skills needed to produce high-quality texts, they need to be provided with explicit instruction and feedback. Specifically, research on writing instruction suggests that students benefit most from a combination of strategy instruction [7] and extended practice with individualized feedback [8]. One significant problem with these recommendations, however, relates to the difficulty of implementing them within typical classrooms. The time needed to prepare classroom materials, teach courses, and read, edit, and provide personalized feedback on students’ essays can be overwhelming for teachers. This is particularly true today, as reports indicate that teachers are now faced with increasingly large...
class sizes and, as a result, have less time to devote to instruction, planning, and grading [9].

To help alleviate some of the difficulties facing writing instructors, researchers and technology developers have placed an increased focus on designing computer-based systems that can provide students with automated writing instruction and practice [10-11]. These writing training systems have been developed with a number of different goals in mind, ranging from the automatic scoring of essays to the delivery of personalized feedback and the instruction of writing strategies [12-15]. Automated essay scoring (AES) systems, for instance, focus on the assessment of the structure, content, and quality of student essays [11; 16]. These systems largely rely on natural language processing (NLP) and machine learning techniques to accurately model the scores assigned by expert raters [17].

These standalone AES systems have more recently been incorporated into educational learning environments, such as automated writing evaluation (AWE) systems [18-21] and intelligent tutoring systems (ITs) [13]. The goal of these systems extends beyond the assessment of essay quality – rather, they focus on providing students with personalized feedback, as well as (in some cases) explicit instruction.

Despite their general success [e.g., 11-14], however, these systems have not gone without criticism [e.g., 16; 22-24]. In particular, critics have noted that AES assessments often miss out on components of rhetorical effectiveness and argumentation, and the feedback can often be impersonal and lacking in human sensitivity. The concerns noted about these systems are valid, and pose new challenges for developers of writing training systems. In particular, researchers have begun to shift their focus from simply providing accurate essay scores to providing feedback and adaptive instruction that is more nuanced and focuses on specific characteristics of individual students.

To illustrate the importance of this goal, consider two students, Kevin and Cecile, who write and submit essays to a particular writing system. While Kevin may be deeply engaged and interested in the topic of the essay prompt, his focus on the content might cause him to lose sight of some of the details that could improve his essay score, such as choosing more appropriate words and correcting spelling errors. Cecile, on the other hand, may produce an essay that is generally lacking in basic errors; however, her disinterest and boredom in the assignment may be apparent in her lack of compelling arguments and “attention grabbing” techniques. In this example, both students receive the same score from the system; however, their different affective states while writing the essay suggests that they may benefit from different feedback and adaptive instruction. Kevin may benefit from targeted feedback that acknowledges his effort and investment in the task, but that encourages him to take an additional look at the essay to improve grammar errors and word choices. Cecile, on the other hand, may benefit from feedback that reminds her of the importance of the topic, or suggests she engage in a game-based practice activity to increase her motivation.

One way to adjust to these differences among students and learning sessions is to embed assessments that are based on more than their essay scores. These measures can be hidden from users [i.e., “stealth assessments” (25-26)] and can inform more specific instruction and feedback that is tailored to students’ strengths and weaknesses, as well as their potential affective states and learning preferences. Recent research suggests that affect is present throughout the writing process, and different affective states can predict the quality of students’ writing outcomes [27-28]. There has been some success with respect to detecting affective states in computer-based learning environments [e.g., as reviewed in (29-30)]; however, limited attention has been paid to developing affect detectors for systems that develop writing proficiency.

In the current paper, we address this gap in the literature by examining the efficacy of indices commonly collected in writing training systems to detect students’ affective states during individual writing sessions. In particular, we examine whether individual difference measures, linguistic and semantic properties of the generated text, and keystroke measures can be used to model affective states. Second, we aim to determine whether each of these index types (i.e., individual differences, text properties, and keystroke measures) contribute unique predictive power in modeling affect during writing. Our ultimate goal is to use these models to provide more individualized tutoring and feedback to students.

1.1 Adaptive Feedback and Instruction

In an effort to provide more adaptive instruction and feedback to students, computer-based learning environments often rely on measures of performance (and other relevant indices) that can be collected without disrupting the learning task [25-26]. These “stealth assessments” can take many forms, from the trajectories of a user’s mouse movements to the linguistic structure of their text responses. Most importantly, once these assessments have been developed, they can be used to improve student models, which can inform feedback delivery and instructional recommendations [31].

1.1.1 Individual Difference Measures

One potential method for increasing the validity and personalization of AWE systems (and other computer-based learning environments) is to first take into consideration any information that is already known about the student users. Given that one of the strongest criticisms facing developers of writing training systems is that the systems are impersonal, the inclusion of student-level information, such as literacy skills and cognitive abilities, may increase the sensitivity of algorithms to model student users. Indeed, relevant to this study, individual differences have been shown to be important predictors of affective states during writing [27]. This process of contextualizing the writing assessment based on individual differences is an important step, given that a primary goal of systems is to provide more adaptive and personalized feedback to students.

Recently, researchers have begun to consider the inclusion of individual differences in algorithms for predicting essay score [32]. In particular, Crossley and colleagues investigated the efficacy of improving traditional AES methods (i.e., statistical modeling human scores based on linguistic essay indices) by incorporating student-level indices into the model. The results of their study indicated that the combination of text and student indices led to scoring accuracies that were comparable to the industry-standard AES systems. Given the results of this study, it may be reasonable to assume that individual differences among students may similarly contribute to the accuracy of algorithms designed to measure student affect, rather than their essay scores.

1.1.2 Natural Language Processing and Writing

Indices related to text indices from the essays provide additional sources of information. Natural Language Processing (NLP) techniques are commonly employed in AES systems in order to extract various linguistic and semantic indices of students’ essays. These indices have been used extensively in prior research on
writing, particularly with the aim of improving models for predicting expert ratings of essay quality [11; 16; 33-35].

More recently, researchers have begun to investigate whether these NLP techniques can similarly be used to model individual differences among students. Allen and McNamara (2015) [36], for example, used indices related to the lexical properties of students’ essays to successfully model their scores on an unrelated vocabulary knowledge assessment. Overall, these (and other) previous studies suggest that NLP techniques are an extremely powerful source of student data and can be used to inform stealth assessments to improve student models. Despite the wealth of previous research in this area, however, there is, to our knowledge, no current research testing the efficacy of these text indices to predict students’ affective states during writing.

1.1.3 Keystroke Analyses for Writing
A final source of system data that may be useful for modeling students’ affective states is the keystroke data related to the physical process of writing. Although researchers have made a significant effort to leverage the indices of texts to better understand writing quality and individual differences (as reviewed above), there has been significantly less research on students’ “online” writing processes. Specifically, most of the previous research on writing has focused on students’ finished writing products and not the moment-by-moment writing process. Studying the writing process can help to reveal qualities of a writer and written texts that are more difficult to measure with product measures alone. Keystroke logging tools have been developed to record the keys that writers press while typing. These tools provide a unique means to study the processes associated with writing [37-38], including investigations of struggling and expert writers [39] and a preliminary study on the detection of affective states during writing [37]. These tools are consistently improving; for example, InputLog, a prominent logging tool, can interface with NLP tools, affording analyses that include both keystroke information and linguistic information, such as parts of speech [40].

To illustrate the potentially important value of these keystroke analyses, consider the process of entering a state of “flow” during writing [41]. How might your patterns in keystroke timing vary when you enter into this flow state, as compared to when you are struggling to generate ideas or are bored? These differences may play a key role in the modeling students’ affective states beyond the written text itself. Additionally, these indices may be able to help researchers identify and better understand the various states of productivity during writing, which can ultimately inform personalized feedback and instructional adaptations.

In a recent study, Bixler and D’Mello (2013) [37] conducted an initial investigation of these questions. In particular, they collected individual difference measures and keystroke data from student writers to detect on-line affective states during writing (i.e., self-reported affective states in 15-second intervals). Results of their analyses indicated that the combination of these behavioral measures and student-level indices was able to detect boredom, engagement, and neutral states between 11% and 38% above baseline. Additionally, their results were able to generalize to new individuals.

1.2 Writing Pal
One aim of the current research is to improve the adaptability of the Writing Pal (W-Pal) system. W-Pal is an intelligent tutoring system (ITS) that was developed to deliver explicit writing strategy instruction and practice to high school and early college students [13]. In contrast to the majority of writing training systems (see [10] for a review), W-Pal strongly focuses on the teaching of strategies for high-quality writing, in addition to providing multiple forms of practice (i.e., strategy-specific practice and holistic essay writing practice).

![Figure 1: Main Interface of the W-Pal System](image1.png)

Strategy instruction in the W-Pal system covers the three primary phases of the writing process: prewriting, drafting, and revising. In the system, these strategies are taught in the context of individual instructional modules that include: Freewriting and Planning (prewriting); Introduction Building, Body Building, and Conclusion Building (drafting); and Paraphrasing, Cohesion Building, and Revising (revising; see Figure 1 for a screenshot of the main W-Pal interface). Each of these instructional modules contains multiple lesson videos, which are each narrated by an animated pedagogical agent (see Figure 2 for example screenshots of the videos) who describes and provides examples of specific strategies that are important for writing.

![Figure 2: Screenshots of the W-Pal Lesson Videos](image2.png)

Once students have viewed the lesson videos, they can unlock mini-games that provide them with opportunities to practice the writing strategies in isolation before applying them in the context of a complete essay. In W-Pal, students can practice the strategies with identification mini-games, where they are asked to select the best answer to a particular question, or generative mini-games, where they produce natural language (typed) responses related to the strategies they are practicing.

1.2.1 W-Pal Essay Scoring and Feedback
An important component of the W-Pal system is the automated writing evaluation (AWE) component (i.e., the essay practice
component). This aspect of W-Pal contains a word processor in which students can write essays in response to a set of SAT-style prompts. Additionally, teachers have the option of adding their own prompts to the system. Once a student has completed an essay, it is submitted to the W-Pal system for grading. The W-Pal algorithm [33] then calculates a variety of linguistic indices related to the submitted essay and provides both summative and formative feedback to the student (see Figure 3 for a screenshot of the feedback screen).

The summative feedback provided by W-Pal consists of a holistic essay score that ranges from 1 to 6 (described to students as “Poor” to “Great”). The formative feedback, on the other hand, provides information about the writing strategies that students can use to improve the quality of their essays. After they have read the feedback messages, students have the option to revise their essays based on the feedback that they received.

To accomplish our initial goal, we collected essays from undergraduate students, along with a number of individual difference measures. Students provided retrospective judgments of their affective states during the writing process by viewing a video that displayed the student’s face along with a screen-capture video of the computer interface used to write the essay. The linguistic and semantic properties of the essays were calculated using two NLP tools, Coh-Metrix [44], and SEANCE. Coh-Metrix calculates information related to linguistic indices of text, whereas SEANCE provides information related to semantic and affective information. Finally, we recorded the keystrokes logged during the writing process and calculated indices related to specific aspects of these keystrokes. We hypothesized that the individual differences, text properties, and keystroke indices would all provide unique predictive power in classifying students’ writing sessions as high or low engagement and high or low boredom. Additionally, we predicted that engagement and boredom would be best classified by different combinations of indices. For instance, general engagement over the course of a writing assignment might be a more “flowing” affective state, detectable by rapid bursts of activity, whereas boredom might manifest in more stable individual difference measures, such as a general aversion to writing.

2 METHODS
2.1 Participants
Participants were 44 undergraduate students from a university in the United States. Of these students, 68% were female, 45% were Caucasian, 52% were African American, and 3% reported “Other.” The students reported a mean age of 19.9 years. All students participated in the study for course credit.

2.2 Individual Difference Measures
Participants were asked to self-report their ACT scores as a measure of their scholastic aptitude. Additionally, their apprehension towards writing was assessed with the Writing Apprehension test (WAT) [45]. The WAT is a 26-item self-report survey that prompts students to respond to multiple questions on a 5-point Likert scale related to their feelings toward the writing process. The WAT scores are negatively related to apprehension levels; thus, lower scores are indicative of more writing apprehension. Students’ “exposure to print” was assessed using the Author Recognition Test [46]. Participants were shown a list of 42 popular authors, such as J.R.R. Tolkien or Dean Koontz) and were asked to check each author they recognized. Students’ scores were simply the number of authors that were correctly recognized.

2.3 Data Collection Procedure
The participants were allotted 10 minutes to complete an essay on each of the three essay topics. For each, the students were first asked to select one of the subtopics described above. The participants typed their essays on a computer where each keystroke was logged, along with a timestamp, and the number of milliseconds that had passed since the last keystroke. Video of participants’ faces and computer screens were also recorded. In all, participants completed three essays on the three topics (30 mins writing time total).

2.3.1 Retrospective Affect Judgment
The participants provided self-reports of their affective states immediately following the writing sessions. The judgments of the writing sessions began by playing a video of the participants’ face along with their screen capture video on a computer monitor, similar to a cued-recall procedure [47-48]. The screen capture video included the writing prompt and dynamically presented the text as
it had been written by the participants in order to provide them with the context of the writing session. Participants were instructed to make judgments on the affective states that were present at any moment during the writing session by manually pausing the videos. Additionally, they were instructed to make affect judgments at each 15-second interval – in these instances, the videos were automatically paused. Participants provided their judgments on a computer interface that allowed them to select one out of 15 affective states from an alphabetized drop down list. These states included: anger, anxious, boredom, confusion, contempt, curiosity, delight, disgust, fear, flow, frustration, happiness, neutral, sadness, and surprise. Altogether, these affective judgments were made based on the participants’ facial expressions, contextual cues from the screen capture, the definitions of the affective states (presented on a piece of paper), and their memories of the writing session.

The affect judgment task yielded 5,551 affect judgments across the 44 participants. The fourteen affective states cumulatively accounted for 78.9% of the judgments, and neutral was reported for the remaining 21.1% of the judgments. Importantly, the most frequent affective state reported was engagement (flow) with an occurrence rate of 35.4%, followed by boredom at 26.4%. Together these two states accounted for over half of the affective observations. In the current study, we chose to focus on engagement and boredom because they comprised the majority of the observations, and the remaining affective states were either reported at very low frequencies or were inconsistently reported across participants. Boredom and engagement were also found to predict essay quality in previous research [28].

2.4 Corpus

The current corpus consisted of 132 essays, which were collected from a previous experiment that examined the role of affect during the writing process [27]. The experiment had a repeated measures design that prompted students to write essays on three different topics: academic, socially charged, and personal/emotional experiences. The order of the essay topics was counterbalanced across students using a 3 × 3 Latin Square design.

Participants were allowed to choose the “subtopic” of their essays from a list of options in order to maximize their engagement in the writing. The “academic” essay topics were adapted from the ACT test (standardized test in the U.S.) and the subtopics included: time spent in high school, the use of class discussions, and social skills that are taught in schools. The “socially charged” essay subtopics related to: abortion, gays in the military, and the death penalty. Finally, the subtopics for the “personal/emotional experience” essays included writing about an intense experience involving one of the six basic emotions (i.e., anger, disgust, fear, happiness, sadness, and surprise).

2.5 Essay Scoring

Two researchers scored the essays using a modified version of the SAT rubric [49]. The SAT is a standardized test commonly used for college admission in the United States. Essay quality was measured on a 6-point scale with a score of 1 indicating little to no mastery and several major flaws, 3 indicative a development of mastery, but with one or more major flaws, and a 6 indicating clear and consistent mastery with minor errors. The essays were randomly divided between the two raters who independently scored the entire corpus of essays. The resulting scores were then standardized within each rater in order to remove potential rater biases. Interrater reliability, computed on a random subset of essays scored by both raters, was r = .91.

2.6 Text Analyses

Linguistic and semantic indices of students’ essays were obtained from component scores reported by the Coh-Metrix and SEANCE tools as discussed in greater detail below. In addition, the total number of words was computed for each essay, as this index is a strong predictor of essay quality [33].

2.6.1 Coh-Metrix

Coh-Metrix [44] is a computational text analysis tool that was developed, in part, to provide deeper measures of text difficulty. This tool analyzes texts at the word, sentence, and discourse levels; thus, it can potentially offer more information about the specific difficulties of a particular text. Previous work with Coh-Metrix suggests that multiple aspects of a text coordinate to affect subsequent comprehension. To account for these multiple textual aspects, Graesser and colleagues (2011) [50] developed the Coh-Metrix Easability Components. These components provide measures of the principal sources of text difficulty and are well aligned with an existing multilevel framework [51].

Narrativity. The narrativity of a text reflects the degree to which a story is being told, using characters, places, events, and other things familiar to readers. Highly narrative texts are typically easier to read.

Syntactic Simplicity. Syntactically simple texts contain shorter sentences and more familiar and simple syntax. These texts are typically easier to comprehend.

Word Concreteness. This component refers to texts that contain concrete and meaningful words that can easily evoke mental images. Increases in word concreteness correspond to easier and more understandable texts.

Referential Cohesion. Referential cohesion reflects the degree to which words and ideas overlap across a text. Texts that are high in referential cohesion represent explicit connections between ideas and are, consequently, easier to read.

Deep Cohesion. Deep cohesion refers to the presence of causal, intentional, and temporal connectives in a text. Texts with more deep cohesion afford readers to form strong representations of causal events and are typically easier to comprehend.

2.6.2 SEANCE

The SEntiment ANalysis and Cognition Engine (SEANCE) is a sentiment analysis tool that relies on a number of pre-existing sentiment, social positioning, and cognition dictionaries. Unlike other sentiment analysis tools commonly used in learning analytic studies (i.e., LIWC) [52], SEANCE is freely available and contains part of speech (POS) tags and valence indices. The tool is available at http://www.kristopherkyle.com/seance.html.

SEANCE indices are taken from available source databases such as SenticNet and EmoLex. For many of these dictionaries, SEANCE provides a negation feature (i.e., a contextual valence shifter) that ignores positive terms that are negated. The negation feature, which is based on Hutto and Gilbert [53], checks for negation words in the three words preceding a target word.

SEANCE also includes the Stanford part of speech (POS) tagger [41] included in Stanford CoreNLP. The POS tagger allows for POS tagged specific indices for nouns, verbs, and adjectives. POS tagging is an important component of sentiment analysis because unique aspects of sentiment may reside more strongly in adjectives or in verbs and adverbs.
The SEANCE tool can report on almost 3,000 indices, but because such a large number of indices can be unwieldy, SEANCE also reports on 20 components derived from the SEANCE indices: negative adjectives, social order, action, positive adjectives, joy, affect for friends and family, fear and disgust, politeness, polarity nouns, polarity verbs, virtue adverbs, positive nouns, respect, trust verbs, failure, well being, economy, certainty, positive verbs, and objects. We focus on the scores from these components.

2.7 Text Analyses

To assess whether students’ online writing behaviors (i.e., their keystroke patterns) were related to their self-reported affective states, we calculated a number of keystroke indices. These indices are described in Table 1.

### Table 1: Keystroke Indices

| Description           | Number of keystrokes per essay | Number of backspaces per essay | Largest time difference between keystrokes during essay writing | Smallest time difference between keystrokes during essay writing | The mean of all the differences in time between keystrokes per essay (not including initial pause) | The median of all the differences in time between keystrokes per essay (not including initial pause) | The length of the first pause of an essay writing session | The number of pauses above .5 seconds and below 1 second | The number of pauses above 1 second and below 1.5 seconds | The number of pauses above 1.5 seconds and below 2 seconds | The number of pauses above 2 seconds and below 3 seconds | The number of pauses above 3 seconds |
|-----------------------|--------------------------------|--------------------------------|---------------------------------------------------------------|---------------------------------------------------------------|---------------------------------------------------------------------------------|---------------------------------------------------------------------------------|-------------------------------------------------|-----------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| Verbosity             | Number of keystrokes per essay | Number of backspaces per essay | Largest time difference between keystrokes during essay writing | Smallest time difference between keystrokes during essay writing | The mean of all the differences in time between keystrokes per essay (not including initial pause) | The median of all the differences in time between keystrokes per essay (not including initial pause) | The length of the first pause of an essay writing session | The number of pauses above .5 seconds and below 1 second | The number of pauses above 1 second and below 1.5 seconds | The number of pauses above 1.5 seconds and below 2 seconds | The number of pauses above 2 seconds and below 3 seconds | The number of pauses above 3 seconds |

2.8 Statistical Analyses

Statistical analyses were conducted to investigate the ability of individual differences, text properties, and keystroke indices to classify students’ affective states during writing. As mentioned in the “Retrospective Affect Judgment” section above, our analyses focused solely on classifying boredom and engagement. Thus, to determine whether an essay writing session was considered high or low in boredom and high or low in engagement, we first conducted a median split analysis on students’ affect ratings. To do this, we calculated affect proportion scores per essay, such that the sum of all affect proportion scores per essay was one. We then classified essay writing sessions as high (mean = 0.306) or low (mean = 0.011) boredom, and high (mean = 0.623) or low (mean = 0.082) engagement based on a median split of the respective distributions. Note that we treated each individual essay writing session separately, rather than accounting for within-subject variability.

We next conducted a number of statistical analyses to determine which indices would best classify student affect. The indices were divided into student-level indices (i.e., ACT, WAT, and Author Recognition scores), essay indices (i.e., Coh-Metrix and SEANCE component scores; essay quality), and keystroke indices.

Visual inspections of the data were conducted to assess normal distributions. These inspections were followed by square root transformations to ensure that the data was normally distributed. Multicollinearity of the variables was assessed as pair-wise correlations $r > .90$. In the case that indices demonstrated multicollinearity, the index that correlated most strongly with the relevant affect proportion score was retained in the analysis.

We first conducted MANOVAs to identify which indices exhibited significant differences across the high and low boredom and engagement groups. The MANOVAs were followed by stepwise discriminant function analyses (DFAs). In the DFAs, we used only the indices that demonstrated significant differences between the high and low boredom and high and low engagement groups in the MANOVA. We first conducted the DFA analysis on the entire corpus, and then validated the model using leave-one-out-cross-validation (LOOCV). In LOOCV, one essay was removed from the corpus for each analysis and the remaining essays were used as the training set. We tested the accuracy of the DFA model by examining its ability to classify the omitted essay. The process was repeated until each essay was omitted once in the test set. This analysis therefore allowed us to test the model’s classifications on an independent essay (i.e., data that is not in the training set). If results on training and testing on all essays (i.e., no separate test set) and the LOOCV set are similar, confidence in model stability is increased.

3 RESULTS

3.1 Boredom

A MANOVA was conducted comparing the differences in individual differences, text properties, and keystroke indices between essay writing sessions that were reported high and low in boredom. No two predictors correlated above $r = .90$; therefore, no indices were removed from the analysis.

The results of the MANOVA analysis indicated that 12 indices were significantly different across high and low boredom writing sessions (see Table 2 for descriptive statistics of the 12 indices).

The stepwise DFA retained six variables related to individual differences, essay properties, and keystroke indices: WAT scores, 3 Second Pauses, Narrativity Component Score, Polarity Noun Component, Number of Words, and Median Latency. The results revealed that the DFA using these six indices correctly allocated 102 of the 132 essays on the entire set, $\chi^2 (df=6, n=132)=57.27 p<.001$, for an accuracy of 77.3% (the chance level for this analysis is 50%) For the LOOCV analysis, the DFA allocated 101 of the 132 essays for an accuracy of 76.5% (see the confusion matrix reported in Table 3 for results). It appears that students who reported more boredom during writing were also less likely to have apprehension towards writing. Additionally, the boredom ratings were related to a lower frequency of long pauses while writing, shorter pauses in general, and shorter essays that contained fewer narrative elements, but a higher number of nouns related to polarity.
### Table 2: Descriptive statistics [Means and (SD)] for variables included in DFA

<table>
<thead>
<tr>
<th>Variable</th>
<th>Low Boredom</th>
<th>High Boredom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narrativity Component</td>
<td>85.80 (15.57)</td>
<td>78.68 (23.31)</td>
</tr>
<tr>
<td>WAT scores</td>
<td>68.98 (14.29)</td>
<td>58.38 (14.95)</td>
</tr>
<tr>
<td>Largest Latency</td>
<td>25995.92 (21834.62)</td>
<td>39233.18 (36521.24)</td>
</tr>
<tr>
<td>Median Latency</td>
<td>199.56 (59.85)</td>
<td>173.10 (39.20)</td>
</tr>
<tr>
<td>0.5 Second Pauses</td>
<td>114.91 (46.65)</td>
<td>87.94 (30.65)</td>
</tr>
<tr>
<td>1 Second Pauses</td>
<td>29.29 (10.97)</td>
<td>22.96 (9.17)</td>
</tr>
<tr>
<td>1.5 Second Pauses</td>
<td>12.69 (4.82)</td>
<td>10.49 (5.30)</td>
</tr>
<tr>
<td>3 Second Pauses</td>
<td>18.59 (6.42)</td>
<td>16.10 (5.33)</td>
</tr>
<tr>
<td>Number of Words</td>
<td>212.30 (85.87)</td>
<td>186.13 (62.39)</td>
</tr>
<tr>
<td>Action Component</td>
<td>65.20 (24.54)</td>
<td>56.30 (17.93)</td>
</tr>
<tr>
<td>Polarity Nouns</td>
<td>38.21 (33.89)</td>
<td>52.20 (41.05)</td>
</tr>
<tr>
<td>Trust Verbs</td>
<td>19.44 (13.89)</td>
<td>25.59 (13.94)</td>
</tr>
</tbody>
</table>

### Table 3: Confusion matrix for DFA classifying low and high boredom

<table>
<thead>
<tr>
<th></th>
<th>Low Boredom</th>
<th>High Boredom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole Set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Boredom</td>
<td>49</td>
<td>15</td>
</tr>
<tr>
<td>High Boredom</td>
<td>15</td>
<td>53</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Low Boredom</th>
<th>High Boredom</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOOCV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Boredom</td>
<td>48</td>
<td>15</td>
</tr>
<tr>
<td>High Boredom</td>
<td>15</td>
<td>53</td>
</tr>
</tbody>
</table>

### 3.2 Engagement

Our second analysis examined the degree to which the indices could classify essay sessions as having high or low degrees of engagement/flow. A MANOVA was first conducted to determine which indices were significantly different across the high and low engagement essay sessions. This analysis yielded nine significant indices (see Table 4 for descriptive statistics of the 9 indices).

A stepwise DFA was calculated to investigate whether these nine indices accurately classified the writing sessions according to self-reported engagement. The resulting DFA model retained three variables: Author Recognition Test scores (+), Median Latency (-), and WAT scores (+). This model correctly allocated 101 of the 132 students in the total set, $\chi^2 (df=3, n=132) = 42.79, p < .001$, for an accuracy of 76.5% (the chance level for this analysis is 50%). For the LOOCV analysis, the DFA allocated 96 of the 132 students for an accuracy of 72.7% (see the confusion matrix reported in Table 5). Thus, students who experienced a higher proportion of engagement during writing had a greater exposure to print, as well as less apprehension towards writing. These more engaged students had shorter pauses than writers who reported lower levels of engagement.

### Table 4: Descriptive statistics [Means and (SD)] for variables included in DFA

<table>
<thead>
<tr>
<th>Variable</th>
<th>Low Engagement</th>
<th>High Engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACT Scores</td>
<td>20.12 (3.62)</td>
<td>22.25 (4.52)</td>
</tr>
<tr>
<td>WAT scores</td>
<td>58.46 (15.02)</td>
<td>68.43 (14.47)</td>
</tr>
<tr>
<td>Author Recognition Test scores</td>
<td>3.92 (1.76)</td>
<td>5.73 (2.52)</td>
</tr>
<tr>
<td>Overall Essay Z-Score</td>
<td>-0.28 (0.85)</td>
<td>0.34 (1.00)</td>
</tr>
<tr>
<td>Verbosity</td>
<td>1306.62 (465.90)</td>
<td>1621.48 (636.94)</td>
</tr>
<tr>
<td>Backspaces</td>
<td>164.82 (104.07)</td>
<td>218.09 (153.72)</td>
</tr>
<tr>
<td>Mean Latency</td>
<td>440.27 (153.25)</td>
<td>358.04 (114.33)</td>
</tr>
<tr>
<td>Median Latency</td>
<td>205.84 (53.17)</td>
<td>166.62 (42.64)</td>
</tr>
<tr>
<td>Number of Words</td>
<td>179.32 (63.55)</td>
<td>217.73 (81.72)</td>
</tr>
</tbody>
</table>

### Table 5: Confusion matrix for DFA classifying low and high engagement

<table>
<thead>
<tr>
<th></th>
<th>Low Engagement</th>
<th>High Engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole Set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Boredom</td>
<td>54</td>
<td>11</td>
</tr>
<tr>
<td>High Boredom</td>
<td>20</td>
<td>47</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Low Boredom</th>
<th>High Boredom</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOOCV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Boredom</td>
<td>51</td>
<td>14</td>
</tr>
<tr>
<td>High Boredom</td>
<td>22</td>
<td>45</td>
</tr>
</tbody>
</table>

### 4 DISCUSSION

Writing training systems have been developed to provide students with instruction and deliberate practice on their writing [10]. While generally successful in providing accurate summative feedback [11-12], a common criticism of these systems is their lack of personalization and adaptive instruction [22-24]. The objective of most writing training systems is to provide accurate scores that match an expert’s ratings of the essay’s quality. These systems tend to overlook additional variables that may ultimately contribute to students’ success, such as their affective states during writing practice.

Teachers can observe and interpret students’ affect before and after they compose a writing assignment. They can then use these judgements to guide what feedback they give, and how they convey...
that feedback. We believe that it is both possible and desirable for automated systems to do much the same. But accomplishing this goal will require a more comprehensive picture of the writer and the writing process. This study takes an initial step toward this goal by building a predictive model of students’ affect using information that can potentially be easily collected by computer systems.

We used individual difference measures, text indices (calculated via NLP tools), and keystroke analyses to predict affect. The MANOVAs revealed that there were 12 indices that significantly differentiated between low and high boredom writing sessions, and 9 indices that significantly differentiated between the low and high engagement groups. This is an important finding because it indicates that students’ affective ratings can be detected by analyzing information about the students, as well aspects of the final product (i.e., text indices) and the writing process (i.e., keystrokes). Further, the DFA analyses revealed that boredom ratings were predicted by all three categories of indices – namely, students who frequently reported feeling bored during the writing session reported higher levels of writing apprehension, wrote shorter and less narrative essays, and had a lower frequency of long pauses. Engagement, on the other hand, was largely characterized by student and process-level indices, such as lower writing apprehension and shorter pause lengths.

Importantly, these DFAs revealed both similarities and differences between the boredom and engagement ratings. First, both the high boredom and high engagement groups were classified by shorter pause lengths. This is an interesting finding and potentially suggests that high levels of boredom and engagement may have been co-present during specific writing sessions. In particular, nearly half (43%) of the writing sessions were categorized as having high boredom and high engagement (23%) or low boredom and low engagement (20%). Thus, there may have been specific students who experienced higher degrees of affect in general during their writing sessions, as opposed to reporting neutral affective states.

This “pause” finding points to multiple promising areas of future research. First, follow-up studies that examine individual differences may reveal student profiles associated with varying levels of engagement and boredom during their writing sessions. A second follow-up study relates to the detection of affect during the writing session. In the current study, we categorized whether an essay writing session had a high or low proportion of boredom and engagement ratings. However, future studies should focus on the development of affect detectors that can signal the system when it predicts a student is experiencing certain emotions that warrant feedback (e.g., boredom).

In addition to this similarity in pause times, the DFAs indicated some differences between the engagement and boredom ratings. While high levels of boredom were associated with lower apprehension and shorter, less narrative essays, high engagement was predicted by lower writing apprehension and author recognition scores. This suggests that students’ feelings of boredom may be more strongly related to the text that they produce, as it is related to both text indices and keystroke indices; engagement, on the other hand, may be more strongly influenced by more stable traits of the students. This has important implications for future system adaptability. If this finding were to be replicated in follow-up studies, it suggests that boredom and engagement should potentially be addressed in different ways. Boredom, for instance, might require more “online” feedback, whereas low levels of engagement might be addressed through the assignment of more motivating prompts prior to the writing session.

As a final note, in the current study, we focused on students’ individual writing sessions, and did not account for within-subject variability associated with students’ multiple writing sessions.\(^1\) This methodological choice was made because the majority of current AES systems focus on assessing writing quality at the individual session level and do not account for students’ previous performance. Although it may be the case that students’ prior performance and affective states can increase the strength of the feedback and instructional adaptation in these systems, this remains an empirical question. Future studies should be conducted to compare the effectiveness of AES systems that do and do not account for previous student performance in their models.

Overall, our results suggest that individual differences, text indices, and keystroke logs can be utilized to develop models of students’ affective states during writing sessions. Taken together, indices related to students’ academic abilities, text properties, and keystroke logs were able to reliably predict the general affective states that students experienced during writing. These results are important because they suggest that students’ affect can manifest in the ways that they produce essays, both in the indices of the texts themselves, as well as in their typing patterns. In the current study, we focused solely on engagement and boredom. However, future studies will be conducted to examine additional affective states, as well as other individual differences that may help to improve the adaptability of writing training systems.

In conclusion, the current study utilized multiple components related to the writing process to investigate the efficacy of writing training systems to inform stealth assessments of students’ affective states. Our eventual goal is to use these stealth assessments to enhance our student models in the W-Pal system, which will allow us to provide students with more personalized feedback and instruction. More broadly, the current study suggests that individual differences, text indices, and online writing measures (such as keystroke analyses) can be used as a step towards more adaptive educational technologies for writing. Although this is only a first step, and a number of studies remain to be conducted, this study provides a strong initial foundation because it demonstrates the feasibility of such measures for modeling affect.
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