Teacher Observation
Evaluation report and executive summary
November 2017

Independent evaluators:

Jack Worth, Juliet Sizmur, Matthew Walker, Sally Bradshaw, Ben Styles
The Education Endowment Foundation (EEF) is an independent grant-making charity dedicated to breaking the link between family income and educational achievement, ensuring that children from all backgrounds can fulfil their potential and make the most of their talents.

The EEF aims to raise the attainment of children facing disadvantage by:

- identifying promising educational innovations that address the needs of disadvantaged children in primary and secondary schools in England;
- evaluating these innovations to extend and secure the evidence on what works and can be made to work at scale; and
- encouraging schools, government, charities, and others to apply evidence and adopt innovations found to be effective.

The EEF was established in 2011 by the Sutton Trust as lead charity in partnership with Impetus Trust (now part of Impetus - Private Equity Foundation) and received a founding £125m grant from the Department for Education.

Together, the EEF and Sutton Trust are the government-designated What Works Centre for improving education outcomes for school-aged children.

For more information about the EEF or this report please contact:

**Danielle Mason**
Head of Research and Publications
Education Endowment Foundation
9th Floor, Millbank Tower
21–24 Millbank
SW1P 4QP

**p:** 020 7802 1679
**e:** danielle.mason@eefoundation.org.uk
**w:** www.educationendowmentfoundation.org.uk
About the evaluator

The project was independently evaluated by a team from the National Foundation for Educational Research (NFER). The evaluation was directed by Dr Ben Styles and the team was led by Dr Anneka Dawson and Jack Worth. They were supported by Juliet Sizmur, Matthew Walker, Sally Bradshaw, and Sofia Farid.

Contact details:

National Foundation for Educational Research (NFER)
The Mere
Upton Park
Slough
Berkshire
SL1 2DQ

p: 01753 574123
e: j.worth@nfer.ac.uk
## Contents

Executive summary .............................................................................................................. 3  
Introduction ......................................................................................................................... 5  
Methods .............................................................................................................................. 11  
Impact evaluation ............................................................................................................... 20  
Process evaluation ............................................................................................................ 36  
Conclusion .......................................................................................................................... 55  
References ......................................................................................................................... 58  
Appendix A: EEF cost rating .............................................................................................. 60  
Appendix B: Security classification of trial findings ......................................................... 61  
Appendix C: Observation domains and components ....................................................... 62  
Appendix D: Feasibility study findings ............................................................................ 65  
Appendix E: Memorandum of Understanding .................................................................. 70  
Appendix F: Randomisation SPSS syntax ....................................................................... 77  
Appendix G: Statistical Analysis Plan ............................................................................... 83
Executive summary

The project

The Teacher Observation intervention aimed to improve teacher effectiveness through structured peer observation. Teachers observe and are observed by their peers a number of times over the course of two years. It was delivered by the Centre for Market and Public Organisation (CMPO) at the University of Bristol. CMPO researchers trained lead teachers from both maths and English departments in participating secondary schools to use RANDA TOWER software (RANDA, 2012), and lead teachers then trained colleagues in their schools. Teachers used the software on a tablet computer to keep a record of classroom observations and to review and collate the data afterwards. Intervention schools were requested to involve all maths and English teachers in a series of 20 minute, structured peer observations over a two-year period.

This study was an efficacy trial of the Teacher Observation intervention in 82 secondary schools with high proportions of pupils eligible for free school meals (FSM). It was a school-randomised controlled trial designed to determine the impact of the whole-school intervention on the attainment of pupils in English and maths. The primary outcome was the combined English and maths GCSE scores of Year 10 pupils in participating schools in 2014/15, who had two years of exposure to the intervention.

The trial was also designed to explore the effect of varying the number of observations undertaken by teachers ('dosage') and explore how the effect varied depending on whether the teacher was observing his or her peers or being observed or both. Teachers in the low dosage group were asked to complete a minimum of three observations (though the suggested number was six), while teachers in the high dosage group were asked to complete a minimum of four (with a suggested number of 12). A process evaluation used case study visits, an online survey and a pro forma to provide data on implementation and to capture the perceptions and experiences of participating teachers. The intervention was implemented in schools during the 2014/2015 and 2015/2016 academic years.

Key conclusions

1. The project found no evidence that Teacher Observation improves combined GCSE English and maths scores.

2. The project found no evidence of impact of the intervention on the GCSE English and maths attainment of pupils who have ever been eligible for FSM.

3. In general, teachers delivered the minimum number of observations allowed rather than the higher number suggested by the developers: teachers had difficulty fitting in the required number of observations because of timetabling and arranging cover, and some experienced problems using the software. Even when observations did take place, there was no evidence that schools which did more observations had better pupil results.

4. Teacher engagement with the programme varied greatly across schools, and practice ranged from individuals simply recording some observations using the RANDA software to whole-school, collaborative planning, discussion and reflection as part of an integrated CPD programme.

5. Almost three-quarters of the control group schools were already doing some peer observation prior to the intervention. The lack of impact seen in this study may be because the structured Teacher Observation intervention was no more effective than existing practice rather than because general peer observation has no impact.

EEF security rating

The findings from this study have very high security. The trial was a two-armed school-randomised controlled trial, which had a large number of schools and tested whether the intervention can work under
developer-led conditions. The final analysis had sufficient statistical power to detect an effect size of 0.11. Despite several schools dropping out of participation at various points during the evaluation, the final analysis included primary outcome data for pupils from all 82 randomised schools. Less than 10% of participating pupils had missing data, most of which was because of missing prior attainment (Key Stage 2) data. This attrition can be regarded as completely unbiased because it occurred before the schools were randomised. The intervention schools had similar pre-test pupil outcomes and numbers of FSM eligible pupils to the comparison schools.

Additional findings

The evidence from this evaluation suggests that the Teacher Observation intervention had no impact on pupils’ GCSE English and maths attainment, compared to that of pupils in control schools. The analysis also suggests the intervention had no impact on FSM-eligible pupils’ GCSE English and maths attainment. There was no evidence of an impact on pupils’ GCSE English and maths attainment in departments selected to receive a higher dosage of observations compared to low-dosage departments. There was also no evidence of a differential impact on pupils’ GCSE English and maths attainment depending on whether their teacher was the observer or was the one being observed teaching.

Implementation data suggests the number of observations was below the developer’s initial expectations. The process evaluation found that teachers had difficulty fitting in the suggested number of observations because of timetabling and arranging cover, and some experienced problems using the software. However, our on-treatment analysis, which explored the association between the number of observations a teacher completed and the GCSE English and maths attainment of the pupils they taught, found no significant relationship.

Previous research suggests that pairing teacher observation with ongoing, school-based professional development is important for successful implementation. The process evaluation found that while some schools adopted the RANDA TOWER observation schedule as part of their ongoing CPD programmes and scheduled a number of additional planning, feedback and reflection sessions, in other schools, teachers conducted the observations but made no formal use of the materials beyond that.

Cost

Teacher Observation cost each school around £4000 per year, or £3 per pupil per year when averaged over 3 years. It also required several days of staff time for training and lesson observations. Participating schools also required iPads for the teachers to use the programme software.

Table 1: Summary of impact on combined English and maths GCSE scores

<table>
<thead>
<tr>
<th>Group</th>
<th>Pupil numbers</th>
<th>Effect size (95% confidence interval)</th>
<th>p-value</th>
<th>Estimated months’ progress</th>
<th>EEF security rating</th>
<th>EEF cost rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment vs control</td>
<td>7,366</td>
<td>-0.01 (-0.08, 0.06)</td>
<td>0.80</td>
<td>0</td>
<td></td>
<td>£££££</td>
</tr>
<tr>
<td>Treatment FSM vs. control</td>
<td>2,992</td>
<td>0.01 (-0.08, 0.10)</td>
<td>0.77</td>
<td>0</td>
<td></td>
<td>£££££</td>
</tr>
</tbody>
</table>
Introduction

Intervention

The Teacher Observation intervention aimed to improve teacher effectiveness through teachers observing their peers teaching and by being observed teaching by their peers a large number of times over the course of two years. The programme ultimately intended to improve learners’ educational outcomes as a result of improvements in teacher effectiveness. Teachers in maths and English departments in intervention secondary schools used a tablet computer with RANDA TOWER software (RANDA, 2012) to record their observations. RANDA TOWER software allows teachers or leaders to use a tablet computer to record a number of classroom observations and, if required, review, collate or reflect on the data afterwards. The Teacher Observation intervention was delivered by the Centre for Market and Public Organisation (CMPO).

CMPO researchers trained lead teachers from both maths and English Departments in participating schools to use the RANDA TOWER observation software. The main aims and objectives of the training were:

- to introduce teachers to the project, project team, and the trial design;
- to explain the rubric/framework, and compare it with other competence models;
- to explore how the rubrics would be applied, to discuss descriptors and clarify outcomes; and
- to establish log-ons to the RANDA TOWER website, install the TOWER app on tablets, and explore the observation software.

Trained lead teachers then cascaded the training to colleagues within their own schools. Intervention schools were requested to involve all teachers in their maths and English departments in a series of 20-minute, structured peer observations over a two-year period. Teachers of Years 10 and 11 students in each department conducted either a higher or lower number of structured observations per annum using the RANDA TOWER software.¹

Teacher peer observations were focused on two domains. Within each domain, five component areas were identified for observation as summarised in Table 2. The detailed observation rubric provided for teachers’ use is shown in Appendix C.

Table 2: Observation domains and components

<table>
<thead>
<tr>
<th>Domain</th>
<th>Observed components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classroom environment</td>
<td>Components which facilitate learning:</td>
</tr>
<tr>
<td></td>
<td>• creating an environment of respect and rapport</td>
</tr>
<tr>
<td></td>
<td>• establishing a culture for learning</td>
</tr>
<tr>
<td></td>
<td>• managing classroom procedures</td>
</tr>
<tr>
<td></td>
<td>• managing student behaviour</td>
</tr>
<tr>
<td></td>
<td>• organising physical space</td>
</tr>
</tbody>
</table>

¹ The minimum number of observations was set at three per observer in the low dosage departments and four in high dosage departments over a two-year period. CMPO expected that the difference between the dosage categories would be larger than this; initially it recommended six observations per observer per annum for low dosage departments and twelve for high dosage departments.
Components which secure learning:
- communicating with students
- using questioning and discussion techniques
- engaging students in learning
- use of assessment
- demonstrating flexibility and responsiveness

During their 20-minute observations, teacher observers rated each component according to four levels of competence:

- ineffective (1–3);
- basic (4–6);
- effective (7–9); or
- highly effective (10–12).

Teachers in each department were divided into three groups by random allocation: one third only conducted observations (‘observers’), one third were only observed (‘observees’), and one third both observed and were observed (‘both’). Beyond the number of observations expected of each group, no further requirements were specified by CMPO, for example, schools were free to plan observations and/or review and use the observation data (or not) as they wished.

Participants were encouraged to use the information and support pages on the RANDA TOWER website (which only licensees can access) and to contact CMPO with queries at any time throughout the project. CMPO monitored the number of observations conducted by the intervention schools and provided support as necessary to encourage completion of the targeted number.

There was no requirement for post-observation discussion to take place as part of the intervention, although lead teachers were prompted to consider using the outcomes of observation to focus a post-observation discussion during the training.

Background evidence

Research evidence suggests the most important action that schools can take to improve outcomes for students is supporting their teachers to be more effective (Mourshed et al., 2010). The research literature suggests that the most reliable way to achieve this is to develop a professional culture where teachers are continually adapting and refining their skills and methods (Cordingley et al., 2015). Yet, while improving the quality of teaching is critical to student success, it is only recently that educational administrators have begun to take seriously the importance of systematically evaluating teacher performance.

One approach to teacher evaluation is to use highly-structured classroom observations as a means of providing teachers with the feedback they need to improve. In England, classroom observation has a long-standing role in the pre-service preparation and continuing professional development (CPD) of teachers. Here, it has largely been used formatively to provide feedback on performance or to model alternative teaching approaches (O’Leary and Brooks, 2013). In the last two decades, however, it has been increasingly appropriated as a policy tool that seeks to combine its original formative purpose with a new focus on accountability (O’Leary and Brooks, 2013; Richards, 2014).
Research from Australia suggests that no one understands the importance of introducing more effective teacher evaluation systems better than teachers themselves. Analysis of OECD TALIS\(^2\) data found that 63% of teachers report that appraisal of their work is largely done to fulfil administrative requirements, while 61% report that appraisal of their work has little impact on the way they teach (Jensen and Reichl, 2011). For many teachers, therefore, teacher evaluation is largely seen as a bureaucratic exercise that is not linked to teacher development or improved classroom teaching.

In response to these challenges, new teacher evaluation systems have emerged, particularly in the U.S. Fuelled by incentives from the federal government, U.S. state and local policymakers have sought to replace the often cursory evaluation models of the past with more comprehensive ones (White, 2014). The Teacher Advancement Program (TAP) is one such model. Originally developed in the late 1990s, it was introduced to Chicago in 2007 as a school-wide reform model (Glazerman and Seifullah, 2012). Under the Chicago TAP model, the school leadership team undertake regular classroom observations. The idea behind TAP was that by giving teachers performance incentives, along with tools to track their performance and improve instruction, schools would attract and retain talented teachers and help all teachers raise student achievement. However, the findings from a four-year evaluation (2007–2011) found that TAP was only partially successful in achieving its goals. While Glazerman and Seifullah (2012) found evidence that Chicago TAP had increased schools’ retention of teachers, it did not have a noticeable positive impact on student achievement. White (2014) argues that Chicago’s teacher evaluation system highlights some of the challenges of observing teaching, and that such systems cannot rely solely on school principals to conduct the classroom observations as the time demands present a substantial burden.

In an evolution of this approach, ‘multi-rater’ systems, whereby more than one observer rates a teacher, have been proposed as a possible solution (White, 2014). In the largest study of instructional practice ever undertaken, the Bill and Melinda Gates Foundation’s Measures of Effective Teaching (MET) project set out to investigate how a set of measures could identify effective teaching fairly and reliably. With the help of 3,000 teacher volunteers, their analyses revealed that adding a second observer increases reliability significantly more than having the same observer score an additional lesson. They also found that additional, shorter observations can increase reliability, that school administrators rate their own teachers somewhat higher than do outside observers, and that adding observations from outside a teacher’s school to those carried out by a teacher’s own administrator can provide an ongoing check for in-school bias (Bill and Melinda Gates Foundation, 2013). Similar findings have been found in other studies. In a study of a ‘dual-rater’ classroom observation scheme in 20 elementary and middle schools in the Western U.S., Manzeske et al. (2014) found that principals rated their staff more positively than outside observers. They also found that principals exhibited a greater range of variability in their scoring, demonstrating less consistency than outside observers. MET researchers also found that while there is no hard-and-fast requirement governing the number of observations or the number of observers, ratings became more reliable with each individual observation, so anything more than a single classroom visit per year offers an incremental improvement (TNTP, 2012).

Among the observational protocols currently available, one of the most commonly used in the U.S. is the Danielson Framework for Teaching (FFT). The FFT rates teachers at four levels of performance—unsatisfactory, basic, proficient, or distinguished—and includes four domains of teacher effectiveness. These capture planning and preparation, classroom environment, instruction, and professional responsibilities (Garrett and Steinberg, 2015). The FFT was used as part of both the Chicago TAP and MET projects.

In addition to the examples already discussed, the research literature provides examples of where observation-based teacher evaluations, combined with effective professional development, have impacted positively on student outcomes. A study by Shaha et al. (2015) based on 292 schools within

---

27 U.S. states found that teacher observations, coupled with online, on-demand professional development, resulted in significantly improved student achievement in reading and maths on standardised assessments. For example, schools with Lower Observation Rates (with a mean number of teacher observations of 2.76) collectively experienced 2.22 net gain in the percentage of students rated as ‘Proficient’ or ‘Advanced’ representing a statistically significant 3.9% improvement. In contrast, schools with Higher Observation Rates (with a mean number of teacher observations of 8.49) collectively experienced 13.16 net gain in the percentage of students classified as ‘Proficient’ or ‘Advanced’ representing a statistically significant 24.9% improvement from baseline. The comparison reflects 6.37 times the growth in the Higher Observation Rate schools compared with the Lower Observation counterparts. Similarly, a study of mid-career elementary and middle school teachers in Cincinnati Public Schools found that teachers were more effective at raising student achievement during the school year when they were being evaluated than they were previously (Taylor and Tyler, 2012). Participating teachers were evaluated over a year, based largely on classroom observation. The effect on student attainment was relatively small, at 0.11 standard deviations for maths attainment, but had not been tested using a randomised controlled trial (RCT). It was anticipated that the impact of the structured observation would continue to develop over time, particularly if schools adopted a cultural shift towards regular peer observation. Collectively, these findings suggest that effective teacher evaluation systems based on well-structured teacher observation can enhance teacher effectiveness and raise student attainment.

Against this background, the rationale for setting up the Teacher Observation intervention was to explore whether teacher observation does improve teacher effectiveness. The intervention is based on observation, not evaluation, and does not attach incentives or penalties to performance. The structure for the observation came from the well-tested rubric from the U.S. and was adapted by CMPO for the English context to incorporate features of the current Teachers’ Standards (DfE, 2011) and OFSTED descriptors (Ofsted, 2016). The final rubric is provided in Appendix C.

A small feasibility study was conducted by CMPO and NFER in 2014–2015. The aims of the feasibility study were to:

- test how the RANDA software and rubric worked and identify/solve any technical issues for delivery;
- gain an understanding of the technical requirements for the software, such as broadband;
- carry out a small-scale process evaluation involving case study visits to the schools to interview senior leaders and those taking part in the feasibility study; and to
- trial/pilot the Year 10 tests with a view to exploring and refining the reliability and validity of the assessment instruments to be used in the main trial.

After positive feedback on the functionality of the software and some U.K.-specific amendments to the rubrics, intervention was deemed ready for an efficacy trial. The feasibility study also provided trial item data for the development of the bespoke Year 10 tests. NFER’s findings from the feasibility study are shown in Appendix D.

**Evaluation objectives**

The primary research question for the evaluation was:

- What is the impact of two years of the Teacher Observation programme on learners’ GCSE maths and English achievement?

---

3 The rationale and processes for the current Teacher Observation study were based on the work of Taylor and Tyler, 2012.
4 That is, a teacher’s ability to raise student achievement.
The secondary research questions were:

- What is the impact of Teacher Observation on learners’ Year 10 mathematics and English achievement?
- What is the impact of one year of Teacher Observation on learners’ GCSE maths and English achievement?
- What effect does varying the minimum expected number of observations have on learners’ pupil attainment?
- Does the impact of the intervention on pupil attainment vary depending on whether a teacher is an observer, observee, or both?

The objectives of the process evaluation were to:

- assess fidelity of the intervention in treatment schools and explore teachers’ perceptions about the sustainability of the observation programme using an online survey of teachers in intervention schools;
- understand implementation, participants’ views on its sustainability and suitability for national roll out, and barriers and necessary conditions for success in more detail by visiting six schools to interview teachers and senior management;
- assess the level of implementation by reviewing records on observations and usage; and
- understand whether any compensatory behaviour occurred in control schools, or whether they have alternative peer-observation programmes in place, with a survey of teachers in control schools.

The EEF published the evaluation protocol setting out the above objectives when the project began in July 2014. An amended protocol was published in October 2014 reflecting changes to the evaluation as a result of the pilot phase. The subsequent deviations from the protocol are highlighted in the report alongside an explanation of why the deviation occurred.

Ethical review

The evaluation and consent procedure was approved by CMPO’s ethics board at the University of Bristol as well as by NFER’s Code of Practice committee. CMPO obtained headteacher consent from all the schools taking part in the evaluation via a memorandum of understanding (MOU). The document explained the trial and the responsibilities of the school, CMPO, and NFER, and included a statement on how schools’ data would be used throughout the evaluation (an example MOU is shown in Appendix E). When schools withdrew from the intervention or evaluation, we sought the school’s explicit permission to match the pupil data we had previously collected to the National Pupil Database (NPD). Of the 45 schools who withdrew from participation in various aspects of the project (implementing the intervention, providing pupil-teacher linked data, or participating in testing of Year 10 pupils), 31 allowed permission to match the pupil data to the NPD, 13 refused permission, and one did not respond. We did not match pupil records for these 14 schools to the NPD, but did obtain anonymized pupil data from the NPD for these schools for our analysis.

In addition, we obtained consent from schools participating in the summer 2015 Year 10 tests to match their unique pupil reference numbers (UPNs) with the NPD, and to extract names and dates of birth which we used to pre-populate the Year 10 tests. Ten of the 70 schools we sent tests to did not consent to us matching their UPN data with the NPD, so we pre-populated their tests with the students’ UPNs.

---

5 https://educationendowmentfoundation.org.uk/our-work/projects/teacher-observation/
One of the 46 schools we sent tests to for the summer 2016 Year 10 tests was pre-populated with the students’ UPNs for the same reason.

**Project team**

The project was led by Professor Simon Burgess at the Centre for Market and Public Organisation (CMPO), University of Bristol. Simon was responsible for the design of the evaluation, recruitment and retention of schools, and training and delivery of the intervention.

The impact evaluation was directed by Dr Ben Styles at NFER. Dr Anneka Dawson managed the trial for the first eighteen months. This role was then handed to Jack Worth who was the trial manager for the remainder of the trial. He was assisted by Sally Bradshaw on the statistical analysis and Sofia Farid on school liaison and operations management. The process evaluation and Year 10 testing were led by Juliet Sizmur with assistance from Matt Walker.

**Trial registration**

The trial was registered on the ISRCTN registry on 23 June 2014.\(^6\)

---

\(^6\) [http://www.isrctn.com/ISRCTN89620259](http://www.isrctn.com/ISRCTN89620259)
Methods

Trial design

The trial was designed as a set of three randomised experiments within the same schools, with the randomisation occurring at different levels.

Experiment 1 — school-level experiment

Experiment 1 was a school-randomised controlled trial of the observation intervention. The school-level experiment was the main experiment, testing whether the intervention had an impact on pupil outcomes. Schools were randomly assigned to either Teacher Observation (subsequently referred to as the ‘intervention group’) or a ‘business as usual’ control (‘control group’). Financial incentives, in the form of two £500 payments on completion of the Year 10 tests at the end of each academic year, were provided to control schools to encourage them to continue participating in the evaluation.

Experiment 2 — department-level experiment

Experiment 2 was a department-level dosage randomisation within intervention schools. English and maths departments in each intervention school were randomly assigned to either a high or low dosage of observations so that each school had one low observation category and one high. The number of observations suggested for the dosage categories was six per year in the low observation category and 12 per year in the high observation category. However, the pilot revealed that it was not possible to specify the number of observations carried out by those in the ‘observer’ or ‘both’ categories due to the common practice of schools timetabling all English/maths lessons at the same time. Instead, it was agreed that the minimum number of observations would be set at three in the low dosage departments and four in high dosage departments. However, CMPO expected that the difference between the dosage categories would be larger than this.

Experiment 3 — teacher-level experiment

Experiment 3 was a teacher-level randomisation, also only within intervention schools. All English and maths teachers in each intervention school were randomly assigned to one of three groups: observers (who only observed), observees (who were only observed by others) and a group that did both (they observed and were observed). NFER randomised a set of teacher IDs assigned to schools by CMPO so that only schools could identify each teacher.

The trial was designed by CMPO with some minimal input from NFER concerning sample size. The amended protocol lists changes to the original design, the main one being the definition of high and low dosage (see ‘Experiment 2’ above).

Participant selection

In summer 2014, CMPO contracted recruitment consultants to approach a sample of English state-funded secondary schools that were in the highest 50% of schools ranked by percentage of pupils eligible for FSM. Single sex schools and schools with boarders were excluded due to unobservable differences in these schools. At the EEF’s request, secondary schools in Lancashire, Merseyside, and Somerset were excluded from the sample due to ongoing recruitment for other EEF-funded projects; schools in all other local authorities in England were eligible for inclusion in the sample. In total, 1,097 schools were approached. CMPO sought headteacher consent from schools prior to randomisation via a memorandum of understanding (MOU). An example MOU is shown in Appendix E.
The initial plan was for CMPO to recruit 120 schools. However, by the beginning of the intervention delivery period in September 2014, 93 schools had been recruited and had returned signed MOUs. Of these, one Welsh school was excluded as it did not meet the EEF’s eligibility criteria.\(^7\)

To be included in the trial, schools needed to provide a list of unique pupil numbers (UPNs) for Year 10 and Year 11 pupils, and class lists linking anonymous teacher IDs to the UPN of pupils they taught. We put this in place to avoid control schools resisting the data requirements after allocation. While it is NFER’s preference to request names and dates of birth with UPNs in advance of a trial to avoid mismatches with the NPD, CMPO felt that schools would be more willing to supply lists of UPNs without this information.

The impact of the intervention was not necessarily restricted to Year 10 and 11 pupils as teachers influenced by the intervention will have taught pupils from across the school. However, we focused on Year 10 and 11 pupils to estimate the impact of the intervention on attainment because their GCSE outcomes could be tracked in the National Pupil Database.

Outcomes measures

As an indicator of educational attainment, the primary outcome measure is GCSE examination results in English and mathematics—the subjects taught by intervention teachers. GCSE point scores (a standard measure that translates letter grades into a numerical score) for each pupil in both subjects were accessed from the NPD. Almost every pupil in secondary school sits GCSE examinations in both subjects, maximising the data available for analysis. Using data from the NPD ensured that we would have data for every pupil who began the trial in one of the randomised schools regardless of whether the school participated in the project to the end or whether a pupil moved school before sitting his or her GCSE examinations.

For the school-level experiment we used the sum of the two GCSE scores as the measure of pupil attainment. For the department- and teacher-level experiments we used the GCSE score for the subject taught by the particular department or teacher as the outcome variable.

We also administered Year 10 maths and English tests as a secondary outcome measure of attainment for Year 10 pupils. Although some commercial maths and English tests that cover basic skills are available, we did not feel that these were adequately tailored to provide a valid assessment of the types of changes in student performance that might be expected to result from this intervention. We therefore constructed new, bespoke tests by selecting items from Key Stage 3 past papers covering the ten-year period from 2000 to 2010. We knew that these were robust test items as they were rigorously developed and trialled for the Qualifications and Curriculum Development Agency (QCDA) or the Standards and Testing Agency (STA). They also cover a wide range of ability and are appropriate to the age range and the curriculum. Our aim was to provide a valid measure that was more likely to detect subtle changes in student performance, compared with commercially available instruments.

Year 10 test development began in the spring and summer terms of 2014 when we conducted a series of expert reviews of all existing Key Stage 3 tests in maths and in English, categorising items according to the specific skills required and the level of challenge presented. We made an initial selection of twice the number of items we would need to ensure broad coverage of the curriculum in both areas. As the tests had to be administered within one hour, the total number of items included was necessarily restricted. We agreed, therefore, that the majority of items should be focused on higher order skills rather than those related to rote learning as these would be the types of thinking skills that should be

\(^7\) Ten schools withdrew from participation in the evaluation shortly afterwards, before they were informed of their allocation to intervention or control, so the final analysis includes 82 schools (see ‘Participants’ section below).
improved through this type of intervention. So, in the reading tests, questions focused more on inference and interpretation than on simple retrieval of information, and in maths, questions were selected that allowed students to demonstrate their understanding and application of mathematical concepts and included elements of analysis and evaluation as opposed to simple remembering. We also trialled some items informally with students before finalisation for the test pilot. The maths tests consisted entirely of published Key Stage 3 items. The English tests included one unit developed by NFER English test development experts to include an element of English writing, something not present in Key Stage 3 English tests.

In June and September 2014, we piloted two maths and two English tests in schools with matching demographics to those being recruited for the main intervention study. The purpose of the pilot was to ensure that the final Year 10 tests were of an appropriate level of difficulty and provided maximum discrimination between students performing at different levels. A team of NFER specialist markers then scored around 400 student responses for each before conducting a full item analysis. The pilot test statistics indicated that all four tests showed high reliability (that is, they were addressing coherent underlying constructs in maths and English). However, some of the trial maths items proved to be too challenging for many of the Year 10 students in schools of the type recruited for the project. Test items found to be too hard (or too easy) were discarded from the pool and final tests were constructed to ensure the most thorough coverage possible within a one-hour test.

For the final tests, Year 10 students were randomly allocated to sit either the maths or the English test in such a way that, within each class, half the students sat a maths test and half an English test. This was due to the considerable cost associated with printing, administering, and marking all the tests. Teachers administered the tests in June and July 2015 and June and July 2016 under exam conditions. NFER managed the despatch and collection of the tests and they were scored by NFER markers. The markers did not know which tests had been taken by pupils in the invention or the control group (scoring was blinded).

Sample size

We conducted randomisation at three levels: school, department, and teacher. The power curves in Figure 1 summarise our anticipation of the power of each of the three experiments at the project outset.

---

8 The aim of the teacher observation project was to support teachers in developing (what they believed to be) most effective teaching practice and, thereby, improve overall student achievement. It is generally held that high achieving students demonstrate more highly developed skills of analysis, synthesis, and evaluation rather than simply memorising (knowing), understanding, and applying.

9 Standardisation data is not essential where both intervention and control groups are being tested on the same instruments.
All three power calculations use the following two assumptions that were obtained from an existing Key Stage 3 to GCSE value-added model: intra-cluster correlation of 0.075 and correlation between Key Stage 3 and GCSE of 0.75. They make the following additional assumptions:

- **Experiment 1 (school-level experiment)**: n (intervention) = 55; n (control) = 65 represents the school randomisation and assumes an average cluster size of 180 (average cohort size for eligible secondary schools in England).

10 The final analysis uses Key Stage 2 scores as a covariate rather than Key Stage 3 because Key Stage 3 tests are no longer compulsory and data is no longer available from the NPD.
• **Experiment 2 (department-level experiment):** \( n \) (high dose) = 27; \( n \) (low dose) = 28 represents the departmental randomisation and again assumes an average cluster size of 180 (average cohort size for eligible secondary schools in England).\(^{11}\)

• **Experiment 3 (teacher-level experiment):** \( n \) (observer) = 110; \( n \) (observee) = 110 represents the teacher randomisation and will also encompass \( n \) (Both) = 110. This assumes an average cluster size of 30 pupils in each teacher’s Key Stage 4 classes and an average of six teachers per subject in each of the 55 intervention schools.

Based on these assumptions, the school-level experiment has a minimum detectable effect size (MDES, at 80% power) of 0.1. The department-level experiment has an MDES of around 0.15. The teacher-level experiment has an MDES of 0.08.

We defined thresholds for low-recruitment scenarios (Table 3) to ensure each experiment had sufficient power, acknowledging the intervention dilution effect of the other experiments (for example, introducing dosage differences within the intervention schools dilutes the school-level intervention versus control comparison).

**Table 3: Low recruitment thresholds.**

<table>
<thead>
<tr>
<th>Number of schools</th>
<th>Trial design</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 or more</td>
<td>Proceed with school-level experiment only (all departments high-dosage and all teachers to be ‘both’ (i.e. observers and observees)).</td>
</tr>
<tr>
<td>70 or more</td>
<td>Proceed with school- and teacher-level experiment (all departments high-dosage).</td>
</tr>
<tr>
<td>100 or more</td>
<td>Proceed with all three experiments.</td>
</tr>
</tbody>
</table>

The final recruitment yielded 92 schools and CMPO and the EEF decided to proceed with all three experiments but on the basis that the departmental-level experiment would be considered exploratory. This was because it involved a less extreme comparison than the school-level experiment but used half the number of clusters.

**Randomisation**

An NFER statistician carried out randomisation at all levels using SPSS with a full syntax audit trail and a random number generator to assign groups. Syntax for the school- and department-level randomisations and example syntax of the teacher-level randomisation are shown in Appendix F.

Schools were allocated to groups (46 intervention and 46 control) using stratified randomisation to balance across a range of school-level measures. The stratifiers used, defined by CMPO, were:

- percentage FSM pupils—split into a binary variable above or below median in the sample;
- percentage of white ethnicity students—split into a binary variable above or below median in the sample; and
- school value-added score across maths and English—CMPO calculated value-added for each subject by looking at progress from Key Stage 2 to GCSE accounting for pupil gender, major ethnic group, and FSM; CMPO then calculated the mean across subjects and split this into a binary variable above or below the median in the sample.

The stratifiers were chosen as each of the above factors could influence outcomes. We used simple randomisation to randomly allocate departments within intervention schools to low- or high-dosage

\(^{11}\) In the protocol the numbers in each group were 22 and 23. These should have read 27 and 28 as there were 55 intervention schools in Experiment 1.
categories in the ratio 1:1 to guarantee that each school had one high- and one low-dosage department. Teachers in intervention schools were randomly allocated to be observers, observees, or both in the ratio 1:1:1 by randomising their unique teacher ID using simple randomisation. Schools provided CMPO with the teacher IDs; neither CMPO nor NFER received any teacher name data. When new teachers joined the school during the year they were allocated a new teacher ID. If the new teacher was directly replacing a teacher that had left, they took on the same role as the teacher who had left (observer, observee or both). However, if the new teacher was additional to the current staff or was not a direct replacement then NFER randomly allocated them into a role. There were 15 extra randomisation events during the course of the trial to address this type of scenario.

Analysis

We have conducted the analysis in line with the EEF’s analysis guidance. We used multi-level modelling to estimate the impact of the intervention on outcomes because each experiment was cluster-randomised.\textsuperscript{12} School/department was the first level and pupil was the second level in the models for the school- and department-level experiments. School, teacher, and pupil levels were included in the analysis of the teacher-level experiment. We calculated the standardised effect size by dividing the coefficient of the intervention indicator from the multilevel model by the standard deviation of the outcome variable in the whole sample (intervention and control groups). This standard deviation was derived from the total variance of a multilevel model without covariates.

Many pupils in the dataset were taught by more than one teacher which meant that the data for analysing the teacher-level experiment needed structuring in a different way from the school-level experiments. Some pupils were taught by multiple teachers from the class lists provided by schools (shared classes) and many pupils had different teachers in the Year 10 class lists and the Year 11 class lists (changes of staffing). We restructured the pupil-level data from the NPD into a pupil-teacher-level dataset where each case in the dataset has a pupil ID and a teacher ID and data relating to that pupil and that teacher. Pupils and teachers have multiple records in the dataset. Following Slater \textit{et al.} (2009), we ensured that the number of pupils was correctly counted in our analysis by weighting the data.\textsuperscript{13} The sum of weights for each pupil in each subject across both years of the evaluation equalled one. Where schools provided class list data in the first year but not the second year of the evaluation, the sum of weights for each pupil equalled 0.5. Table 4 illustrates some examples of how the data is structured and how weights have been applied.

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|l|l|}
\hline
Pupil ID & Year of study & Subject & Teacher ID & Weight \\
\hline
Pupil 1 & 1 & English & Teacher E1 & 0.5 \\
\hline
Pupil 1 & 2 & English & Teacher E2 & 0.5 \\
\hline
Pupil 1 & 1 & Maths & Teacher M1 & 0.5 \\
\hline
Pupil 1 & 2 & Maths & Teacher M2 & 0.5 \\
\hline
Pupil 1 & 1 & English & Teacher E3 & 0.25 \\
\hline
Pupil 2 & 1 & English & Teacher E4 & 0.25 \\
\hline
Pupil 2 & 2 & English & Teacher E3 & 0.25 \\
\hline
\end{tabular}
\caption{Examples of pupil-teacher data structure and weights}
\end{table}

\textsuperscript{12} Teachers, who are individuals, were randomised for the teacher-level experiment but they are regarded as a cluster for analysis because they teach multiple pupils, which is the unit of analysis.

\textsuperscript{13} Correctly estimating the standard errors and confidence intervals depends on using the correct number of pupils. Without weighting, the statistical software would take the number of pupil-teacher links which would underestimate the standard error and the width of confidence intervals.
Pupils' Key Stage 2 scores were used as a covariate in all the models. We used KS 2 reading where English (GCSE or Year 10 test) was the outcome variable and KS 2 maths where mathematics (GCSE or Year 10 test) was the outcome variable. The primary analysis for the school-level experiment used combined KS 2 scores to mirror the combined GCSE scores as the outcome variable. It also included the randomisation stratifiers as covariates. We extended the primary analysis of the school-level and department-level experiments to consider the impact on the sub-group of pupils who have ever been eligible for FSM. Where possible, the prior attainment covariate was the fine grade point score derived from KS 2 tests. However, the partial boycott of 2010 KS 2 testing meant that a large portion of fine grade data was missing for the 2015 GCSE cohort (Cohort 1, see Table 6). We used a teacher-assessment-based measure as a covariate for our secondary analysis of this cohort's outcomes. This resulted in a lower correlation between the pre-test and post-test measures and therefore less statistical precision.

We conducted all analysis as intention-to-treat, except for some on-treatment analysis that related the number of observations conducted by each teacher to the attainment of the pupils they taught. On inspection of the final data, we decided it was preferable to perform the on-treatment analysis using the pupil-teacher dataset rather than the pupil-level dataset (a change to the analysis proposed in the SAP). This was so that the number of observations that each teacher had conducted could be related to the pupils they taught rather than calculating a department-level average of the number of observations conducted. For this on-treatment analysis a measure of the number of observations replaced the intervention group indicator in the multilevel regression model. Further on-treatment analysis distinguished between the number of observations each teacher had been involved in as the observer and as the teacher being observed.

Less than 10% of pupil data was missing for the primary analysis of the school-level and department-level experiments. This anonymized pupil data was matched by the NPD team to our list of randomised schools rather than to the CMPO pupil lists obtained from the schools. The reason for most of the missing data was pupils not having KS 2 point scores to use as a prior attainment covariate (see participant flow diagrams below). As this data was missing before randomisation we can regard it as unbiased, so further analysis of missing data (such as multiple imputation analysis) is not warranted.

See Appendix G for the statistical analysis plan. This was developed and published in January 2017 and provides full details about how we conducted the analysis.

**Implementation and process evaluation**

The process evaluation involved the following methods:

- observing a CMPO-led training session and reviewing training materials to assess how teachers were prepared for the intervention;
surveying teachers and senior leaders, in both intervention and control schools, to assess fidelity of the intervention in treatment schools and explore teachers’ perceptions about the sustainability of the observation programme, different dosages, and any practical issues concerning the use of the tablets or software—in control schools, the survey also explored whether any compensatory behaviour occurred or whether they had alternative peer observation programmes in place;

visiting six intervention case study schools in the first year to interview teachers and senior management to understand implementation, school perceptions, barriers, and necessary conditions for success in more detail—we selected case study schools to represent a wide range of school types, dosage, and geographical location;

analysing RANDA usage data to evaluate fidelity to the intervention in terms of the number of observations carried out (high and low dosage);

carrying out follow up telephone interviews with case study schools in the second year of the programme to ascertain whether any new issues had arisen; and

sending e-mail pro formas incorporating focused, open-ended questions to identify the perceived benefits, drawbacks, and barriers to implementation at the end of the two-year project, and, where possible, to ascertain levels of engagement and costs.

NFER researchers collected all the process evaluation data. We reassured participants of their anonymity, ensuring that they felt comfortable to respond openly throughout.

It should be noted that although the original protocol listed six school visits in the second year of the intervention, we agreed with the EEF that we would instead send open-ended pro formas to coordinators in all intervention schools and undertake selected telephone interviews on the basis that this approach was more likely to provide answers to any outstanding issues (May 2016).

Costs

We gathered information about the cost of the intervention from CMPO and from teachers through the teacher survey and pro forma. This included the overall costs for software licences and training, additional time or financial costs borne by schools, and any pre-requisite costs. We established which costs were one-off and which were ongoing.

We estimated a per-school cost based on the number of schools that were in the evaluation. We then divided the cost per school by the typical number of pupils in a school (rather than the number of pupils that formed part of the evaluation) assuming that if a school implemented this intervention then it would affect all its pupils. We profiled the cost over three years by considering the one-off and ongoing costs separately, as per the EEF guidance.

Timeline

<table>
<thead>
<tr>
<th>Date</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nov 2013</td>
<td>Meeting with partner organisations, write and register protocol</td>
</tr>
<tr>
<td>Jan–Feb 2014</td>
<td>Pilot</td>
</tr>
<tr>
<td>Apr–Jul 2014</td>
<td>Recruit and obtain consent from schools for main trial</td>
</tr>
<tr>
<td>Jun 2014–Feb 2015</td>
<td>Pilot Year 10 tests</td>
</tr>
<tr>
<td>Sep–Oct 2014</td>
<td>Randomisation of schools</td>
</tr>
<tr>
<td>Date Range</td>
<td>Activity Description</td>
</tr>
<tr>
<td>---------------------</td>
<td>--------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Oct 2014</td>
<td>Training of teachers and attending a training session</td>
</tr>
<tr>
<td>Apr 2015</td>
<td>Case study visits</td>
</tr>
<tr>
<td>Jun–Jul 2015</td>
<td>Process evaluation survey; GCSEs and Year 10 tests</td>
</tr>
<tr>
<td>Aug–Sep 2015</td>
<td>Review of usage data and reporting</td>
</tr>
<tr>
<td>Oct 2015</td>
<td>Interim report to the EEF (unpublished) including results from Year 1 process and impact evaluations (without NPD)</td>
</tr>
<tr>
<td>Sep 2015–Jul 2016</td>
<td>Implementation of intervention programmes</td>
</tr>
<tr>
<td>Jan 2016</td>
<td>NPD data available for Cohort 1</td>
</tr>
<tr>
<td>Apr 2016</td>
<td>Pro formas and telephone interviews</td>
</tr>
<tr>
<td>June 2016</td>
<td>GCSEs and Year 10 tests</td>
</tr>
<tr>
<td>Aug–Sep 2016</td>
<td>Review of usage data and reporting</td>
</tr>
<tr>
<td>Jan 2017</td>
<td>NPD data available for Cohort 2</td>
</tr>
<tr>
<td>Apr 2017</td>
<td>Draft evaluation report to the EEF</td>
</tr>
</tbody>
</table>
Impact evaluation

Participants

As explained in the ‘participant selection’ section above, CMPO approached 1,097 schools with the highest percentages of students eligible for FSM. One of the 93 recruited schools was excluded because it was a Welsh school (not meeting the EEF’s eligibility criteria). NFER randomised the remaining 92 schools, but ten schools withdrew from participation in the evaluation before they were informed of their allocation to intervention or control. Five of the schools had been allocated to the intervention group and the other five had been allocated to the control group. We retained the randomisation allocations for all schools and regarded this withdrawal from the evaluation as unbiased. As the withdrawal of these ten schools is unbiased, the final analysis uses data from the 82 schools who were informed of their randomised allocation.

We measured the outcomes of three different cohorts of pupils at several points throughout the evaluation to measure the impact of the intervention on their attainment. Table 6 shows the definition of the different cohorts and what outcomes we measured for each cohort as part of the evaluation. The primary cohort, Cohort 2, had two years of exposure to the intervention; the primary outcome is the GCSE results of Cohort 2.

Table 6: Definition of the cohorts of pupils

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Definition</th>
<th>Outcomes measured in:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohort 1</td>
<td>Year 11 in 2014/2015</td>
<td>GCSE English &amp; maths</td>
</tr>
<tr>
<td>Cohort 2</td>
<td>Year 10 in 2014/2015</td>
<td>Year 10 tests</td>
</tr>
<tr>
<td>Cohort 3</td>
<td>Year 10 in 2015/2016</td>
<td>Year 10 tests</td>
</tr>
</tbody>
</table>

The participant flow diagrams for the school-level (Figure 2), department-level (Figure 3 for English and Figure 4 for maths), and teacher-level experiments (Figure 5) are shown below for the primary analysis of Cohort 2. Randomised and allocated pupils are defined as those who were Year 10 pupils on roll at an intervention or control school in the school census of autumn 2014. Pupils were lost to follow-up if they did not sit GCSE examinations. Very few pupils fell into this group because almost all schools enter almost all of their pupils for English and maths GCSEs and pupils’ school census records in the NPD are linked to their GCSE results even if they move school.

Just over 1,000 pupils from the 82 schools were lost to the analysis because they did not have a Key Stage 2 measure of prior attainment, likely because of being educated abroad or in the private sector at primary school. This was known at randomisation so can be regarded as unbiased attrition. Overall, the pupils in the analysis represented 90% of the pupils who were randomised.

The teacher-level experiment has a very different data structure, reflected in the participant flow diagram. The experiment also had more missing data because it relied on additional data and permission. The teacher-level experiment relied on being able to link pupils (and their outcomes) to their teacher using class lists provided by schools. All schools provided class lists for the first year of the study as it was a condition of randomisation, but only 48 schools provided them in the second year (24 intervention and 24 control).

We also required the schools’ permission to match pupils’ UPNs to their records in the NPD. This was sought in the MOU and therefore applied to all schools who remained involved in the evaluation throughout. However, when schools withdrew from the intervention or evaluation we sought the school’s permission to match the pupil data we had collected to the NPD. We did this because NFER regards withdrawal as withdrawal from the entire evaluation, including any data-matching permissions given,
unless explicitly told otherwise. Of the 45 schools who withdrew over the course of the evaluation, 31 gave permission to match the pupil data, 13 refused, and one did not respond (we did not match that school’s data). For these 14 schools, we used anonymized pupil outcome data from the NPD to analyse the school- and department-level experiments.
Figure 2: Participant flow diagram for the school-level experiment (Cohort 2, primary outcome)

Recruitment

- Approached (school n = 1,097)
- Declined to participate (school n = 1,004)
- Assessed for eligibility (school n = 93)
- Excluded (school n = 11): not meeting inclusion criteria (school n = 1); unbiased withdrawal† (school n = 10)

Allocation

- Randomised (school n = 82; pupil n = 14,163)
- Allocated to intervention (school n = 41; pupil n = 7,507)
- Allocated to control (school n = 41; pupil n = 6,656)

Follow-up

- Lost to follow-up
  - School n = 0
  - Pupil n = 141
- Post-test data collected
  - School n = 41
  - Pupil n = 7,366
- Post-test data collected
  - School n = 41
  - Pupil n = 6,503
- Lost to follow-up
  - School n = 0
  - Pupil n = 153

Analysis

- Not analysed
  - School n = 0
  - Pupil n = 539
- Analysed
  - School n = 41
  - Pupil n = 6,827
- Analysed
  - School n = 41
  - Pupil n = 5,999
- Not analysed
  - School n = 0
  - Pupil n = 504

† Ten schools withdrew from participation in the evaluation before they were informed of their allocation to intervention or control. We retained the randomisation allocations for all schools and regarded this withdrawal from the evaluation as unbiased.
† Five intervention maths departments withdrew from participation in the evaluation before they were informed of their allocation to high or low dosage. We retained the randomisation allocations for all schools and regarded this withdrawal from the evaluation as unbiased. Four had been allocated to low dosage and one had been allocated to high dosage, which is why the number of departments analysed is unbalanced.
Figure 4: Participant flow diagram for the department-level experiment (English departments)

† Five intervention English departments withdrew from participation in the evaluation before they were informed of their allocation to high or low dosage. We retained the randomisation allocations for all schools and regarded this withdrawal from the evaluation as unbiased. Four had been allocated to high dosage and one had been allocated to low dosage, which is why the number of departments analysed is unbalanced.
Figure 5: Participant flow diagram for the teacher-level experiment

Recruitment

Approached (teacher n = 669)

Did not agree to participate (teacher n = 0)

Agreed to participate (teacher n = 669)

Excluded (teacher n = 0)

Allocation

Randomised (teacher n = 651)

Observer only
Teacher n = 219
(M = 110, E = 109)

Observed only
Teacher n = 215
(M = 106, E = 109)

Both observed and observer
Teacher n = 216
(M = 110, E = 106)

Analysis

Not analysed
Teacher
M = 84, E = 86
Pupils
M = 1.218.75
E = 1,115.25

Analysed
Teacher
M = 88, E = 85
Pupils
M = 1.271.75
E = 1,230.25

Not analysed
Teacher
M = 29
E = 33

Not analysed
Teacher
M = 78, E = 82
Pupils
M = 1,091.25
E = 1,179.5

Note: E = English, M = Maths. Fractions of pupils are reported because pupils were taught by multiple teachers in the class lists provided by schools (shared classes) and many pupils had different teachers in the Year 10 class lists and the Year 11 class lists (changes of staffing). The sum of weights for each pupil in each subject across both years of the evaluation equalled one. However, the groups are determined by the pupils’ teachers who may have been in different groups. Where a pupil has more than one teacher, a fraction of the pupil is allocated to each group that their teachers were allocated to.
Table 7 shows the minimum detectable effect size (MDES) for the school-level experiment at protocol stage, randomisation stage, and analysis stage. Although school recruitment missed the target, the loss of power was mitigated by a somewhat lower than expected ICC at analysis. The lower ICC might have been due to the specific eligibility criteria applied to schools at recruitment, making them more uniform.

Table 7: Minimum detectable effect size at different stages—school-level experiment

<table>
<thead>
<tr>
<th>Stage</th>
<th>N [schools/pupils] (n = intervention; n = control)</th>
<th>Correlation between pre-test (+other covariates) &amp; post-test</th>
<th>ICC</th>
<th>Blocking/stratification or pair matching</th>
<th>Power</th>
<th>Alpha</th>
<th>Minimum detectable effect size (MDES)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protocol</td>
<td>S = 120 (55; 65) P/S = 180</td>
<td>0.75</td>
<td>0.075</td>
<td>No stratification assumed</td>
<td>80%</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>Randomisation</td>
<td>S = 82 (41; 41) P/S = 173</td>
<td>0.75</td>
<td>0.075</td>
<td>No stratification assumed</td>
<td>80%</td>
<td>0.05</td>
<td>0.12</td>
</tr>
<tr>
<td>Analysis</td>
<td>S = 82 (41; 41) P/S = 156</td>
<td>0.67</td>
<td>0.046</td>
<td>No stratification assumed</td>
<td>80%</td>
<td>0.05</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Note: the analysis included three stratification variables (see ‘Randomisation’ section) but, in order to be conservative, the sample size calculations at each stage did not include an assumption of the variance that might be explained by those stratification variables.

Table 8 shows the MDES for the department-level experiment at protocol stage, randomisation stage, and analysis stage. The department-level experiment always had less power than the school-level experiment, and missing the recruitment target, in combination with slightly higher than expected ICCs, exacerbated this.

Table 8: Minimum detectable effect size at different stages—department-level experiment

<table>
<thead>
<tr>
<th>Stage</th>
<th>N [schools/pupils] (n=high dose; n=low dose)</th>
<th>Correlation between pre-test (+other covariates) &amp; post-test</th>
<th>ICC</th>
<th>Blocking/stratification or pair matching</th>
<th>Power</th>
<th>Alpha</th>
<th>Minimum detectable effect size (MDES)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protocol</td>
<td>S = 55 (28; 27) P/S = 180</td>
<td>0.75</td>
<td>0.075</td>
<td>None</td>
<td>80%</td>
<td>0.05</td>
<td>0.15</td>
</tr>
<tr>
<td>Randomisation</td>
<td>S = 41 (22; 19) P/S = 183</td>
<td>0.75</td>
<td>0.075</td>
<td>None</td>
<td>80%</td>
<td>0.05</td>
<td>0.17</td>
</tr>
<tr>
<td>Analysis (maths)</td>
<td>S = 41 (22; 19) P/S = 169</td>
<td>0.68</td>
<td>0.087</td>
<td>None</td>
<td>80%</td>
<td>0.05</td>
<td>0.20</td>
</tr>
<tr>
<td>Analysis (English)</td>
<td>S = 41 (19; 22) P/S = 167</td>
<td>0.55</td>
<td>0.086</td>
<td>None</td>
<td>80%</td>
<td>0.05</td>
<td>0.23</td>
</tr>
</tbody>
</table>
Table 9 shows the MDES for the teacher-level experiment at protocol stage, randomisation stage, and analysis stage. The discrepancy between the ICC at protocol and analysis stages is due to the prevalence of setting. This was not taken into account in the original sample size calculations and is largely responsible for the increased MDES.

Table 9: Minimum detectable effect size at different stages—teacher-level experiment

<table>
<thead>
<tr>
<th>Stage</th>
<th>N [teachers/pupils]</th>
<th>Correlation between pre-test (+other covariates) &amp; post-test</th>
<th>ICC</th>
<th>Blocking/stratification or pair matching</th>
<th>Power</th>
<th>Alpha</th>
<th>Minimum detectable effect size (MDES)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protocol</td>
<td>T = 330 (110; 110; 110) P/T = 30</td>
<td>0.75 0.075</td>
<td>None</td>
<td>80%</td>
<td>0.05 0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Randomisation (maths)</td>
<td>T = 326 (110; 106; 110) P/T = 30</td>
<td>0.75 0.075</td>
<td>None</td>
<td>80%</td>
<td>0.05 0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Randomisation (English)</td>
<td>T = 324 (109; 109; 106) P/T = 30</td>
<td>0.75 0.075</td>
<td>None</td>
<td>80%</td>
<td>0.05 0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis (maths)</td>
<td>T = 250 (84; 88; 78) P/T = 14</td>
<td>0.68 0.43</td>
<td>None</td>
<td>80%</td>
<td>0.05 0.19*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis (English)</td>
<td>T = 253 (86; 85; 82) P/T = 14</td>
<td>0.58 0.29</td>
<td>None</td>
<td>80%</td>
<td>0.05 0.18*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Calculated as per the analysis model i.e. comparison of two randomised groups versus one.

Pupil characteristics

Table 10 shows baseline characteristics of the 41 intervention schools and 41 control schools and their pupils. The difference in pre-test scores between intervention and control for the school-level experiment, expressed as an effect size from a multilevel model, is 0.01 (95% confidence interval: -0.08, 0.10).

Table 10: Baseline comparison for school-level experiment

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention group</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>School-level (categorical)</td>
<td>n/N (missing)</td>
<td>Percentage</td>
</tr>
<tr>
<td>Academy</td>
<td>25/41 (0)</td>
<td>61%</td>
</tr>
<tr>
<td>Ofsted rating:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outstanding</td>
<td>13/41 (0)</td>
<td>32%</td>
</tr>
<tr>
<td>Good</td>
<td>15/41 (0)</td>
<td>37%</td>
</tr>
<tr>
<td>Requires improvement</td>
<td>11/41 (0)</td>
<td>27%</td>
</tr>
<tr>
<td>Inadequate</td>
<td>2/41 (0)</td>
<td>5%</td>
</tr>
</tbody>
</table>
### Table 11: Baseline comparison for department-level experiment

<table>
<thead>
<tr>
<th>Variable</th>
<th>High English/low maths</th>
<th>High maths/low English</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>School-level (categorical)</strong></td>
<td>n/N (missing)</td>
<td>Percentage</td>
</tr>
<tr>
<td>Academy</td>
<td>12/19 (0)</td>
<td>63%</td>
</tr>
<tr>
<td>Ofsted rating:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outstanding</td>
<td>7/19 (0)</td>
<td>37%</td>
</tr>
<tr>
<td>Good</td>
<td>5/19 (0)</td>
<td>26%</td>
</tr>
<tr>
<td>Requires improvement</td>
<td>6/19 (0)</td>
<td>32%</td>
</tr>
<tr>
<td>Inadequate</td>
<td>1/19 (0)</td>
<td>5%</td>
</tr>
<tr>
<td><strong>School-level (continuous)</strong></td>
<td>n (missing)</td>
<td>Mean</td>
</tr>
<tr>
<td>Number of Cohort 1 pupils (Y11 in 2014/2015)</td>
<td>19 (0)</td>
<td>192</td>
</tr>
<tr>
<td>Number of Cohort 2 pupils (Y10 in 2014/2015)</td>
<td>19 (0)</td>
<td>198</td>
</tr>
<tr>
<td>Number of Cohort 3 pupils (Y10 in 2015/2016)</td>
<td>19 (0)</td>
<td>194</td>
</tr>
<tr>
<td><strong>Pupil-level (categorical)</strong></td>
<td>n/N (missing)</td>
<td>Percentage</td>
</tr>
<tr>
<td>Ever eligible for FSM</td>
<td>1,220/2,906 (178)</td>
<td>42%</td>
</tr>
<tr>
<td><strong>Pupil-level (continuous)</strong></td>
<td>n (missing)</td>
<td>Mean</td>
</tr>
</tbody>
</table>
Table 12 shows baseline pupil characteristics for the teacher-level experiment.

Table 12: Baseline comparison for teacher-level experiment

<table>
<thead>
<tr>
<th>Variable</th>
<th>Observer only</th>
<th>Observed only</th>
<th>Both</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n/N</td>
<td>n/N</td>
<td>n/N</td>
</tr>
<tr>
<td></td>
<td>pct</td>
<td>pct</td>
<td>pct</td>
</tr>
<tr>
<td>Pupil-level (categorical)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever eligible for FSM</td>
<td>516/1,219</td>
<td>504/1,272</td>
<td>438/1,091</td>
</tr>
<tr>
<td></td>
<td>42%</td>
<td>39%</td>
<td>40%</td>
</tr>
<tr>
<td>Pupil-level (continuous)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-test score (English)</td>
<td>1,219</td>
<td>1,271</td>
<td>1,091</td>
</tr>
<tr>
<td></td>
<td>64.6</td>
<td>64.1</td>
<td>65.1</td>
</tr>
<tr>
<td>Pre-test score (maths)</td>
<td>1,115</td>
<td>1,230</td>
<td>1,180</td>
</tr>
<tr>
<td></td>
<td>55.9</td>
<td>58.2</td>
<td>57.7</td>
</tr>
</tbody>
</table>

Outcomes and analysis

Table 13 shows the results from our analysis of the impact of the intervention on pupil outcomes. The effect size for the primary analysis of the impact of the intervention on 2016 GCSE English and maths is -0.01, which is equivalent to no difference between intervention and control in terms of months of progress. The difference is not statistically significant at the 5% level, suggesting the small between-group difference is likely to be due to chance. The evidence from this analysis suggests that the Teacher Observation intervention had no impact on pupils’ GCSE English and maths attainment compared to that of pupils in control schools.

The analysis also suggests the intervention had no impact on ‘ever FSM-eligible’ pupils’ GCSE English and maths attainment. The effect size for the FSM subgroup analysis is 0.01—also equivalent to no difference between intervention and control in terms of progress. The difference is not statistically significant. Analysis of the interaction between FSM eligibility and the intervention, measuring the extent of differential progress made by FSM-eligible pupils compared to non-FSM pupils, also showed no statistically significant difference.

Table 14 shows the results from our analysis of the impact of being allocated to high dosage (more observations) on pupil outcomes compared to intervention school departments that had a lower dosage (fewer observations). The ‘Fidelity’ section below shows that the dosage randomisation led to, on average, twice as many observation involvements per teacher in high-dose departments than in low-dose departments (12 vs 6 over two years). This suggests the dosage randomisation led to meaningful differences in the way the intervention was implemented. The effect size for the primary analysis of the dosage impact on GCSE English is -0.03 and for GCSE maths is 0.07. These effects are equivalent to one less month of progress made by pupils in high dosage English departments compared to low dosage ones, and one additional month of progress in high dosage maths departments compared to low dosage ones. However, neither difference is statistically significant. From this analysis there is no evidence of an impact on pupils' GCSE English and maths attainment in departments selected to receive a higher dosage of Teacher Observation compared to low-dosage departments. There was also no evidence of an impact of dosage on FSM-eligible pupils’ GCSE English and maths attainment.

Table 15 shows the results from our analysis of the impact of teachers being the one observing compared to not observing, and being observed compared to not being observed, on the attainment of pupils they taught. None of the differences are statistically significant. There is no evidence of a differential impact on pupils’ GCSE English and maths attainment depending on whether a teacher...
observes or is observed. Including data from the control group (counting control teachers as a group that did no observing and were not observed) gave very similar results to estimates based only on differences between types of intervention teacher.

Table 16 summarises the results from an on-treatment analysis of the impact of the number of observations each teacher completed and the attainment of pupils they taught. Since the number of observations completed was in the control of the individual teacher, this analysis cannot be regarded as causal. However, differences may be indicative of greater impact from more engagement with peer observation. The effect sizes are presented as the association between attainment and the number of observations, expressed as the expected effect on attainment of increasing the number of observations from the lower quartile (25th percentile of teachers) to the upper quartile (75th percentile of teachers). Neither of the associations between the overall number of observations completed and attainment are statistically significant. Splitting the on-treatment analysis into, respectively, the number of observations as the observer and the number of observations as the one observed also found no positive associations with attainment (the association between being observed and pupils’ maths GCSE attainment was negative and significant at the 5% level). There is no evidence from this analysis of a positive association between the number of observations a teacher completed and the GCSE English and maths attainment of the pupils they taught.

A number of secondary analyses were undertaken in addition to the primary analyses for each experiment (results shown in Tables 13–15) which measured the impact on different cohorts, individual subjects, and on Year 10 test outcomes. Across these 24 analyses summarised in Tables 13–15 there was one positive significant effect at the 5% level (intervention impact on 2015 GCSE English) and 23 differences that were not statistically significant. However, as no consistent pattern in effect sizes was evident across the analyses, the positive finding is not compelling evidence that the intervention had an impact in that particular case. Indeed, under the assumption that there is no underlying ‘true’ effect, there is a 71% probability of one or more of the 24 analyses showing a significant effect at the 5% level.
Table 13: School-level experiment impact analysis

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Intervention group</th>
<th>Control group</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (missing)</td>
<td>n (missing)</td>
<td>n in model (intervention; control)</td>
</tr>
<tr>
<td><strong>Primary Outcome: Cohort 2, 2016 GCSE English + maths</strong></td>
<td>7366 (141)</td>
<td>6503 (153)</td>
<td>12826 (6827; 5999)</td>
</tr>
<tr>
<td>FSM-only subgroup: Cohort 2, 2016 GCSE English + maths</td>
<td>2992 (104)</td>
<td>2458 (103)</td>
<td>5005 (2767, 2238)</td>
</tr>
<tr>
<td>Cohort 1: 2015 GCSE English</td>
<td>7363 (88)</td>
<td>6843 (59)</td>
<td>14147 (7327; 6820)</td>
</tr>
<tr>
<td>Cohort 2: 2016 GCSE English</td>
<td>7366 (141)</td>
<td>6503 (153)</td>
<td>12920 (6865, 6055)</td>
</tr>
<tr>
<td>Cohort 1: 2015 GCSE maths</td>
<td>7362 (88)</td>
<td>6843 (59)</td>
<td>14147 (7327, 6820)</td>
</tr>
<tr>
<td>Cohort 2: 2016 GCSE maths</td>
<td>7366 (141)</td>
<td>6503 (153)</td>
<td>12990 (6915, 6075)</td>
</tr>
<tr>
<td>Cohort 2: 2015 Year 10 reading test</td>
<td>1643 (2111)</td>
<td>1602 (1726)</td>
<td>3067 (1546, 1521)</td>
</tr>
<tr>
<td>Cohort 3: 2016 Year 10 reading test</td>
<td>1498 (2087)</td>
<td>975 (2049)</td>
<td>2313 (1408, 905)</td>
</tr>
<tr>
<td>Cohort 2: 2015 Year 10 maths test</td>
<td>1849 (1905)</td>
<td>1676 (1652)</td>
<td>3354 (1758, 1596)</td>
</tr>
<tr>
<td>Cohort 3: 2016 Year 10 maths test</td>
<td>1496 (2193)</td>
<td>1016 (2008)</td>
<td>2375 (1408, 967)</td>
</tr>
</tbody>
</table>
### Table 14: Department-level experiment impact analysis

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Raw means</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High dosage group</td>
<td>Low dosage group</td>
</tr>
<tr>
<td></td>
<td>n (missing)</td>
<td>Mean (95% CI)</td>
</tr>
<tr>
<td>Primary Outcome: Cohort 2, 2016 GCSE English</td>
<td>3084 (74)</td>
<td>38.8 (38.5, 39.2)</td>
</tr>
<tr>
<td>Primary Outcome: Cohort 2, 2016 GCSE maths</td>
<td>4282 (67)</td>
<td>38.1 (37.8, 38.5)</td>
</tr>
<tr>
<td>FSM-only subgroup: Cohort 2, 2016 GCSE English</td>
<td>1304 (59)</td>
<td>35.9 (35.3, 36.5)</td>
</tr>
<tr>
<td>FSM-only subgroup: Cohort 2, 2016 GCSE maths</td>
<td>1688 (45)</td>
<td>34.6 (34.0, 35.3)</td>
</tr>
<tr>
<td>Cohort 1: 2015 GCSE English</td>
<td>3172 (46)</td>
<td>38.7 (38.3, 39.1)</td>
</tr>
<tr>
<td>Cohort 1: 2015 GCSE maths</td>
<td>4190 (42)</td>
<td>37.3 (36.9, 37.7)</td>
</tr>
<tr>
<td>Cohort 2: 2015 Year 10 reading test</td>
<td>666 (913)</td>
<td>13.5 (12.9, 14.1)</td>
</tr>
<tr>
<td>Cohort 3: 2016 Year 10 reading test</td>
<td>531 (1028)</td>
<td>12.8 (12.2, 13.4)</td>
</tr>
<tr>
<td>Cohort 2: 2015 Year 10 maths test</td>
<td>1080 (1094)</td>
<td>24.0 (23.1, 24.9)</td>
</tr>
<tr>
<td>Cohort 3: 2016 Year 10 maths test</td>
<td>989 (1140)</td>
<td>24.6 (23.6, 25.6)</td>
</tr>
</tbody>
</table>
**Table 15: Teacher-level experiment impact analysis**

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Weighted n in model (observer; observed; both)</th>
<th>Hedges g (95% CI)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observer vs non-observer: 2016 maths GCSE</td>
<td>3820.25 (1218.75, 1271.75, 1091.5)</td>
<td>0.10 (-0.49, 0.68)</td>
<td>0.747</td>
</tr>
<tr>
<td>Observed vs non-observed: 2016 maths GCSE</td>
<td>3820.25 (1218.75, 1271.75, 1091.5)</td>
<td>0.01 (-0.58, 0.61)</td>
<td>0.963</td>
</tr>
<tr>
<td>Observer vs non-observer: 2016 English GCSE</td>
<td>3793 (1115.25, 1230.25, 1179.5)</td>
<td>-0.02 (-0.50, 0.47)</td>
<td>0.948</td>
</tr>
<tr>
<td>Observed vs non-observed: 2016 English GCSE</td>
<td>3793 (1115.25, 1230.25, 1179.5)</td>
<td>0.14 (-0.35, 0.62)</td>
<td>0.586</td>
</tr>
</tbody>
</table>

**Table 16: Teacher-level on-treatment analysis**

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Interquartile range: number of observations (25th, 75th percentile)</th>
<th>Hedges g (95% CI)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Association between 19 additional observations and pupils' maths GCSE attainment</td>
<td>19 (1, 20)</td>
<td>-0.06 (-0.13, 0.02)</td>
<td>0.144</td>
</tr>
<tr>
<td>Association between 25 additional observations and pupils' English GCSE attainment</td>
<td>25 (0, 25)</td>
<td>0.04 (-0.04, 0.13)</td>
<td>0.333</td>
</tr>
<tr>
<td>Association between 12 additional observations <strong>being observed</strong> and pupils' maths GCSE attainment</td>
<td>12 (0, 12)</td>
<td>-0.10 (-0.19, -0.02)</td>
<td>0.022</td>
</tr>
<tr>
<td>Association between 10 additional observations <strong>as the observer</strong> and pupils' maths GCSE attainment</td>
<td>10 (0, 10)</td>
<td>0.02 (-0.05, 0.08)</td>
<td>0.630</td>
</tr>
<tr>
<td>Association between 9 additional observations <strong>being observed</strong> and pupils' English GCSE attainment</td>
<td>9 (0, 9)</td>
<td>0.02 (-0.06, 0.11)</td>
<td>0.622</td>
</tr>
<tr>
<td>Association between 8 additional observations <strong>as the observer</strong> and pupils' English GCSE attainment</td>
<td>8 (0, 8)</td>
<td>0.02 (-0.05, 0.10)</td>
<td>0.539</td>
</tr>
</tbody>
</table>
Cost

The Teacher Observation intervention had many bespoke elements which were put together in the unique context of implementing the intervention for an EEF project. The cost of the intervention for this evaluation, presented below, has been estimated on the basis of costs that were part of the project. While it provides a rough estimate of the cost that might be expected, the costs do not necessarily represent what the cost would be to a school if it were to deliver this intervention independently.

This cost evaluation estimates the cost to schools under the assumption that the EEF funding for financial costs, prerequisite costs, and compensation for staff time is not being provided and that schools are paying for their share of the total costs they would otherwise bear.

Financial costs

The main financial costs of delivering the intervention, which were borne by EEF as part of this project, were the RANDA TOWER software licences and the costs associated with delivering training.

RANDA TOWER software was used in the intervention to support staff carrying out observations. A licence to use the RANDA software across all schools in the intervention was negotiated with RANDA Solutions, an education technology company based in the United States. The cost of £200,000 for this set of licences covered two years of use for the 41 intervention schools. This translates to an ongoing cost of £2,500 per school per year. This cost was unique to the project and the cost for a school or group of schools obtaining software licences would need to be negotiated directly with the supplier. The software also incorporated a bespoke rubric that was developed especially for the project.

Table 17 presents an analysis of the one-off budgeted costs associated with training divided by the number of intervention schools that were assumed in the budget. The range of staff costs presented is due to uncertainty as to whether particular staff costs relate to delivering the training (within the scope of this cost evaluation) or developing the intervention (outside the scope of this cost evaluation). The cost of training is a one-off cost incurred at the beginning of the evaluation. The training scheme was prepared and delivered by CMPO especially for this project and is not commercially available.

**Table 17: CMPO’s financial costs per school for training**

<table>
<thead>
<tr>
<th>Cost Item</th>
<th>Cost per school</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visits to schools</td>
<td>£800</td>
</tr>
<tr>
<td>Printing of materials for schools, postage, and other office costs</td>
<td>£87</td>
</tr>
<tr>
<td>Travel</td>
<td>£127</td>
</tr>
<tr>
<td>Staffing</td>
<td>Midpoint cost: £2,453 (Range: £1,239–£3,668)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>£3,468</strong>      (Range £2,253–£4,683)</td>
</tr>
</tbody>
</table>

As part of the process evaluation we asked schools whether they had incurred additional costs in implementing the intervention. We received few responses to these survey questions which could indicate that there was little additional financial expenditure required for schools. Those that did respond cited the costs of refreshments and printing for training and feedback sessions amounting to £300 per school. We include this in our estimate of total cost, although it is a conservative estimate given the limited information it is based on.
We combined the one-off financial costs (training) with the ongoing costs (software licence and other costs) to estimate the total cost per school over three years to reflect the cost of implementing the intervention over a sustained period. Table 18 shows our estimate of the cost per school over time, the cumulative cost per school over three years, and the average cost per school per year. The average cost per school per year was roughly £4,000.

**Table 18: Average financial cost per school per year**

<table>
<thead>
<tr>
<th>Year</th>
<th>Cost per school</th>
<th>Cumulative cost per school</th>
<th>Average cost per school per year</th>
</tr>
</thead>
<tbody>
<tr>
<td>First year</td>
<td>£6,177</td>
<td>£6,177</td>
<td>£6,177</td>
</tr>
<tr>
<td>Second year</td>
<td>£2,709</td>
<td>£8,887</td>
<td>£4,443</td>
</tr>
<tr>
<td>Third year</td>
<td>£2,709</td>
<td>£11,596</td>
<td>£3,865</td>
</tr>
</tbody>
</table>

We derived the cost per pupil by dividing the average cost per school per year by the average number of pupils per school. The evaluation focused on the attainment outcomes of three cohorts of Year 10 and Year 11 pupils, but as the intervention is a whole-school intervention, the number of pupils that would be influenced by the intervention activities is likely to be all pupils in a school over a three-year period. Based on a typical secondary school intake of 180 pupils and a total of seven cohorts of pupils over three years (Year 7–11 pupils, plus two new cohorts of Year 7s), we divide the cost by 1,260 pupils. This calculation yields a total cost per pupil over three years of £8.28 and an average cost per pupil per year of £2.76.

Regardless of the assumptions made on the cost of training, this intervention has a very low financial cost per pupil.

**Staff time**

The Teacher Observation programme involved a day’s training in using the software and the rubric for one member of staff in the school. The lead staff member then trained and supported other staff members in implementing the intervention. Schools implementing the intervention therefore needed to allocate several days of training time for the lead staff member and additional staff time for the information to be shared. Some supply cover is likely to have been necessary to accommodate this training.

The amount of staff time required to complete the observations would depend on the level of implementation. On average, teachers completed around ten observations each over two years, while 25 observations per teacher were completed in some intervention schools. The amount of supply cover necessary to allow staff time to complete observations would depend on timetabling, that is, whether teachers are able to observe other teachers during their free periods. Many schools found that regular supply cover was necessary to enable observations because observations were within departments, and departments had timetables that meant staff had lessons and free periods at the same time.

**Prerequisite costs**

The RANDA TOWER software used in the intervention required an observer to have an iPad and the rubric was loaded on to this as an app. iPads were provided by CMPO and purchased by the EEF for this evaluation. Schools would require the technology necessary for using the software in this way to implement the intervention; this may require additional investment for a school with limited IT resources.
Process evaluation

Summary of Process evaluation findings

- Maths and English departments in each school were allocated to either high or low dosage observations. The minimum number of observations was set at three in the low dosage departments and four in high dosage departments.

- Teachers from both the control and intervention groups reported that their students were used to having observers in class.

- In-school training was cascaded by project co-ordinators and heads of departments via formal or informal meetings or through written information. The majority of teachers reported that they felt sufficiently prepared for the intervention, and were content with the level of training they received.

- Most teachers in English and maths departments in intervention schools were involved, to some extent, in observations across the two-year period. However, the final dosages were around a quarter of the developers' initial expectations; 60% of respondents felt that the project was more difficult to organise than expected and 50% felt that their current level of observation was not sustainable.

- Around half the observers were happy to use their free or non-contact time to conduct the observations, and many preferred to do this than take time out from their teaching.

- Over half the teachers felt uncomfortable taking time out of teaching to complete observations.

- Teacher engagement within the intervention group varied greatly. This appeared to relate to the enthusiasm or support offered by the project co-ordinator or the extent to which the intervention was viewed as valuable CPD. Around a third of project co-ordinators felt that the project schedule was more demanding than expected and that it was difficult to engage staff.

- Observations were more likely to be completed where they had been actively timetabled by the school co-ordinator.

- The project appeared to run most successfully when participants viewed it as peer-driven CPD and formal planning and reflection sessions were scheduled to complement the observation sessions.

- Almost half the teachers reported some difficulties with the technology.

- The majority of observers agreed that the observation software and tablet were user-friendly and intuitive.

- In terms of fidelity, teachers broadly adhered to their allocated high or low dosage; high-dosage departments completed around twice as many observations, on average, as low-dosage departments. However, the total mean number of observations was below the developers' initial expectations and resulted in an average of three observations per observer in low dosage departments and six in high dosage departments over two years, as opposed to six and 12 observations per annum for observing teachers as originally recommended.

- Teachers were generally evenly divided between positive and negative views in terms of their general attitudes, their engagement with the programme, and their opinions about the perceived outcomes and benefits of the programme.
With regard to formative findings:

- It seems likely that teacher ‘buy-in’ would play a significant role in the successful implementation of an intervention of this kind.
- The co-ordinator appears to have an important impact on teachers’ attitudes and willingness to become (and stay) involved in the Teacher Observation programme.
- The way in which the intervention is introduced to colleagues seems to be an important factor—sharing of information, discussing the purpose of the observations, and what participants hope to gain from them.
- The level of support and encouragement the co-ordinator offers, particularly in terms of timetabling and cover, was also regarded by teachers as an important enabling factor.

Control group activity:

- Control group schools revealed some existing peer observation activities and did not report any changes to their approaches to teaching maths or English in the last year that might affect the results of the impact evaluation.
- It is possible that the relatively small proportion of ‘additional’ observations in the intervention group were not enough to make an impact. Indeed, some intervention schools reported that they had simply adapted their ‘business as usual’ peer observations to incorporate the use of the RANDA software.

Process evaluation discussion

The process evaluation for the Teacher Observation project focused on understanding how teachers and schools implemented and engaged with the intervention, whether the required observation schedules could be practically maintained, and how they were used within schools. We also explored perceived impacts in terms of any changes in teachers’ practices or impact on the students’ learning.

The process evaluation included the following elements:

- observation of the CMPO-led training on the use of the RANDA TOWER software;
- a teacher survey of participating teachers (intervention and control) and project co-ordinators;
- case study visits to six schools, selected to give a range of school type, geographical spread, and covering high and low dosage in English and maths departments;
- analysis of RANDA TOWER software;
- follow-up telephone interviews to six school co-ordinators (intervention schools); and
- follow-up focused pro forma open questions to all intervention schools.

The findings are summarised in this section. We present key findings from the teacher survey and, where relevant, illustrate them with examples from the case study visits to intervention schools (in text boxes) or themes or quotations from the interviews and pro formas.

In June 2015, we invited maths and English teachers in all participating schools to complete the survey, with additional questions for heads of maths or English Departments, or project co-ordinators. The survey for the control group was considerably shorter, although there were some overlapping questions, as discussed below.

We received 264 completed survey questionnaires (Table 19). The proportions in both intervention and control groups were broadly 55–60% from maths departments and 40–45% from English departments.
Table 19: Survey respondents by group

<table>
<thead>
<tr>
<th>Year 10/11 teachers</th>
<th>Control group (N)</th>
<th>Intervention group (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project co-ordinator/ head of department</td>
<td>39 (83%)</td>
<td>23 (56%)</td>
</tr>
<tr>
<td>Total</td>
<td>158</td>
<td>106</td>
</tr>
</tbody>
</table>

The majority of project co-ordinators and heads of departments (HoDs) across both groups reported that before the Teacher Observation project, peer observation had been used in their school (Table 20). This suggests that the intervention may have been a formalisation of existing practice—using the RANDA software to record observations that would have been done anyway rather than distinct practice. However, the intervention may have encouraged teachers to conduct more observations than they would have done otherwise.

Table 20: Previous use of peer observation in participating schools

<table>
<thead>
<tr>
<th>Prior to the Teacher Observation project, was peer observation used in your school?</th>
<th>Control group (N)</th>
<th>Intervention group (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>27</td>
<td>22</td>
</tr>
<tr>
<td>No</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>missing</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>39</td>
<td>23</td>
</tr>
</tbody>
</table>

The data in Table 21 suggests that having an observer in class is not unusual across secondary schools generally. Project co-ordinators in both intervention and control groups reported that where peer observation had taken place, it had most commonly been used for performance management purposes but had also been used quite frequently for CPD purposes. Teachers were more likely to have been observed by someone within their department than from a different department, although some cross-departmental observations were recorded. ‘Open lessons for purposes of continuing professional development (CPD)’ were less frequently reported, as were situations where only senior management carried out the observations.

Teachers from both the control and intervention groups also reported that their students were used to having observers in class (see Table 22). The majority of respondents in both groups felt that observing others was more useful than being observed. As might be expected, a higher proportion of respondents in the intervention group—when compared to the control group—reported that being involved in the project had made them reflect on their practice. Finally, both intervention and control group respondents reported that they would have preferred more opportunities to observe colleagues.
Table 21: Previous use of peer observation in participating schools (project co-ordinators)

<table>
<thead>
<tr>
<th>Peer observations within departments for CPD purposes</th>
<th>Control (N = 27)</th>
<th>Intervention group (N = 22)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most teachers have been observed (N)</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>Some teachers have been observed (N)</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Most teachers have conducted observations (N)</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Some teachers have conducted observations (N)</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Only senior management have conducted observations (N)</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>N/A (N)</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Peer observations across departments for CPD purposes</th>
<th>Control (N = 27)</th>
<th>Intervention group (N = 22)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most teachers have been observed (N)</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Some teachers have been observed (N)</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>Most teachers have conducted observations (N)</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Some teachers have conducted observations (N)</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Only senior management have conducted observations (N)</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>N/A (N)</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Open lessons for CPD purposes*</th>
<th>Control (N = 27)</th>
<th>Intervention group (N = 22)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most teachers have been observed (N)</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Some teachers have been observed (N)</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Most teachers have conducted observations (N)</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Some teachers have conducted observations (N)</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Only senior management have conducted observations (N)</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>N/A (N)</td>
<td>0</td>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Observations for performance management purposes</th>
<th>Control (N = 27)</th>
<th>Intervention group (N = 22)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most teachers have been observed (N)</td>
<td>25</td>
<td>13</td>
</tr>
<tr>
<td>Some teachers have been observed (N)</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Most teachers have conducted observations (N)</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Some teachers have conducted observations (N)</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>Only senior management have conducted observations (N)</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>N/A (N)</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

Control (N = 27) and intervention group (N = 22).

* For example, when teachers are invited to visit specific lessons delivered by colleagues.
Table 22: Teachers’ attitudes to peer observation

<table>
<thead>
<tr>
<th></th>
<th>Strongly disagree (%)</th>
<th>Disagree (%)</th>
<th>Agree (%)</th>
<th>Strongly agree (%)</th>
<th>Don’t know (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Intervention group</td>
<td>Control</td>
<td>Intervention group</td>
<td>Control</td>
</tr>
<tr>
<td>I think being observed is more useful than observing others.</td>
<td>10</td>
<td>10</td>
<td>63</td>
<td>67</td>
<td>15</td>
</tr>
<tr>
<td>My students are used to having observers in class.</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td>2</td>
<td>63</td>
</tr>
<tr>
<td>Being involved in this project has made me reflect on my own practice.</td>
<td>19</td>
<td>8</td>
<td>28</td>
<td>24</td>
<td>26</td>
</tr>
<tr>
<td>I would have preferred (more) opportunities to observe colleagues.</td>
<td>3</td>
<td>4</td>
<td>26</td>
<td>37</td>
<td>46</td>
</tr>
</tbody>
</table>

Control n ranged from 155–156 and intervention group n ranged from 67–105.
Implementation

At the start of the intervention, two teachers (typically the project co-ordinators or heads of English or maths departments) received training from CMPO. For other teachers, training was cascaded by project co-ordinators via formal or informal meetings or through written information. Each observer had individual login access to iPads with the RANDA TOWER software installed. Teachers in participating schools were expected to complete the appropriate minimum number of observations according to their department’s allocated dosage.

Preparation

The majority of teachers reported that they felt sufficiently prepared for the intervention, with three-quarters of teachers feeling content with the level of training they received.

Eighty-one per cent of teachers said that they felt adequately briefed about what they had to do in the project and 63% felt adequately briefed about the purpose of the intervention. The majority of observers agreed that the observation software and tablet were user-friendly and intuitive (89%). These findings were confirmed during case study interviews with almost all teachers reporting that the software was intuitive and easy to use.

Eighty per cent of respondents said that they were able to conduct their part of the project as intended; 88% of respondents also said that they were happy to take part in the project.

However, a number of teachers also reported some concerns:

- 60% of respondents felt that the project was more difficult to organise than they expected;
- 50% of intervention respondents felt that their current level of observation was not sustainable (and a further 10% did not know); and
- 16% of respondents said that they felt that insufficient training had been a barrier to implementation.

The feasibility study conducted by NFER at the outset of the evaluation identified the difficulty of organising the observations (particularly the complexity of timetabling and organising cover), as well as insufficient teacher training, as risks for implementation. The findings from the feasibility study are shown in Appendix D.

Case study interviews suggested that, where time had been invested in informing staff about the purpose of the project and involving them in discussion and planning, they were generally enthusiastic and engaged.

‘[The co-ordinator] was pretty good at explaining the purpose of things at the beginning. Our meetings were front loaded, and we had quite a few before we physically started doing the observations; that was good. We talked about the descriptors, and clarified our understanding. We also discussed how we would use the observations to support our ongoing CPD and that was really useful’ (English teacher, School 3).

In some case study schools, however, some members of staff were openly disengaged, reporting that they knew nothing about the purpose of the project or about why they were being asked to take part in observations. In these schools, staff felt they had been imposed upon and were disinclined to ensure that their allocated observations were completed.

‘There was no prior consultation; we were just told we were doing it so most of us are just “going through the motions” to complete the observations. Nobody is doing anything with the results. We have no time to discuss anything. The project rather fell flat—no one was very interested—we have several other things to do and I would...’
rather spend time teaching my class! We weren’t really given enough information—I would have liked to know the research rationale. So there was no buy-in and no additional time set aside to discuss anything’ (maths teacher, School 2).

The way in which the intervention is introduced and supported and whether the observations are used to support professional development in the school seem to be crucial to teacher engagement and, therefore, conditions for success.

Cover
In terms of covering teachers’ time to conduct the required observations, almost 30% of respondents completed observations during their non-contact time only. For 14% of respondents, cover was arranged through normal in-school cover arrangements (for example teaching/curriculum assistants). Almost half of respondents (49%) used a mixture of these approaches, with a minority of 6% of respondents reporting that supply cover was specifically arranged for the project. This pattern of cover was also reflected in the case study visits.

Fifty-three per cent of teacher observers said they were happy to use their free or non-contact time to conduct the observations, but 38% disagreed or strongly disagreed with this statement.

Year 2 pro forma returns indicated that in most cases, subject departments were responsible for arranging cover, with senior managers only stepping in when needed.

Case study visits revealed differences in levels of support offered by the in-school co-ordinator which seemed to relate to teacher engagement. One teacher encapsulated a common theme when she said:

‘Having a good co-ordinator is key. The co-ordinator made sure that all teachers felt comfortable with their observation partners. She reminded everyone when the observations were due to take place and arranged cover via the “curriculum assistants programme” in school. She made it easy for us to do what was needed’ (maths teacher, School 1).

In this case, teaching assistants (TAs) were assigned to classes, as required, to cover for parts of lessons while the class teacher went out to do their observations. In this way, the class teacher was able to take the majority of his or her class as usual, but only lost a 20-minute slot when they were completing their observation. Teachers in this school appeared fully engaged and enthusiastic about the intervention.

In a different school, however, one teacher commented that:

‘To be honest, we have just been told we have to do it. I feel we have other more important things to spend our time on. We already do planned observations, and it is really time consuming to have to arrange to do them yourself’ (English teacher, School 5).

The evidence across the two years was mixed as to whether teachers from maths departments were more or less engaged with the initiative than their colleagues in English. For example, sub-group analyses of the Year 1 survey data suggested that English teachers were generally more positive about the initiative than maths teachers, suggesting they were also more engaged. By contrast, Year 2 returns suggested the opposite, with most respondents indicating that ‘some’ teachers from participating English departments were ‘fully engaged’, while ‘most’ maths teachers were ‘fully engaged’. Some caution should be taken in interpreting these responses due the small sample sizes involved.
Timetabling

While 51% of respondents agreed with the statement, ‘the timetabling of observations was done by our project co-ordinator’, 44% disagreed or strongly disagreed with this. Around half of respondents (49%) did, though, say that arranging cover for observation sessions was straightforward.

Evidence from the case study visits indicated that teachers were happier, and more inclined to complete their observations when a project co-ordinator set up the timetable and arranged cover:

‘It was made easy for me to do my observations. [The project co-ordinator] set up the pairings and arranged the timetable—I just had to be in the right place as instructed. It would have been much harder if she hadn’t been so diligent and encouraging’ (English teacher, School 1).

In two schools we visited, teachers were expected to make their own arrangements to observe colleagues and to arrange cover for observations. Teachers in those schools reported feeling burdened in a way that other teachers (whose observation slots had been allocated by the co-ordinator) did not:

‘We are expected to liaise with our colleagues about when we will be observing, and quite frankly, I have so many other priorities this tends to take a bit of a back seat. Then it turns into a pressure—I could do without it really’ (maths teacher, School 2).

Year 2 pro forma returns further confirmed that schools’ approaches to timetabling the observations were varied, with some schools devolving this to subject departments, and others using the project co-ordinator to lead this.

Completing observations

Of teacher observers, 71% felt that fitting in the required number of observations was difficult. In addition, teachers were not confident that completing the observations was a good use of their time. Over half the teachers (55%) felt uncomfortable taking time out of teaching to complete observations and 19% of teachers felt that other aspects of their work had suffered because of their involvement in the project.

Although many teachers spoke enthusiastically about being involved in the peer observation project, many, especially in high dosage departments, also expressed concerns that taking time out from teaching their GCSE students to complete the observations could be detrimental to their learning in this crucial year. Some suggested that the observations would be more beneficial (to them) if they could be conducted during the Year 9 maths/English classes:

‘We are only doing them when we are not teaching; we haven’t had ourselves covered for them because we just can’t justify that, we can’t miss 20 minutes of our own lesson to go and observe someone else, unfortunately, so we have been doing them in our free periods’ (maths teacher, School 6).

Barriers

Timetabling issues and staffing were most commonly mentioned as barriers to conducting the project as planned, cited by 68% of project co-ordinators and 58% of heads of departments. Changes in staffing and timetable clashes were also mentioned in the case studies.

Almost half (47%) of respondents reported difficulties with the technology and 42% reported that problems with software had been a barrier. It seems likely that these issues were technical in nature as 89% of observers agreed that the observation software and tablet were user-friendly and intuitive. For
some, the technology still presented challenges: the tablet application repeatedly failed to synchronise, and the use of passwords and IDs proved problematic for staff.

Case study interviews suggested that a number of participants had trouble logging on for the first time, but these respondents reported that, once they had begun using the software to conduct observations, it was very straightforward. Most co-ordinators, however, told us that they had suffered glitches when uploading the results, sometimes losing records completely necessitating repeat observations which had not been scheduled. One co-ordinator said:

’Synchronisation was a major issue. It may be a Wi-Fi issue, but I wasted such a lot of time on that’ (school co-ordinator, School 5).

As with the case study findings, Year 2 pro forma returns indicated that the main drawbacks of the initiative related to time and technology. In terms of time, several schools found it challenging trying to schedule observations into their busy curriculum programmes. In addition, timetabling restrictions limited who could observe whom. At least one school compensated study participants by reducing the number of hours teachers had to participate in other CPD activities. Around a third of project co-ordinators felt that the project schedule was more demanding than expected and that it was difficult to engage staff (37% in both English and maths departments) and cited these as barriers to implementation.

Other reported drawbacks reported in Year 2 included staffing changes during the research period impacting on the consistency of the intervention, and the targeting of exam classes taking class teachers way from students at a key time in the academic year.

Conditions for success

As well as having an active co-ordinator arranging timetabling and cover, the ways in which the observations were used within the school was also found to relate to teacher engagement.

The extent of pre-planning and debriefing in relation to observations varied considerably. In some schools, formal planning and reflection sessions were scheduled as part of whole-school CPD:

‘We weaved the project into our CPD programme and coaching pathways. We found that it supported good discussions about teaching and learning. Teachers at the beginning of their careers, especially, learnt/observed additional behaviour for learning strategies’ (school co-ordinator, School 4).

‘We agreed that the feedback would be narrative and discursive and sensitive pairings meant that it was always received as constructive and collaborative. Most teachers had informal discussions before and after observations and it was very much viewed as peer driven cpd. We will have a slot in our end of year departmental meetings where we discuss what we have learned and identify ways we might be able to use the software more effectively’ (English teacher, School 1).

In a number of schools, feedback was available if requested; in others, teachers reported informal discussions between colleagues:

‘I would like more time to feedback to anyone observed. I therefore think in one year, eight is acceptable (one per half term) in addition to the ordinary observations that take place. You need at least two hours per observation to do it thoroughly’ (English teacher School 6).

‘Feedback and dialogue would be important with this kind of programme – but we have not had time to do that’ (maths teacher, School 2).
In one school, disengaged teachers reported just ‘going through the motions’, and in another, teachers confirmed the project co-ordinators statement that:

‘We didn’t do that much prep in school; we discussed how to use the software, but didn’t formally discuss (as a department or staff) how to make the ratings or use the observations—mainly because of time constraints, but also lack of interest. Similarly, [there was] no discussion following the observations as a department or staff team’ (school co-ordinator, School 5).

The project appeared to run most successfully when participants viewed it as peer-driven CPD.

Fidelity

In addition to the implementation issues explored through the questionnaire and case study interviews, we analysed the RANDA TOWER software data provided by CMPO to explore the fidelity to the intervention.

In Year 1, the intervention was slow to get underway. Early viewings of the data at the end of November 2014 showed that only one observation had been completed in one school. CMPO explained that many schools did not receive their iPads and login details until the second half of the autumn term and therefore could not have started until November. By March, CMPO were concerned at the rate of completion of the observations as only 351 had been completed—21% of the expected target at that point in the project. Teachers reported to CMPO various reasons for the delays. These included:

• getting over the ‘first observation hurdle’—teachers were apprehensive about starting the observations and how difficult they would be, but once they started these concerns were alleviated;
• staffing issues—this included key staff leaving or being away or ill;
• technical issues—teachers reported having trouble syncing the iPads or not clicking ‘complete’ meaning that the observations were still showing as ‘in progress’ (in response, CMPO sent some additional guidance about these issues to schools in March and helped to solve problems when they occurred); and
• confusion about who had responsibility for co-ordinating the observations within the school, and communication difficulties between observers and observees; in response, CMPO provided further advice to the project co-ordinators on how to organise the observations and to remind them of their responsibility to help keep the project running smoothly (in some instances, CMPO set up a draft observation schedule for schools that had not got one in March/April 2015).

Figure 6 shows how the number of observations being completed in intervention schools evolved over time. By April 2015, the rate of observations had increased and 760 observations had been completed. This was a significant increase and the rate of observations continued to rise steadily until the end of the academic year. At the end of the first year of the intervention, the RANDA TOWER data contained 1,873 records from 34 intervention schools, each of which included the unique ID of the teacher that was observing (observer) and the unique ID of the teacher that was observed (observee). By the end of the second year of the intervention, the RANDA TOWER data contained 6,276 records from 34 intervention schools: 3,138 observations in total.
Figure 6: Total number of observations completed over time

Figure 7 shows the proportion of teachers who completed at least one observation in each school. Seven out of the 41 intervention schools did no observations at all, whereas all teachers who were intended to participate were involved in observations in nine out of 41 intervention schools.

Figure 7: Proportion of teachers who completed at least one observation, by school

Figure 8 shows the average number of observations per teacher, which varied considerably by school. Teachers in intervention schools were involved in a total of 3,138 observations over two years, each involving two teachers—the observer and the observee. On average, teachers were involved in around ten observations each. In four intervention schools, teachers completed more than 20 observations on average, whereas 20 schools completed fewer than five observations per teacher.
Figure 8: Average number of observations per teacher, by school

![Figure 8: Average number of observations per teacher, by school](image)

Note: the data in this figure has been adjusted to avoid double-counting observations since each observation involved two teachers.

Figure 9 shows the number of observations completed by each teacher. There was a wide range: 10% of intervention teachers were involved in 29 or more observations, with five being involved in as many as 60 observations (either observing or being observed) and two almost 70. Around two thirds of teachers (65%) of the 660 intervention teachers completed at least one observation and around a third did not complete any.
Case study interviews indicated that teachers in low dosage departments found the number of observations in their schedules manageable and useful. Teachers in high dosage departments expressed more concerns about the manageability and sustainability of the observation programme, but even in low dosage departments some teachers felt the number of observations was demanding if they had to arrange their own cover.

‘We had the low dosage. This still felt like quite a lot due to the hassle of organising cover arrangements’ (maths teacher, School 2).

Others felt even the high dosage was manageable if properly planned:

‘I think maybe one per half term would be good. It’s not too much if it’s timetabled in, so then you can plan for it’ (English teacher, School 3).

Overall, teachers and co-ordinators tried hard to meet the dosage requirements.

Teachers appear to have been influenced by their allocated dosage. According to the RANDA TOWER data, high-dosage departments completed around twice as many observations, on average, as low-dose departments. Figure 10 shows the number of observations per teacher by department and dosage level over the two years of the evaluation. However, the level of implementation was well below the developer’s initial expectations of how many observations teachers would carry out. The actual level was around a quarter of what was expected equating to six observations per year in the low-observation departments, and twelve per year in the high-observation departments (the figure measures the number of observations over two years and double-counts observations because each observation involved two teachers). The figure also shows that the level of implementation was similar, on average, between English and maths departments.
Figure 10: Average number of observations per teacher over both intervention years, by department and dosage

Note: the data in this figure double-counts observations because each observation involved two teachers.

The RANDA TOWER data also indicates that observer and observee teacher roles were almost exclusively adhered to, and confirmed that teachers allocated to both roles were involved in more completed observations than either of the restricted groups. Figure 11 shows the number of observations per teacher, by randomised role (note that the data in this figure double-counts observations because each observation involved two teachers).

Figure 11: Average number of observations per teacher over both intervention years, by randomised role

Note: the data in this figure double-counts observations because each observation involved two teachers.
Outcomes

Throughout the process evaluation, it became clear that teachers in the intervention schools were fairly evenly divided in their views. This included their general attitudes and their engagement with the programme, and their opinions about the perceived outcomes and benefits of the programme. This split may have been related to existing CPD already in the schools (or lack of it), or the enthusiasm of the head of department or project co-ordinator. Some teachers interviewed had been very pleased to use the peer-observations to actively reflect on their own practice while others felt they were being asked to carry out activities for which they could see little value.

The survey results confirmed this: around half the teachers agreed or disagreed with the majority of the attitudinal statements. For example:

- 54% said that they found involvement in the project to be of value professionally. However, 40% of respondents disagreed or strongly disagreed with this statement.
- 52% did not agree that the observation programme had improved collaboration between teachers, whereas just under half believed that it had.
- 46% of respondents felt the intervention would not improve teaching and learning across the school, while 39% thought it would.
- 44% believed that the whole school would not benefit from involvement in the intervention, but 36% thought it would.
- 40% of observees agreed or strongly agreed that ‘being observed has improved my practice’.
- 45% of respondents said they did not want to continue to use the observation programme.
- 47% of respondents said they would recommend the programme to other teachers.

The survey results demonstrate that teachers had very mixed views concerning the value of the peer observations required by the intervention, and this was clearly reflected in the case studies.

It seems likely that teacher ‘buy-in’ and engagement would play a significant role in the successful implementation of an intervention of this kind.

Teachers interviewed during the case study visits also exhibited a wide variety of views on the impact of the Teacher Observation intervention. Some teachers felt total commitment and faith that the observations and reflection engendered by the intervention would enhance and develop practice across the school:

‘It will help us develop good or better teaching and let observees as well as the observers gain strategies to develop and improve their teaching’ (school co-ordinator, School 4).

‘Teachers within the department get to coach and support each other with both pedagogical issues as well as subject specific aspects of teaching maths’ (school co-ordinator, School 3).

‘I observed lots of great strategies, many from teachers that are less experienced than myself. I am planning to incorporate more group work into my lessons next year, especially with my current Year 10 class. Good practice is going to be shared within the department and targets are set for future observations’ (maths teacher, School 1).

‘It fitted in very nicely with one of our objectives as a department which was to do peer observation and that was one of the things we said we wanted to do and this kind of
formalised that intent. It was certainly one of our department improvement plan points so I was glad to have it because it meant that it got done, because sometimes these things are hard to manage' (English teacher, School 4).

Other teachers gave more critical perspectives where the scheduled observations were regarded simply as a hoop to jump through offering little value to practitioners or students:

‘There we no benefits or positive impacts—in fact it caused disruption’ (maths teacher, School 6).

‘I’m not sure if it had any more impact than a normal observation. Its strengths were that it is simple, its challenges were the timetables’ (English teacher, School 4).

‘I feel there will be no outcomes and impacts for teaching strategies. I don’t feel I have developed any new skills as a result of being involved in the programme’ (maths teacher, School 2).

In the case study interviews, however, teachers allocated as observers agreed, almost unanimously, that watching other professionals at work made them reflect on their own practice, and the majority of observees were at ease with colleagues observing them.

Year 2 pro forma returns indicated that the main perceived benefits of being involved in the Teacher Observation study stemmed from teachers visiting one another’s classrooms. It was felt that such visits encouraged joint reflection, the sharing good practice, and allowed teachers to draw on, and learn, from the skills and experiences of colleagues in a different subject area.

Further sub-group analysis of the views of those responding to the survey in the high dosage (n = 64) and low dosage (n = 40) groups revealed additional insights, although some caution should be taken in interpreting the responses due the small sample sizes involved.

Participants in the high dosage group were considerably more likely to report that being involved in the project had made them reflect on their own practice (75% for high dosage; 54% for low dosage). However, this difference did not appear to translate into self-perceived changes in practice, with the groups much closer in the proportions reporting that as a result of the programme they had made improvements in their day-to-day practice (44% for high dosage; 38% for low dosage).

Other benefits reported at the end of the programme included use of the observation framework to help structure and standardise classroom observations, and the two-way benefits experienced by teacher-observers who were able to both support their colleagues and reflect more deeply on their own practice.

**Perception of benefit to students**

The pattern was slightly different when teachers were asked whether they felt that students benefitted from the observations: 56% of respondents felt that students had not benefitted whereas only 27% felt that they had (the other 16% said they didn’t know). This suggests that even where teachers felt they may have reflected more on their practice, they did not link this to positive pupil outcomes.

These mixed views were also seen in the case study interviews:

‘I anticipate there will be no significant outcomes and impacts for pupils as a result of the peer observation programme’ (English teacher, School 3).

‘People found the idea interesting but didn’t see the programme as being particularly valuable for pupils’ (maths teacher, School 6).
Unintended outcomes

In terms of potential, unintended outcomes, a number of teachers interviewed during the case study visits raised some concerns that taking time out from their teaching to conduct the observations was actually more likely to be detrimental to their students than beneficial. They believed that both they and their students were losing valuable teaching and learning time in the classroom during a crucial period of their students’ preparation for GCSEs and suggested that the intervention of peer-observation would be less stressful, and of more value, if it was carried out in Year 9 classes. This observation was voiced by teachers in both high and low dosage departments.

Formative findings

The case studies highlighted the importance of the in-school project co-ordinator in facilitating successful implementation of the programme. The co-ordinator appears to have an important impact on teachers’ attitudes and willingness to become (and stay) involved in the Teacher Observation programme. The way in which the intervention is introduced to colleagues seems to be an important factor—sharing of information and discussing the purpose of the observations and what participants hope to gain from them. The level of support and encouragement the co-ordinator offers, particularly in terms of timetabling and cover, was also regarded by teachers as an important enabling factor. The use made of the observations (or lack of it) was a significant factor that related to how teachers perceived the value of the intervention.

Teachers made specific comments when completing the Year 2 pro formas about how the programme could be improved. The majority related to the RANDA app, or refered to how the data could be used more effectively. Suggestions included:

- giving schools the ability to edit the text within the RANDA app so that it could be tailored to individual schools’ visions and ethos;
- configuring RANDA so that at the end of an observation an email is automatically sent to the teacher who has been observed, notifying them that feedback is available;
- making the notes in the RANDA app downloadable in PDF format;
- giving teachers who have been observed access to comments made by the observer; and
- making every teacher both an observee and an observer to make it easier for schools to ensure they had the capacity to complete the required number of observations.

It is possible that some of the features requested are already available within the existing software. However, users were not always aware of the ways in which the observation data could be used and some schools made no use of it at all. It seems likely that some of the barriers (timetabling and staffing issues, issues with technology and teacher engagement) may not be viewed as problematic if a school had chosen to use this kind of teacher observation as part of a whole-school CPD strategy.

Control group activity

Overall, almost three-quarters (71%) of the control group schools were already completing some peer observation prior to the intervention (Table 20).

When the control group teachers were asked about current practice in their schools (Table 23), almost 80% had been observed for performance management purposes, 72% had been observed within their department for CPD purposes, and just over half (53%) had conducted observations within their department for CPD purposes. Two-fifths of control group teachers had also been observed, or observed others, across departments (40% and 39% respectively).

As with the intervention group, having observers in class was a familiar phenomenon.

**Table 23: Current peer observation practice among control group teachers**

<table>
<thead>
<tr>
<th>Peer observations within departments for CPD purposes</th>
<th>I have been observed (%)</th>
<th>I have conducted observations (%)</th>
<th>Only senior management have conducted observations (%)</th>
<th>N/A (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peer observations across departments for CPD purposes</td>
<td>72</td>
<td>53</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Peer observations across departments for CPD purposes</td>
<td>40</td>
<td>39</td>
<td>18</td>
<td>27</td>
</tr>
<tr>
<td>Open lessons for CPD purposes.*</td>
<td>34</td>
<td>25</td>
<td>10</td>
<td>42</td>
</tr>
<tr>
<td>Observations for performance management purposes.</td>
<td>80</td>
<td>37</td>
<td>16</td>
<td>6</td>
</tr>
</tbody>
</table>

*Respondents could tick more than one box therefore neither rows nor columns add up to 100%.

* For example, when teachers are invited to visit specific lessons delivered by colleagues.

Teachers and senior leaders in both intervention and control group schools were asked in the online survey if there had been any changes to their approaches to teaching maths or English in the previous year. In response, 30% of teachers in control group schools said their schools had introduced a new
approach in English, and 40% had introduced a new approach in maths (in comparison to 17% and 22% in the intervention group, respectively).

In addition, 66% of teachers in control group schools said that something had happened in their school in the previous year that might have affected students’ skills in English, and 57% said the same for maths (in comparison to 44% and 45% respectively in the intervention group). Examples given included the introduction of new curricular materials (such as resources designed with a mastery approach for maths), a change of exam board or specification for GCSEs, focused (subject-level) CPD, and targeted support programmes (such as accelerated reader).

It is possible that (other) efforts to improve teaching approaches may have been reduced slightly in intervention schools because of the Teacher Observation project. It also seems likely that involvement in the project had been regarded as an improvement initiative by senior leaders in intervention schools.
Conclusion

Key conclusions

1. The project found no evidence that Teacher Observation improves combined GCSE English and maths scores.

2. The project found no evidence of impact of the intervention on the GCSE English and maths attainment of pupils who have ever been eligible for FSM.

3. In general, teachers delivered the minimum number of observations allowed rather than the higher number suggested by the developers: teachers had difficulty fitting in the required number of observations because of timetabling and arranging cover, and some experienced problems using the software. Even when observations did take place, there was no evidence that schools which did more observations had better pupil results.

4. Teacher engagement with the programme varied greatly across schools, and practice ranged from individuals simply recording some observations using the RANDA software to whole-school, collaborative planning, discussion and reflection as part of an integrated CPD programme.

5. Almost three-quarters of the control group schools were already doing some peer observation prior to the intervention. The lack of impact seen in this study may be because the structured Teacher Observation intervention was no more effective than existing practice rather than because general peer observation has no impact.

Interpretation

The evidence from our impact evaluation suggests the Teacher Observation intervention had no impact on pupils’ GCSE English and maths attainment. This result is highly secure given the large number of schools and pupils involved in the trial and low rate of attrition, most of which cannot be biased. In addition, the school-randomised design means there are few threats to internal validity.

Data on the number of observations that each teacher was involved in shows there was considerable variation in the level of implementation across teachers and schools. While seven schools did not complete any observations, more than half of teachers in 30 out of the 41 intervention schools were involved in observations to some extent. On average, teachers completed around three ‘observation events’ per year (involving two teachers each) in low-dosage departments and six per year in high-dosage departments. The level of implementation was therefore around a quarter of the developer’s initial expectations that there would be six observations per teacher per year in the low-observation departments and twelve per teacher per year in the high-observation departments. The process evaluation found that many teachers had difficulty fitting in the required number of observations (because of timetabling and arranging cover) and some experienced problems using the software.

Incomplete implementation may therefore contribute to explaining why the evaluation found the intervention had no impact on pupil outcomes. However, our on-treatment analysis, which explored the association between teachers being involved in more observations and the outcomes of the pupils they taught, did not show a relationship between more observations and improved pupil outcomes. This provides tentative and non-causal evidence that teachers being involved in more observations does not have an overall positive impact on pupils.

Another way of looking at the result is with due regard to the time taken by teachers to carry out the observations. These tended to occur in non-contact time and occasionally required a teacher to leave their normal lesson, which required cover to be arranged. Either way, the teacher making the observation is likely doing so at the expense of another activity such as preparing lessons, marking books or, in some cases, actually teaching. A number of teachers felt that taking time out from teaching their exam classes to observe in another class was in fact detrimental to their pupils’ learning. It could
be that any improvements in teaching practice, and subsequent pupil outcomes, are offset by the effect of reducing other activities.

While the quantity of observations seemed to be unrelated to the intervention’s impact, the quality of observations might have had an influence. Previous research suggests the pairing of teacher observation with ongoing, school-based professional development is important for successful implementation (Shaha et al., 2015). The process evaluation found that while some schools adopted the RANDA TOWER observation schedule as part of their ongoing CPD programmes and scheduled a number of additional planning, feedback and reflection meetings to support effective use of the software provided, in others, teachers conducted the observations but made no formal use of the materials beyond that. The project appeared to run most successfully when participants viewed it as peer-driven CPD.

Another possible explanation of the intervention having had no impact on pupil attainment is that the mechanism through which the intervention was intended to impact on pupil outcomes was operating on a timescale that extended beyond the evaluation. The intervention was intended to encourage teachers to reflect on their own practice, leading to improved teacher effectiveness and thereby to improved outcomes for learners. It may have been unrealistic to expect this mechanism to have an impact on pupil attainment in less than two years.

Limitations

As noted above, the results from the school- and department-level experiments have high security given the large number of schools and pupils involved in the trial and low rate of attrition, most of which cannot be biased. The school-randomised design means there are few threats to internal validity. The primary outcome variable was externally-marked GCSE examinations; this reduces the possibility that the outcome measures could be biased (compared to teacher-administered tests).

The multiplicity of secondary analyses exploring the impact on different cohorts, individual subjects, and on Year 10 test outcomes, should be interpreted with great caution. In particular, individual results should not be seen in isolation. We conducted 24 primary and secondary analyses across the three experiments and found one result which was statistically significant at the 5% level. However, as no consistent pattern in effect sizes was evident across the analyses, the positive finding is not compelling evidence that the intervention had an impact in that particular case. Under the assumption that there is no underlying ‘true’ effect, there is a 71% probability of one or more of the 24 analyses showing a significant effect at the 5% level.

The teacher-level experiment had a much lower level of statistical precision than was anticipated at the project outset. This was primarily caused by a higher than expected intra-cluster correlation driven by widespread setting of pupils by ability, particularly in maths. Future evaluation designs that consider class- or teacher-level randomisation in secondary schools should carefully consider the implications that setting might have on the precision of the final analysis, after accounting for clustering.

The sample was drawn from the schools with the highest proportions of pupils eligible for free school meals, so the results are not necessarily generalizable to all secondary schools in England.

Future research and publications

Although our analysis suggests the Teacher Observation intervention had no impact on pupil attainment, the emerging evidence base from the U.S. suggests that effective teacher observation can improve teacher effectiveness and raise student attainment. There are, however, several notable differences between some of the approaches that have been found to be effective in the U.S. and the

---

14 Maths: school ICC = 0.06, teacher ICC = 0.43. English: school ICC = 0.04, teacher ICC = 0.29.
Teacher Observation initiative as it is currently designed. These include the absence of features that previous research suggests are important, such as:

- the pairing of teacher observation with ongoing, school-based professional development;
- the use of outside observers; and
- annual performance bonuses for observees based on a combination of teacher value added to student achievement and observations of their classroom teaching.

The developers may wish to consider whether the features above could be integrated into the Teacher Observation intervention, but as a minimum we think ongoing, school-based professional development should be offered alongside teacher observation.

Our analysis of the impact of the intervention on attainment measured the average effect of schools’ implementation of the intervention. Because of the department- and teacher-level experiments, some teachers were conducting fewer observations than others by design. All else being equal, a school-level randomised design with maximum implementation encouraged across all intervention schools might have increased the chances of detecting an impact. However, as we saw no impact when exploring the link between dosage and outcome, it is likely that such a design would also yield a null result. Either way, where interventions have limited prior evidence of their efficacy, additional conditions that weaken the intervention’s dosage should be considered cautiously.
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Appendix A: EEF cost rating

Cost ratings are based on the approximate cost per pupil per year of implementing the intervention over three years. More information about the EEF’s approach to cost evaluation can be found [here](#). Cost ratings are awarded as follows:

<table>
<thead>
<tr>
<th>Cost rating</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>£ £ £ £</td>
<td><em>Very low</em>: less than £80 per pupil per year.</td>
</tr>
<tr>
<td>£ £ £ £</td>
<td><em>Low</em>: up to about £200 per pupil per year.</td>
</tr>
<tr>
<td>£ £ £ £</td>
<td><em>Moderate</em>: up to about £700 per pupil per year.</td>
</tr>
<tr>
<td>£ £ £ £</td>
<td><em>High</em>: up to £1,200 per pupil per year.</td>
</tr>
<tr>
<td>£ £ £ £</td>
<td><em>Very high</em>: over £1,200 per pupil per year.</td>
</tr>
</tbody>
</table>
## Appendix B: Security classification of trial findings

<table>
<thead>
<tr>
<th>Rating</th>
<th>Criteria for rating</th>
<th>Power</th>
<th>Attrition&lt;sup&gt;15&lt;/sup&gt;</th>
<th>Initial score</th>
<th>Adjust</th>
<th>Final score</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Well conducted experimental design with appropriate analysis</td>
<td>MDES &lt; 0.2</td>
<td>0-10%</td>
<td>5</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>Fair and clear quasi-experimental design for comparison (e.g. RDD) with appropriate analysis, or experimental design with minor concerns about validity</td>
<td>MDES &lt; 0.3</td>
<td>11-20%</td>
<td></td>
<td>Adjustment for Balance</td>
<td>[0]</td>
</tr>
<tr>
<td>3</td>
<td>Well-matched comparison (using propensity score matching, or similar) or experimental design with moderate concerns about validity</td>
<td>MDES &lt; 0.4</td>
<td>21-30%</td>
<td></td>
<td>Adjustment for threats to internal validity</td>
<td>[0]</td>
</tr>
<tr>
<td>2</td>
<td>Weakly matched comparison or experimental design with major flaws</td>
<td>MDES &lt; 0.5</td>
<td>31-40%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Comparison group with poor or no matching (E.g. volunteer versus others)</td>
<td>MDES &lt; 0.6</td>
<td>41-50%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>No comparator</td>
<td>MDES &gt; 0.6</td>
<td>over 50%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **Initial padlock score**: lowest of the three ratings for design, power and attrition = 5 padlocks
- **Reason for adjustment for balance** (if made): N/A
- **Reason for adjustment for threats to validity** (if made): N/A
- **Final padlock score**: initial score adjusted for balance and internal validity = 5 padlocks

The design is a randomised controlled trial. MDES is 0.12 at randomisation, pupil level attrition is approx. 9% for the primary analyses. No threats to validity or imbalance are present.

<sup>15</sup> Attrition should be measured at the pupil level (even for clustered trials) and from the point of randomisation to the point of analysis.
## Appendix C: Observation domains and components

### DOMAIN 1: THE CLASSROOM ENVIRONMENT

<table>
<thead>
<tr>
<th>Component</th>
<th>Ineffective (1-3)</th>
<th>Basic (4-6)</th>
<th>Effective (7-9)</th>
<th>Highly Effective (10-12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ta Creating an Environment of Respect and Rapport</td>
<td>Classroom interactions, both between teacher and students and among students, are negative, inappropriate, or insensitive to students' cultural backgrounds, ages and developmental levels. Student interactions are characterised by sarcasm, put-downs, or conflict.</td>
<td>Classroom interactions, both between the teacher and students and among students, are generally appropriate and free from conflict, but may reflect occasional displays of insensitivity or lack of responsiveness to cultural or developmental differences among groups of students.</td>
<td>Classroom interactions, both between teacher and students and among students, are polite and respectful, reflecting general warmth and caring, and are appropriate to the cultural and developmental differences among groups of students.</td>
<td>Classroom interactions, both between teacher and students and among students, are highly respectful, reflecting genuine warmth and caring and sensitivity to students' cultures and levels of development. Students themselves ensure high levels of civility among members of the class.</td>
</tr>
<tr>
<td>tb Establishing a Culture for Learning</td>
<td>The classroom environment conveys a negative culture for learning, characterised by low teacher commitment to the subject, low expectations for student achievement, and little or no student pride in work.</td>
<td>The teacher’s attempts to create a culture for learning are partially successful, with little teacher commitment to the subject, modest expectations for student achievement, and little student pride in work. Both teacher and students appear to be only &quot;going through the motions.&quot;</td>
<td>The classroom culture is characterised by high expectations for most students and genuine commitment to the subject by both teacher and students, with teacher demonstrating enthusiasm for the content and students demonstrating pride in their work.</td>
<td>High levels of student energy and teacher passion for the subject create a culture for learning in which everyone shares a belief in the importance of the subject and all students hold themselves to high standards of performance they have internalized.</td>
</tr>
<tr>
<td>tc Managing Classroom Procedures</td>
<td>Much teaching time is lost because of inefficient classroom routines and procedures for transitions, handling of supplies, and performance of non-teaching duties. Students not working with the teacher are not productively engaged in learning. Little evidence that students know or follow established routines.</td>
<td>Some teaching time is lost because classroom routines and procedures for transitions, handling of supplies, and performance of non-teaching duties are only partially effective. Students in some groups are productively engaged while unsupervised by the teacher.</td>
<td>Little teaching time is lost because of classroom routines and procedures for transitions, handling of supplies and performance of non-teaching duties, which occur smoothly. Group work is well-organised and most students are productively engaged while working unsupervised.</td>
<td>Teaching time is maximised due to seamless and efficient classroom routines and procedures. Students contribute to the seamless operation of classroom routines and procedures for transitions, handling of supplies, and performance of non-instructional duties. Students in groups assume responsibility for productivity.</td>
</tr>
<tr>
<td>td Managing Student Behaviour</td>
<td>There is no evidence that standards of conduct have been established, and there is little or no teacher monitoring of student behaviour. Response to student misbehaviour is repressive or disrespectful of student dignity.</td>
<td>It appears that the teacher has made an effort to establish standards of conduct for students. The teacher tries, with uneven results, to monitor student behaviour and respond to student misbehaviour.</td>
<td>Standards of conduct appear to be clear to students, and the teacher monitors student behaviour against those standards. The teacher response to student misbehaviour is consistent, proportionate, appropriate and respects the students’ dignity.</td>
<td>Standards of conduct are clear, with evidence of student participation in setting them. The teacher’s monitoring of student behaviour is subtle and preventive, and the teacher’s response to student misbehaviour is sensitive to individual student needs and respects students’ dignity. Students take an active role in monitoring the standards of behaviour.</td>
</tr>
</tbody>
</table>
### 1e Organising Physical Space

<table>
<thead>
<tr>
<th>Component</th>
<th>Ineffective (1-3)</th>
<th>Basic (4-6)</th>
<th>Effective (7-9)</th>
<th>Highly Effective (10-12)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>The physical environment is unsafe, or some students don't have access to learning. There is poor alignment between the physical arrangement of furniture and resources and the lesson activities.</td>
<td>The classroom is safe, and essential learning is accessible to most students; the teacher's use of physical resources, including computer technology, is moderately effective. The teacher may attempt to modify the physical arrangement to suit learning activities, with limited effectiveness.</td>
<td>The classroom is safe, and learning is accessible to all students; the teacher ensures that the physical arrangement is appropriate for the learning activities. The teacher makes effective use of physical resources, including computer technology.</td>
<td>The classroom is safe, and the physical environment ensures the learning of all students, including those with special needs. Students contribute to the use or adaptation of the physical environment to advance learning. Technology is used skillfully, as appropriate to the lesson.</td>
</tr>
</tbody>
</table>

### 2a Communicating with Students

<table>
<thead>
<tr>
<th>Component</th>
<th>Ineffective (1-3)</th>
<th>Basic (4-6)</th>
<th>Effective (7-9)</th>
<th>Highly Effective (10-12)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expectations for learning, directions and procedures, and explanations of content are unclear or confusing to students. The teacher's written or spoken language contains errors or is inappropriate for students' cultures or levels of development.</td>
<td>Expectations for learning, directions and procedures, and explanations of content are clarified after initial confusion; the teacher's written or spoken language is correct but may not be completely appropriate for students' cultures or levels of development.</td>
<td>Expectations for learning, directions and procedures, and explanations of content are clear to students. Communications are accurate as well as appropriate for students' cultures and levels of development. The teacher's explanation of content is scaffolded, clear, and accurate and connects with students' knowledge and experience. During the explanation of content, the teacher focuses, as appropriate, on strategies students can use when working independently and invites student intellectual engagement.</td>
<td>Expectations for learning, directions and procedures, and explanations of content are clear to students. The teacher links the instructional purpose of the lesson to the wider curriculum. The teacher's oral and written communication is clear and expressive, appropriate to students' cultures and levels of development, and anticipates possible student misconceptions. The teacher's explanation of content is thorough and clear, developing conceptual understanding through clear scaffolding and connecting with students' interests. Students contribute to extending the content by explaining concepts to their peers and suggesting strategies that might be used.</td>
</tr>
</tbody>
</table>

### 2b Using Questioning and Discussion Techniques

<table>
<thead>
<tr>
<th>Component</th>
<th>Ineffective (1-3)</th>
<th>Basic (4-6)</th>
<th>Effective (7-9)</th>
<th>Highly Effective (10-12)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>The teacher's questions are of low cognitive challenge or inappropriate, eliciting limited student participation, and recitation rather than discussion. A few students dominate the discussion.</td>
<td>Some of the teacher's questions elicit a thoughtful response, but most are low-level, posed in rapid succession. The teacher's attempts to engage all students in the discussion are only partially successful.</td>
<td>Most of the teacher's questions elicit a thoughtful response, and the teacher allows sufficient time for students to answer. All students participate in the discussion, with the teacher stepping aside when appropriate.</td>
<td>Questions reflect high expectations and are culturally and developmentally appropriate. Students formulate many of the high-level questions and ensure that all voices are heard.</td>
</tr>
</tbody>
</table>

### 2c Engaging Students in Learning

<table>
<thead>
<tr>
<th>Component</th>
<th>Ineffective (1-3)</th>
<th>Basic (4-6)</th>
<th>Effective (7-9)</th>
<th>Highly Effective (10-12)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Activities and assignments, materials, and groupings of students are inappropriate for the learning outcomes or students' cultures or levels of understanding, resulting in little intellectual engagement. The lesson has no clearly defined structure or is poorly paced.</td>
<td>Activities and assignments, materials, and groupings of students are partially appropriate for the learning outcomes or students' cultures or levels of understanding, resulting in moderate intellectual engagement. The lesson has a recognisable structure but is not fully maintained and is marked by inconsistent pacing.</td>
<td>Activities and assignments, materials, and groupings of students are fully appropriate for the learning outcomes and students' cultures and levels of understanding. All students are engaged in work of a high level of rigour. The lesson's structure is coherent, with appropriate pace.</td>
<td>Students, throughout the lesson, are highly intellectually engaged in significant learning and make material contributions to the activities, student groupings, and materials. The lesson is adapted as needed to the needs of individuals, and the structure and pacing allow for student reflection and closure.</td>
</tr>
</tbody>
</table>
### 2d Use of Assessment

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Assessment is not used in teaching, either through monitoring of progress by the teacher or students, or adequate feedback to students. Students are not aware of the assessment criteria used to evaluate their work, nor do they engage in self or peer-assessment.</td>
</tr>
<tr>
<td>2</td>
<td>Assessment is occasionally used in teaching, through some monitoring of progress by the teacher and/or students. Feedback to students is uneven, and students are aware of only some of the assessment criteria used to evaluate their work. Students occasionally assess their own or their peers’ work.</td>
</tr>
<tr>
<td>3</td>
<td>Assessment is regularly used in teaching, through self- or peer-assessment by students, monitoring of progress of learning by the teacher and/or students, and high-quality feedback to students. Students are fully aware of the assessment criteria used to evaluate their work and frequently do so.</td>
</tr>
<tr>
<td>4</td>
<td>Assessment is used in a sophisticated manner in teaching, through student involvement in establishing the assessment criteria, self- or peer assessment by students, monitoring of progress by both students and the teacher, and high-quality feedback to students from a variety of sources. Students use self-assessment and monitoring to direct their own learning.</td>
</tr>
</tbody>
</table>

### 2e Demonstrating Flexibility and Responsiveness

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The teacher adheres to the lesson plan, even when a change would improve the lesson or address students’ lack of interest. The teacher brushes aside student questions; when students experience difficulty, the teacher blames the students or their home environment.</td>
</tr>
<tr>
<td>2</td>
<td>The teacher attempts to modify the lesson when needed and to respond to student questions, with moderate success. The teacher accepts responsibility for student success but has only a limited repertoire of strategies to draw upon.</td>
</tr>
<tr>
<td>3</td>
<td>The teacher promotes the successful learning of all students, making adjustments as needed to lesson plans and accommodating student questions, needs, and interests.</td>
</tr>
<tr>
<td>4</td>
<td>The teacher seizes an opportunity to enhance learning, building on a spontaneous event or student interests, or successfully adjusts and differentiates instruction to address individual student misunderstandings. The teacher ensures the success of all students by using an extensive repertoire of teaching strategies and soliciting additional resources from the school or community.</td>
</tr>
</tbody>
</table>
Appendix D: Feasibility study findings

This appendix presents the findings of the initial feasibility study, as reported to EEF in June 2014. The report was authored by NFER researchers Dr Anneka Dawson and Juliet Sizmur. The feasibility study was known at the time as the 'pilot', but had a more limited scope than an EEF pilot evaluation.

Pilot Summary Report

Introduction

The teacher observation intervention is being delivered by the Centre for Market and Public Organisation (CMPO), principal investigator Professor Simon Burgess, using funding from the Education Endowment Foundation. The programme has two main aims: to improve teacher effectiveness and to improve learners’ educational outcomes. It seeks to achieve these aims by frequent peer observations (teachers observing and being observed) over the course of a year in maths and English departments in 120 secondary schools. Teachers are using a tablet with RANDA software to record the observations. The National Foundation for Educational Research (NFER) is carrying out an independent evaluation of the intervention.

CMPO piloted the research design in three schools in March/April 2014. The purpose of the pilot was to:

1. test how the RANDA software and rubric work and identify/solve any technical issues for delivery – CMPO
2. gain an understanding of the technical requirements for the software - e.g. broadband - CMPO
3. carry out a small-scale process evaluation involving case study visits to the schools to interview senior leaders and those taking part in the pilot - NFER
4. test the design and randomisation - whether the split across maths and English departments works; whether the learner-/teacher-level information is correct in respect of who is teaching which learners; and if the split within a department for the observation type works - NFER
5. trial/pilot the Year 10 tests, with a view to exploring and refining the reliability and validity of the assessments to be used in the main trial - NFER.

This summary report discusses NFER’s contribution to the pilot and therefore focuses on items 3 and 5 above. As CMPO did not want to ask the pilot schools for class and teachers lists, we were unable to test the design and randomisation. As a result, this remains a potential risk for the implementation of the main trial, as different levels of both dosage (department level randomisation) and role (observer/observee/both as part of teacher level randomisation) will need to work in each school.

Process evaluation
We visited one school to observe the introduction of the materials, then visited all three pilot schools to conduct follow-up interviews with senior leaders and, where possible, participating teachers. We interviewed four senior leaders and seven teachers. All schools were able to deliver the pilot as planned. All interviewees agreed that advance planning/timetabling of the observations would be critical for the main study to work properly, especially if all colleagues in the two departments were to be involved. Cover supervisors would need to be allocated for at least some of the observations, and there would be associated costs. The interviewees expressed some concern about what to do with teachers who don’t ‘buy in’.

A summary of the main findings is outlined below.

- Overall teachers reported positive experiences of using the software. They felt it was straightforward to learn and intuitive to use.
- There were some initial problems with log-in, user IDs and the initial ‘opening’ of the programme but, after these issues were addressed/clarified, the software worked well.
- All three schools provided cover for the pilot, but all agreed that they would expect teachers to use their free periods if the programme had to be maintained over a longer period.
- All interviewees agreed that the observation tool would be valuable for continuing professional development (CPD), although the extent to which time was allocated for planning and feedback among peers varied considerably.
- Some senior leaders felt the observations could also be used to feed into performance management discussions; others felt they would use anonymised data to feed into their departmental reviews.
- Senior leaders felt that teachers would need some more specific training on observation and giving feedback.
- Teachers felt they gained more from observing than from being observed.
- Most interviewees felt that all teachers in a department should be involved; some thought only selected teachers.
- Senior leaders thought timetabling the observations across all teachers in a department would be a major exercise, which would need to be planned early.
- All schools commended the helpfulness of CMPO staff.

The software and the rubric

Interviewees were positive about the software and the rubric.

- All interviewees agreed that it was fairly intuitive, but said that they would want more time to familiarise themselves with the categories and agree priorities/areas of focus beforehand.
- After being introduced to the software by a member of the project team, teachers reported spending from five minutes to three hours familiarising themselves with the programme before beginning their observations.
• All interviewees preferred using the tick-boxes to the ‘free-form’ recording of observations, but liked having the different options available.

• They thought the rubrics were easy to apply and appropriate for both subject areas.

• One school laminated the rubric so that observers could study it before the observations.

• There were some concerns about ensuring a shared understanding of what each rating means.

• Interviewees expressed some reservations about ‘rating’ peers – most felt that formative feedback fitted better with collaborative endeavour.

• Some felt the rubrics were very long (and in places repetitive, and could/should be streamlined - for example some areas could be combined). One teacher suggested a maximum of six areas to assess – e.g. three on instruction and three on classroom procedures.

• Both box-ticking and free-form observations could take place in lesson time (and not beyond) which interviewees felt is a benefit of the system.

• All teachers and senior staff believed that the follow-up discussions were of great importance for improving teaching and learning across the school (identifying elements of good practice to be shared and to encourage group and individual reflection and coaching).

### Number of observations

Interviewees in the pilot expressed concern about the number of observations and the cover required and suggested that careful planning will be needed to integrate the programme.

• Almost all interviewees agreed that to do six observation periods per year would be sustainable. One felt that four each year would be a more realistic maximum. However, most agreed that it would be possible to do two observations per school period.

• Those interviewed generally felt that more than six observations in a given year would be difficult to sustain, both in terms of cover and in terms of value/thoroughness. All agreed that in order to get the best out of the observation practice they would need to set aside additional time for joint planning and feedback (and time for self-reflection too).

• In some schools, all English/maths lessons for one year group took place at the same time. Cover would therefore need to be provided and senior leaders considered this to be a substantial commitment, which would have to be offset against the perceived value of participating in the programme. Alternatively, teachers felt there would still be value in observing the teaching in other year groups, or across subjects.

• Teachers were very enthusiastic about observing teaching styles in other departments, but felt that strong subject knowledge was essential if they were to give useful feedback.

### Views on effectiveness of the programme

Interviewees enjoyed taking part in the pilot and felt that if it was rolled out it would have positive potential impacts on all stakeholders.

• All teachers and senior leaders felt that they, and their students, would benefit from their involvement in an observation programme like the Teacher Observation Intervention.
They generally agreed that it should be emphasised that the programme should be presented and used as a collaborative development tool and not to make judgements. They also agreed that the programme could change the culture of observation practice.

Interviewees were also of the opinion that the programme would be good for developing reflective practitioners; for collaborative practice and planning; for subject field development; to identify areas of strength and potential weakness in departments; and to inform training needs.

All reported that they would recommend the peer observation programme to other schools.

Interviewees commented that they felt the programme would help improve teaching and learning and would encourage teachers to develop their own practice. However, some felt that teachers will need considerable support to change.

Recommendations

Based on the findings from the process evaluation interviews we suggest that the following changes could be implemented in time for the main trial in September 2014:

- **Reverse the ratings system:** The 1-4 ratings in the software were counter-intuitive as schools are used to Ofsted ratings where 1 is ‘outstanding’ and 4 ‘inadequate’. Teachers felt it would be easier to make their observations if the 1-4 ratings in the programme reflected this.

- **Simplify utilisation of the observation reports:** Some teachers said they would like to be able to download/email/print documents from the tablets for their records and to use in discussion during feedback sessions. At the moment they felt that accessing the information was rather ‘clunky’. NB. It may already be possible to do this – if so, it may be worth highlighting this during the training.

- **Anglicise the rubric language:** Some of the language and terminology is very American (e.g. ‘instruction’ instead of ‘learning’). It would be good if this could be adapted.

In addition, the following issues should be taken into consideration for any future roll-out of the programme:

- Some schools would like to be able to customise their own rubrics, but accept that this may be better after the main study.

- Timetabling can be extremely complex in schools and organising cover can be difficult. Schools therefore need maximum time to plan and implement a programme like this on a large scale. They would benefit from knowing they are taking part in a programme like the Teacher Observation Intervention in the summer term (if not earlier) of the school year before the programme takes place. This would enable them to plan for the programme more easily and extra staff can be employed as cover supervisors/temporary staff if necessary.
• Teachers would benefit from more thorough observation training so that a consistent standard is reached and this would be more meaningful if it was within a whole-school approach to observation.

Pilot tests

Four tests (two maths tests and two reading tests) have been constructed and will be trialled in the pilot schools before the end of the summer term 2014.

For each of the maths and reading tests, a panel of experts was convened to review existing Key Stage 3 tests (over ten years for maths, seven years for reading) and all test items were rated in terms of the following criteria:

• appropriate reflection of the GCSE subject and assessment objectives
• demand in terms of higher order thinking skills
• estimated level of difficulty for Year 10 students.

A series of item selection workshops then took place to identify items that covered a range of assessment focuses across the range of available items from different years of publication.

The aim is to produce two, one-hour tests for use in Year 10.

At this stage, we will pilot 200% of test items and conduct a detailed item analysis so that the items selected for the main study will be of a suitable level of difficulty and offer the best possible discrimination between students, in terms of general mathematical and reading skills and their application.

The tests will be marked and analysed over the summer months with feedback to schools in September 2014.
Appendix E: Memorandum of Understanding

Agreement to participate in the Evaluation of Teacher Peer Observation Project

*Please sign both copies, retaining one and returning the second copy to Julia Carey at CMPO, University of Bristol.*

School Name:________________________________________

**Aims of the Evaluation**

The aim of this project is to evaluate the impact of the Teacher Peer Observation Project on GCSE and Year 10 test outcomes in Mathematics and English. The results of the research will contribute to our understanding of what works in raising the pupil's attainment and will be widely disseminated to schools in England. We hope that the project will make teacher observation more useful and support teacher effectiveness.

**The Project**

This two-year project is for teachers teaching Maths or English in GCSE classes. This is peer observation, so other teachers in your own school who teach GCSE English or GCSE Maths will conduct each observation. The observer has an iPad (which we provide) and the rubric (framework on which the observations will be based) is loaded on to this as an app. The observer watches the lesson and works through the questions. This has been designed based on extensive and robust research on lesson observation with the additional benefit of the project team's experience in this field. Furthermore advisors with substantial expertise in this regard have been engaged in designing the system.

More detail on the project is contained in the Appendix to this Agreement.

**Structure of the Evaluation**

The project will be evaluated using a randomised control trial: of all the schools which sign up, some will be randomly chosen to participate and others will act as control schools. The outcomes are GCSE scores in English and Maths, and specially-designed Year 10 tests that NFER will conduct for us. We will also conduct an online survey of teachers taking part and you may be asked to take part in a case study visit.

The project is being undertaken by CMPO, in association with NFER. It is funded by the Education Endowment Foundation.

Random allocation is essential to the evaluation as it is the best way of understanding the effect of Teacher Peer Observation on children's attainment. It is important that schools understand and consent to this process.

**Use of Data**

All data on teachers and pupils will be treated with the strictest confidence. Teachers will be anonymised for the purposes of the observation, and teacher names are not required. Pupils
will also be anonymous and we will require you to provide us with UPNs no later than Friday, 11th July 2014 to match to the National Pupil Database to later retrieve GCSE outcomes, prior test scores and pupil demographics. The Year 10 tests will be collected and assessed by NFER, again just using the UPNs to link to pupils. No individual school or pupil will be identified in any report arising from the research.

We take the security of personal data very seriously. The University of Bristol and NFER are compliant with all the relevant regulations; our systems have been developed and refined over a number of years of working with personal data; and the data storage framework for this project has been checked and authorised by the University’s Data Protection Officer and NFER’s code of practice committee.

Responsibilities

CMPO WILL:

- Provide in-depth face-to-face training for one person per school on the operation of the software.
- Be the first point of contact for any questions about the evaluation.
- Provide on-going support to the school.
- Offer each school a charitable donation of £1000 for taking part, payable in two £500 instalments, one at the end of each academic year. At the end of the project, schools will retain the iPads allocated to them at the start of the project.
- Each half-term, we will provide each observed teacher with a report on the outcomes from observations carried out over that period (as long as there is more than one)
- Analyse the attainment data in relation to teacher observations.

NFER (NATIONAL FOUNDATION FOR EDUCATIONAL RESEARCH) WILL:

- Conduct the random allocation of schools to either the intervention or control group.
- Conduct the random allocation of Maths and English departments within intervention schools to either be high or low dosage of observation (see FAQs).
- Conduct the random allocation of teachers: at the start of the project, two thirds of teachers within the intervention group will be randomly chosen (electronically) to be observed among both GCSE Maths teachers and GCSE English teachers and two thirds will be observers.
- Set, manage, collect and assess the Year 10 tests.
- Provide an independent analysis of the attainment data.
- Provide an independent analysis of the peer observation programme. Provide the school with attainment data after the trial has been completed.

THE SCHOOL WILL:

- Consent to random allocation and commit to the outcome (whether treatment or control).
- Agree that Headteachers are consenting on behalf of all teachers taking part in the trial and for pupils’ data to be used as follows: Pupils’ test responses and all other pupil data will be treated with the strictest confidence. The Year 10 test responses will be collected by NFER and shared with CMPO. Pupil data will be matched with the National Pupil Database using the pupil UPNs and shared with CMPO, EEF, EEF’s
data archive and the UK Data Archive for research purposes. No individual school, teacher or pupil will be identified in any report arising from the research.

- Allow time (about an hour) for the Year 10 tests for the English and Maths students and liaise with the evaluation team to find appropriate dates and times for testing to take place in Summer 2015 and Summer 2016
- Provide the data requested by CMPO as follows:
  - List of teachers to be observed and to be observers (anonymised as above)
  - Class lists: that is, a list of pupils (identified only by their UPNs) with the teacher (identified by an anonymous id) and subject and year. To be sent in excel format to cmpo-top@bristol.ac.uk no later than Friday, 11th July 2014
  - The predicted GCSE score for each pupil (UPN) for English and for Maths
  - These will need to be done twice, once for the academic year 2014/15 and once for 2015/16.
- Agree for us to conduct a short web-based survey of the teachers (we will ask you to email a weblink to each teacher)
- Agree to allow NFER to contact you regarding a case study visit to interview teachers and senior management about the project. This will only happen in six schools each year.
- Release a staff member for the training session on the observation software.
- Facilitate the implementation of the observation schedule and make the appropriate cover arrangements.
- Ensure that observations are conducted using the required software and rubric.
- Ensure the shared understanding and support of all school staff for the project.
- Be a point of contact for parents / carers seeking information on the project.
- Abide by the terms of RANDA software usage policy, noted overleaf

We commit to the terms of the Evaluation of Teacher Observation Project as detailed in this document.

**HEAD TEACHER [NAME]:** ________________

**OTHER RELEVANT SCHOOLS STAFF [NAMES]:** ________________

**DATE:** ________________

RANDA Solutions Usage Policy

Access to the TOWER Application Software (the “Software”) and information technology services (the “Service”) shall be provided to the participating schools. The Software has been developed and is owned by R&A Solutions, Inc., d/b/a RANDA Solutions (“RANDA”) and is protected under patent pending regulations and registered at PCT/US App. No. 12/32918. RANDA, hereby and through its agreement with Bristol University, provides a license to each participating school as a (“Licensee”). RANDA grants to Licensee a limited, non-exclusive, non-assignable, non-transferable, internal-use-only license (the “License”) to the Software and Service. The License shall commence upon training by Bristol and log in by each school. The License shall be coterminous with the agreement between RANDA and Bristol University or terminated immediately for any violation of this Memorandum of Understanding, the Terms of Use or other policies of RANDA. Licensee acknowledges and agrees that all right, title and ownership interest to the Software, any and all future developments, inventions, improvements, and the Program and Documentation rests solely and exclusively in RANDA and its licensors, including all rights to patents, copyrights, trademarks, trade secrets and other intellectual property rights inherent therein or appurtenant thereto. All rights not expressly granted to Licensee
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Who will be involved?
This project is for teachers teaching Maths or English in GCSE classes. So the teachers who will be involved are those teaching GCSE English or GCSE Maths. This will not include iGCSEs or other equivalent qualifications. About half of the schools taking part in the trial will receive the intervention (the intervention group) and the other schools will act as a control group who continue with their current method of observations.

How does a lesson observation in this project actually work?
This is peer observation, so other teachers in your own school who teach GCSE English or GCSE Maths will conduct each observation. The observer has an iPad (which we provide) and the rubric (framework on which the observations will be based) is loaded on to this as an app. The observer watches the lesson and works through the rubric. The interface is extremely straightforward to use and intuitive, and largely involves selecting options rather than extensive typing. From our pilot, we estimate that this might take 15 – 20 minutes of the lesson. A confirmation that the observation has taken place is uploaded to us via the software company's website (see Data Protection statements below), along with a date/time stamp and the rubric responses. The rubric has been designed based on extensive and robust research on lesson observation with the additional benefit of the project team's experience in this field. Furthermore advisors with substantial expertise in this regard have been engaged in designing the rubric.

Will our school be compensated for the costs in providing this information?
Yes. We will offer each school a charitable donation of £1000 for this, payable in two £500 instalments, one at the end of each academic year. At the end of the project, schools will retain the iPads allocated to them at the start of the project. Hopefully, the main benefit to the school will be the enhancement to the usefulness of lesson observation, improved teaching and learning, and improved GCSE outcomes.

Will you provide training in observation and on-going support?
Yes. We will provide in-depth face-to-face training for one person per school. The software on the iPad provides extensive training for the other observers. There is a library of videos of lessons which the observer is asked to observe and respond on the rubric. This can be repeated until the observer is proficient. There is also a great deal of support available on the website of the software provider,
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RANDA. Finally, the project team are conversant with the use of the software and can also provide support.

**What kind of feedback information is available to the observed teacher?**
Feedback is important for the development of the observed teacher. Each half-term, we will provide each observed teacher with an average score of the outcomes from observations carried out over that period (as long as there is more than one). We expect the observed teacher will have discussions with her/his observers and the rubric and supporting CPD materials (available within the software) will provide a good framework for such feedback.

**How are teachers selected to be observed?**
At the start of the project, two thirds of teachers will be randomly chosen (electronically) to be observed among both GCSE Maths teachers and GCSE English teachers.

**Who will the observers be?**
The observers will be from your school and will also be GCSE English or Maths teachers. It is important that the observers are as similar as possible to the observed teachers, so the observers cannot be from subjects other than Maths and English. They will also be selected at random (electronically) from the set of all GCSE English and Maths teachers. Two thirds of English and Maths teachers will be randomly selected to be observers, so some teachers will be both observed and observer. Observations will be undertaken by peers teaching within the same department or across departments but only from those teachers who teach GCSE Maths and English.

**How often will a teacher be observed?**
We want to find out whether frequency of observation matters. So one of the two departments involved will be high frequency and the other will be low frequency. We are fine tuning what these might be, but we anticipate a low frequency of around 6 – 9 times a year, and a high frequency of around 15 – 18 times a year.

**How will the observations be organised?**
We will set out a broad timescale, but in order not to interfere with the daily operations of the school the detailed scheduling will be up to you. Each observed teacher will have a required number of observations to be conducted within each two-week window (as set by the project team), but exactly when these happen within that window is up to the observee and observer to jointly determine. In terms of providing cover for the observer during her/his 15 – 20 minute absence, again this is at your discretion; in the pilot schools, some observations were covered by senior school staff, others by other colleagues and some by Teaching Assistants (TAs). It may also be possible for the observer to carry out two separate observations (on different teachers) during the same lesson period.

**Who will see the observation results?**
The observed teacher will see the observation results. Each half-term, we will provide each observed teacher with an average score of the outcomes from observations carried out over that period (as long as there is more than one). This summary information will also be available to the teacher’s line manager should they request it (provided the observed teacher is agreeable).

**Will teachers be anonymous in this study?**
Yes. We will randomly generate a series of numbers and ask you to allocate one number to each teacher. We will ask you to indicate to us which of those have been used. We will ask our software providers to load these numbers into their database so outcomes are attached to the randomly generated number and there is no way for either the University or the software company to establish the true identity of observers or observees. However, it is essential that, once teachers are provided with their numbers, they make consistent use of them.
What information do you need about our students?
We need to know which pupils are taught by which teachers. So we need class lists for Maths and English GCSEs, linking pupils to teachers. Pupils will be identified by their UPNs, which we will later match to the National Pupil Database (NPD) for the analysis of the project's results. Teachers will be identified by the anonymous ID noted above. See also below on data security. Additionally we will be conducting short (approximately 50-60 minute) end of year tests in English and Maths for Year 10 students. These tests will be designed and administered by the National Foundation for Educational Research (NFER). Results of these tests will be made available to you at the end of the trial. These tests will cover general curriculum based skills but will not require revision on the part of the students.

What are the IT issues?
The app itself is extremely intuitive and easy to use, and the process worked very smoothly in the pilot schools. Since the school will retain the iPads after the project, it makes sense for the school IT team to set them up. We will provide instructions on how to download the app and can provide phone assistance if needed. But it is simply a case of downloading an app on to the tablet from the itunes store, just like any other. The data from the tablets are automatically uploaded, no-one needs to write reports or email files or plug them into networks.

How is the data safe-guarded?
We take the security of personal data very seriously. The University of Bristol is compliant with all the relevant regulations; our systems have been developed and refined over a number of years of working with personal data; and the data storage framework for this project has been checked and authorised by the University’s Data Protection Officer. There are three levels to the data protection for this project. First, the observation software on the iPads is password protected and each individual will have only role-specific access to certain data. Second, once the data is uploaded to the app, the software company’s chosen storage company, Peak10, will host the data. Peak 10 is Safe Harbour registered. Details of its registration can be viewed at this URL: http://safeharbor.export.gov/companyInfo.aspx?id=20646. Thirdly, once the data reaches the University of Bristol, where it will be stored, it is subject to the University’s very stringent data security procedures. Details of these are available on request. Data on pupils will come from the NPD provided by DIE, and they too have very strict data protection requirements with which we are compliant. Data will be shared with NFER and then transferred to the Fischer Family Trust at the end of the project. Details of NFER’s code of practice which includes data security can be found here: https://www.nfer.ac.uk/about-nfer/code-of-practice/code-of-practice_home.cfm. No individual school or pupil will be identified in any report arising from the research.

Will we be kept informed about the outcome of the study?
Yes. We are committed to disseminating the results of all our research in an open-access framework. All our publications are free to download. We will organise a conference at the end of the project to which all participating schools will be invited. You will hear the results of our research and also have the opportunity to feedback how you feel the intervention worked.

Researchers

Simon Burgess. Professor of Economics at the University of Bristol and Director of CMPO. Simon has worked on education issues for over ten years. He has just finished as Director of the Department for Education’s Centre for Understanding Behaviour Change. He has been working with the EEF for three years, running interventions in schools and using RCT research designs.

Shenila Rawal. Shenila is a quantitative researcher specialising in education, teacher labour markets and issues of gender and poverty. She completed her PhD on teacher quality and effectiveness at the Institute of Education, University of London. She has worked on several education and particularly
teacher-related projects for organisations such as the Department for International Development (DFID), the World Bank and Cambridge Education.

**Julia Carey.** Senior Project Manager at CMPO. Julia has extensive experience of delivering projects into schools, including flagship initial teacher education programmes and RCTs. Julia completed her MSc in Strategic Management at the University of Bristol including a dissertation on school leadership. She is a fellow of the Chartered Management Institute. Day-to-day operational activity will be coordinated by a Project Co-ordinator specifically recruited to support the project, and managed by Julia.

**Project partners**

The Centre for Market and Public Organisation (CMPO) is an internationally renowned research centre specialising on public service reform. It has carried out path-breaking research in education for over a decade: http://www.bris.ac.uk/cmpo/

The Teacher Development Trust (TDT) is a non-profit organisation promoting world-leading approaches to teacher learning: http://www.teacherdevelopmenttrust.org/

RANDA Solutions is an INC. 5000 software firm based in Franklin, TN serving the education sector. RANDA seeks to transform education by providing stakeholders timely, accurate and useful education intelligence: https://randasolutions.com/

The National Foundation for Educational Research (NFER) is an independent charity working to provide evidence that improves education and learning and as a result the lives of learners: https://www.nfer.ac.uk/

The Education Endowment Foundation (EEF) is an independent grant-making charity dedicated to breaking the link between family income and educational achievement, ensuring that children from all backgrounds can fulfil their potential and make the most of their talents: http://educationendowmentfoundation.org.uk/
Appendix F: Randomisation SPSS syntax

School- and department-level randomisation

Title 'Randomisation for Bristol teacher observation trial (EFTO)'.
subtitle 'School randomisation 19th September 2014'.

*The SPSS code below sorts cases into random order within strata and allocates the first half to group 1 and the second to 2.

GET DATA
/TYPE=XLS
/FILE='k:\efto\file for nfer.xls'
/SHEET=name 'Sheet1'
/CELLRANGE=full
/READNAMES=on
/ASSUMEDSTRWIDTH=32767.

*Remove the two lines with no schools.
select if not missing(urn).

*Remove the Welsh school as EEF do not work in Wales.
select if urn ne 401709.

*Populate the missing values as per message from Simon Burgess on 15th Sept 2014.
do if urn=136105.
compute perf_hi=0.
compute fsm_hi=1.
compute white_hi=1.
end if.

*Check for duplicates.
sort cases by urn.
match files file=*/first=f/last=l/by urn.
cross f by l.
temp.
select if any(0, f, l).
list vars=urn perf_hi fsm_hi white_hi.

**pattern for strata.
compute pattern=sum(100*perf_hi, 10*fsm_hi, white_hi).
freq pattern.

*Stratified randomisation.
set rng=mt, mtindex=210684.
compute rand2=rv.uniform(1,2).
sort cases by pattern rand2.
compute allocation=$casenum.

*Allocate the cases.
recode allocation (1, 2, 3, 8 thru 14, 22 thru 28, 37 thru 42, 50 thru 54, 60 thru 66, 75 thru 81, 89, 90=1) into group.
recode allocation (4, 5, 6, 15 thru 21, 29 thru 35, 43 thru 48, 55 thru 59, 67 thru 73, 82 thru 88, 91, 92=2) into group.

*Allocate the odd cases.
set rng=mt, mtindex=31048.
compute rand3=rv.uniform(1,2).
sort cases by rand3.
temp.
select if any(allocation, 7, 36, 49, 74).
list vars=allocation/format=numbered.
recode allocation (7, 36=1) (49, 74=2) into group.
freq group.
cross  perf_hi fsm_hi white_hi by group/cells=count col.
ADD VALUE LABELS Group 1 'Intervention' 2 'Control'.

*Randomise dosage of departments in intervention schools.
set rng=mt, mtindex=270452.
compute random=rv.uniform(1,2).
sort cases by group random.

if $casenum le 23 dose=1.
if $casenum gt 23 and $casenum le 46 dose=2.
ADD VALUE LABELS dose 1 'High maths low English' 2 'High English low maths'.
freq dose.
CROSSTABS dose by group.

SAVE OUTFILE='K:\EFTO\EFTO randomisation.sav'.
SAVE TRANSLATE OUTFILE='K:\EFTO\EFTO randomisation.xls'
/TYPE=XLS
/VERSION=8
/MAP
/REPLACE
/FIELDNAMES
/CELLS=LABELS
/DROP=random f l pattern rand2 allocation rand3.
output save outfile='K:\EFTO\EFTO randomisation.spv'.
Teacher-level randomisation

Title 'Randomisation for Bristol teacher observation trial (EFTO)'.
subtitle 'Teacher randomisation 9th October 2014'.

GET DATA /TYPE=XLSX
/FILE='K:\EFTO\Aggregated data set unencrypted.xlsx'
/SHEET='Sheet1'
/CELLRANGE='A1:C581'
/READNAMES=on
/ASSUMEDSTRWIDTH=32767.

*Are the TIDs unique?.
sort cases by tid.
match files file=*/first=f/last=l/by tid.
cross f by l.
delete vars f l.

sort cases by urn me tid.
dataset copy teachers.

*Check schools are all from the intervention group.
get file='K:\EFTO\EFTO randomisation.sav'/keep=urn group.
sort cases by urn.
match files file=teachers/table=*/in=inrand/by urn.
freq inrand group.

***Stratified randomisation of teachers.
*If we ensure schools are in random order.
*And within schools departments are in random order.
*And within departments teachers are in random order.
"We can allocate group in sequence.

aggregate outfile="/break=urn/nteachs=n(tid).
freq nteachs.
set rng=mt, mtindex=30001.
compute schrand=rv.uniform(0,1).
dataset copy schools.

dataset activate teachers.
aggregate outfile="/break=urn me/nteachd=n(tid).
freq nteachd.
set rng=mt, mtindex=30002.
compute deptrand=rv.uniform(0,1).
dataset copy depts.

match files file=teachers/table=schools/in=insch/by urn.
freq insch.
match files file="/table=depts/in=indept/by urn me.
freq indept.

set rng=mt, mtindex=30003.
compute teachrand=rv.uniform(0,1).

*Randomise.
sort cases by schrand deptrand teachrand.
compute threes=3*trunc(($casenum-1)/3).
compute group=$casenum-threes.
list cases=from 1 to 20.

freq group.
cross urn by group/me by group.
recode me ('E'=1) ('M'=2) into menum.
compute meurn=1000000*menum+urn.
cross meurn by group.

add value labels group 1 'observer only' 2 'observee only' 3 'observer and observee'.
sort cases by urn me tid.
save outfile='k:\efto\EFTO teacher randomisation.sav'/keep=urn me tid group.
SAVE TRANSLATE OUTFILE='K:\efto\EFTO teacher randomisation.xlsx'
   /TYPE=XLS
   /VERSION=12
   /MAP
   /REPLACE
   /FIELDNAMES
   /CELLS=LABELS
   /DROP=n teachs schrand insch nteachd deptrand indept teachrand threes menum meurn.

dataset close all.
# Appendix G: Statistical Analysis Plan

<table>
<thead>
<tr>
<th>INTERVENTION</th>
<th>University of Bristol Teacher Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEVELOPER</td>
<td>CMPO, University of Bristol</td>
</tr>
<tr>
<td>EVALUATOR</td>
<td>NFER</td>
</tr>
<tr>
<td>TRIAL REGISTRATION NUMBER</td>
<td>ISRCTN89620259</td>
</tr>
<tr>
<td>TRIAL STATISTICIAN</td>
<td>Jack Worth</td>
</tr>
<tr>
<td>TRIAL CHIEF INVESTIGATOR</td>
<td>Ben Styles</td>
</tr>
<tr>
<td>SAP AUTHOR</td>
<td>Ben Styles</td>
</tr>
<tr>
<td>SAP VERSION</td>
<td>4</td>
</tr>
<tr>
<td>SAP VERSION DATE</td>
<td>2/11/16</td>
</tr>
<tr>
<td>EEF DATE OF APPROVAL</td>
<td>16/9/16</td>
</tr>
<tr>
<td>DEVELOPER DATE OF APPROVAL</td>
<td>23/12/16</td>
</tr>
</tbody>
</table>

## Introduction

The teacher observation intervention is being delivered by CMPO (Centre for Market and Public Organisation) by principal investigator Professor Simon Burgess, using funding from the Education Endowment Foundation. The programme has two main aims: to improve teacher effectiveness and to improve learners’ educational outcomes. It seeks to achieve these aims through teachers observing each other and being observed themselves. Observations are planned to occur a large number of times over the course of a year. They will take place in maths and English departments across all intervention schools and using a tablet with RANDA software to record the observations.

The impact of the intervention on learners’ ability will be measured by their GCSE mathematics and English results and their attainment at the end of Year 10 in bespoke tests developed by NFER.

## Study design

A sample of secondary schools were approached who are nationally representative (excluding Somerset, Merseyside and Lancashire) from schools with the highest percentages of pupils on free school meals (FSM). The 92 recruited schools were then randomly assigned to one of two groups (41 intervention schools and 41 control schools; 10 withdrew without knowledge of group allocation):

- Teacher peer observation (referred to subsequently as ‘intervention’)
- ‘Business-as-usual’ control (referred to subsequently as ‘control’)

Some teachers are observers, some observees and some observe and are observed (a third of teachers in each group). The number of observations received should vary - either 6 a year (low observation category) or 12 a year (high observation category). English and maths departments in each intervention school will be randomly assigned to each dosage so every school has one low and one high observation category. Within these departments, teachers will be randomly assigned to...
observer/observee/both. The pilot revealed that it will not be possible to specify the number of observations carried out by those in the observer or both categories due to the common practice of schools timetabling all English/maths lessons at the same time. Instead, the intended minimum number of observations carried out will be 3 in the low dosage departments and 4 in high dosage departments.

Protocol changes

The randomisation procedure was changed from minimisation to stratified randomisation. The strata used, however, were the same so this does not impact on analysis.

Randomisation

82 schools have been randomly allocated to intervention (41 schools) and control (41 schools) groups using stratified randomisation. The strata used were school performance, eligibility for free school meals (FSM) and ethnic background. These were all calculated as binary variables with high/low options. School performance was calculated by taking 2013 scores for school maths VA (maths Key Stage 2 to maths GCSE accounting for student gender, major ethnic group and FSM), and school English VA (English Key Stage 2 to English (language) GCSE accounting for student gender, major ethnic group and FSM). As these are generally highly correlated they were combined to make a single variable with two groups- high and low performance. Free school meals was calculated by percentage of students eligible for free school meals in the school, split by the median. Ethnicity was percentage of white students in the school split by the median.

Originally 92 schools were randomly allocated to groups but ten schools did not supply the student data by the deadline given, which was an inclusion criteria outlined within the protocol and therefore were not informed of their group allocation and were withdrawn from the trial. Within the intervention group schools the English and maths departments were randomly allocated to one of high dosage and the other low dosage. The teachers were randomised to one of three groups; observer, observee or both. If a teacher leaves the trial and is replaced one-for-one, the replacement teacher continues in the role the original teacher was randomised to. If a school takes on a new teacher in addition to existing Year 10 and Year 11 staff (or the number taken on does not equal the number who leave), this teacher is randomised to one of the three observation groups.

Calculation of sample size

The protocol power calculations recommended the following recruitment thresholds:

<table>
<thead>
<tr>
<th>Total number of schools recruited</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;= 50</td>
<td>Proceed with school randomisation only (high dosage only and all teachers both observers and observees)</td>
</tr>
<tr>
<td>&gt;= 70</td>
<td>Proceed with school and teacher randomisation (high dosage only)</td>
</tr>
<tr>
<td>&gt;= 100</td>
<td>Proceed with all three experiments</td>
</tr>
</tbody>
</table>

After discussions with the developer and the funder, it was agreed to continue with all three experiments despite not achieving the 100 recruitment threshold. This was done with the knowledge that the departmental randomisation will dilute the intervention, thus reducing the possible ES and therefore power.
Subsequent to the protocol power calculations, it is noted that the assumed intra-cluster correlation (ICC) for the teacher-level experiment (0.075) is likely to be an under-estimate due to the widespread practice of setting. Setting is highly prevalent in secondary schools, particularly in mathematics, so it may be that the larger n in the teacher experiment is undermined by an excessively large ICC. This will be mitigated in part by the baseline measure used as a covariate in each analysis model.

Outcome measures

Primary outcome
The primary outcome for the school-level experiment will be mathematics and English GCSE outcomes combined and equally weighted for Year 11 students who have been involved in the trial for two years i.e. those that started Year 10 in 2014.16 Specifically, and in terms of the September 2015 edition of NPD Data Tables17, KS4_EBPTSMAT_PTQ (Point score in maths EBacc pillar) will be added to KS4_EBPTSENG_PTQ (Point score in English EBacc pillar) to create the primary outcome. It is anticipated that the number of students with only one of these outcomes is likely to be very small so these will be excluded from the analysis. In the event that this number is greater than 5% of cases, see Analysis section below.

Secondary outcomes
The secondary outcomes will be the total scores of the Year 10 bespoke tests in English and maths. Year 10 test results will be analysed at the end of both the first and second years of the trial.

Other secondary outcomes will be the individual point scores in each of maths and English at Year 11 at the end of both the first and second years of the trial.

Analysis

School-level experiment
The primary outcome analysis will be ‘intention to treat’ (ITT). An interim analysis of the Year 10 data (a secondary outcome) from the first year of the school-level experiment indicated that a multi-level model with two levels (school and student) was preferred to one with three (school, teacher and student). This was because approximately 19% of student-level degrees of freedom were lost from the three-level model due to the imperfect coverage of the teacher-student linked lists and the additional random effects due to the extra level. Key Stage 2 test result (sum of KS2_MATTOTMRK [Total marks achieved in Maths test (sum of Paper A, Paper B and mental arithmetic tests)] and KS2_ENGTOTMRK [Total marks achieved in English test (sum of reading and writing tests)]) will be used as a covariate in the primary outcome model18. As per the updated EEF analysis guidelines (December 2015) no further covariates will be included aside from the three school-level variables that were used to stratify the randomisation. All four covariates will be entered into the model regardless of whether they are significant. The R package nlme will be used to run the multi-level model.

The primary analysis will be on ‘complete’ NPD obtained for all randomised schools that were alerted to their group allocation i.e. n=82. Of the original 92 randomised, 10 schools dropped out of the trial before allocation was known; their dropout can be considered unbiased so these schools will not be included in the ITT analysis.

16 Note that the protocol refers to two separate primary outcomes on the basis of this being necessary for the dosage analysis. For the main school-level experiment, we require a single primary outcome to avoid the problem of multiple inference.
18 In the protocol, Key Stage 3 teacher assessments were going to be used as a covariate as they correlate more highly with GCSE grades, however, these are no longer available on NPD so cannot be used.
Missing data is unlikely to be a problem for the primary outcome analysis as it is obtained from NPD. Missing data generally presents a problem for analysis, whether a pupil is missing a value for an outcome variable (post-test score) or for covariates (e.g. pre-test score). If outcome data is ‘missing at random’ given a set of covariates then the analysis has reduced power to detect an effect; if data is ‘missing not at random’ (for example, differential dropout in the intervention and control groups for unobserved reasons) then omitting these pupils (as in the primary ‘completers’ analysis) could bias the results. Imputing missing data could improve the robustness of the analysis and examine how sensitive the results are to alternative assumptions. It can also signal missing not at random if the imputed result is much different from the completers analysis. Likelihood-based methods (e.g. nlm function in R) are usually consistent with the results from multiple imputation if the missingness mechanism is missing at random.

A discussion of the results in the context of missing follow-up data will be presented. If follow-up data is missing at random given covariates, and these covariates are included in the model, the results will be unbiased. If greater than 5% of cases have missing baseline data as compared to the definitive student list, multilevel multiple imputation will be used (see www.missingdata.org). It may be that the results of the multiple imputation do not differ appreciatively from the completers analysis. If this is the case and we are reasonably confident that covariates explain any missingness then this will complete the primary analysis. Otherwise, some sensitivity analysis (e.g. using extreme values) may be necessary.

The primary analysis will be followed by an ‘on-treatment’ analysis where RANDA data from the tablets will be used to determine the extent of each teacher’s involvement and will replace the intervention group variable in the model. This analysis will enable us to estimate a ‘pure intervention effect’ (net of any fidelity issues) that is not necessarily causal in nature.

Secondary outcome analyses will mirror that of the primary outcome but only the corresponding subject’s Key Stage 2 score will be included as a covariate, alongside the stratification variables.

**Department-level experiment**

This experiment is being carried out within the intervention group of the main school-level experiment. To avoid the proliferation of secondary analyses and because this is the lowest powered of the three experiments, only Year 11 data from the second year of the trial will be used. Half the maths departments were randomised to high dosage and the other half to low dosage. We will use a multilevel model with two levels (school and student) to model point score in KS4 maths using point score in KS2 maths as a covariate. No further covariates are required as there were none used in the randomisation of departments. The English department experiment will be modelled in the same way.

The primary analysis will be on ‘complete’ NPD obtained for all randomised schools that were alerted to their departmental allocation i.e. n=41. Five schools that were eligible for the departmental experiment dropped out of the trial before allocation was known; their dropout can be considered unbiased so these schools will not be included in the ITT analysis.

**Teacher-level experiment**

We will need to establish if a learner has one teacher for each subject during the course of the year of study. If in fact each learner has more than one teacher then there is the possibility that they will be receiving more than one strain of the intervention (for example having one teacher who is an observer and one is who is an observee) which could change the impact of the intervention. In addition, to be able to accurately test the effect of both dosage and being an observer or observee we need to assume

---

19 The 2010 Key Stage 2 boycott may affect the 2015 Year 11 analysis. If so, a measure that incorporates teacher assessment may be needed. (Annotation: KS4_VAP2TAENG_PTQ_EE and KS4_VAP2TAMAT_PTQ_EE were used.)

20 And over two years in the case of the year 10 cohort that starts the trial in October 2014.
that activities in English and mathematics do not influence each other in terms of attainment. Teachers’ perceptions on this will be explored during the process evaluation.

Assuming we are able to allocate each student to a single teacher (i.e. the teacher that has had the most contact over the course of two years), the maths teacher experiment will be analysed using a three-level (school, teacher and student) multilevel model of Key Stage 4 points score in maths with Key Stage 2 points score in maths as a covariate. The randomisation for this experiment was stratified by school and department. As the analysis will be by subject, the department stratification is covered by including school as a level in the model. The English teacher experiment will be modelled in the same way. If it is common for students to be allocated to more than one teacher, a cross-classified multilevel model may be required.

This experiment has a factorial design as the ‘observer’ and ‘observee’ categories overlap for the ‘both’ category. However, it does not contain all combinations of factors as no teachers were randomised to a ‘do nothing’ category. We will therefore model the data using two factors but without their interaction (see Table 1).

Table 1. Values of factors in the teacher experiment

<table>
<thead>
<tr>
<th>Type of teacher</th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observer</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Observee</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Both</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The majority of students did only have one teacher per subject at Year 10. When there were two teachers, if it is not clear which teacher had the most contact, sensitivity analysis will be performed using, for example, the second teacher ID in place of the first, where it exists.

The primary analysis will be on NPD data obtained for all randomised teachers. Teachers in the 41 intervention schools were randomised by NFER but, before the results were communicated to CMPO, a further three schools dropped out of the study. As this occurred without knowledge of group allocation, this can be considered unbiased attrition. This experiment will hence be analysed with data from the remaining 38 schools whose teachers were randomised.

Subgroup analyses
Sub-group analysis on the primary outcome will be carried out on the following groups only as per the protocol: gender and whether or not a pupil has ever received free school meals (everFSM). This will be done using a model identical to the primary outcome model but including gender, everFSM, gender*intervention and everFSM*intervention as covariates. A separate primary outcome model (with no extra covariates) will also be run on everFSM students alone as per all EEF trials.

Effect size calculation
All effect sizes will be calculated using total variance from a multilevel model, without covariates, as the denominator i.e. equivalent to Hedges’ g. The numerator will be the raw coefficient for the intervention group from the multilevel model. They will be reported with a 95% confidence interval that takes into account the clustered nature of the data. The upper and lower bounds of the confidence interval will be calculated as the effect size plus/minus the product of the critical value of the normal distribution (= 1.96) and the standard error of the effect size estimated from the multilevel model.

We have deliberately kept the analysis of each experiment true to its randomisation. This has the advantage of limiting the number of comparisons that could be used to justify that the programme has ‘worked’. The first experiment should be the judge of this and subsequent experiments unpick what is
going on within the ‘black box’. Note that if the control schools from the first experiment were included in the analysis of subsequent experiments, any one of a large number of analyses might be construed as demonstrating success. Such conclusions would be undermined through the family-wise error rate.

**Further analyses for report**

- Sample representation analysis
- School characteristics – of 82 schools post randomisation
- Student characteristics – FSM, gender and Key Stage 2 scores
- Histograms of Year 10 test performance at year 1 and year 2; Cronbach’s alpha for each test to indicate reliability
- MDES calculation – on the basis of actual parameters seen
- Baseline effect size – multilevel model of baseline score (Key Stage 2) against intervention group indicator for those students in the final model to determine whether attrition has led to a significant imbalance at pre-test
- Student characteristics of analysed groups – ANOVA by intervention group of school-level background factors percentage female, percentage ever FSM; to check for possible bias introduced due to attrition.