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ABSTRACT
Massive open online courses (MOOCs) describe platforms where users with completely different backgrounds subscribe to various courses on offer. MOOC forums and discussion boards offer learners a medium to communicate with each other and maximize their learning outcomes. However, oftentimes learners are hesitant to approach each other for different reasons (being shy, don’t know the right match, etc.). In collaborative learning contexts, the problem of automatic formation of effective groups becomes increasingly difficult due to very large base of users with different backgrounds. To address this concern, we propose an approach for group formation of users registered on MOOCs using a modified Particle Swarm Optimization (PSO) technique which automatically generates dynamic learning groups. The algorithm uses the profile attributes of users in terms of their age, gender, location, qualification, interests and grade as the grouping criteria. To form effective groups, we consider two important aspects: a) intra-group heterogeneity and b) inter-group homogeneity. While the former advocates the idea of diversity inside a particular group of users, the latter emphasizes that each group should be similar to one another. We test our algorithm on synthesized data sampled using the publicly available MITx-Harvardx dataset. Evaluation of the system is based on the fitness measures of groups generated using our algorithm which is compared against groups obtained using some of the standard clustering techniques like k-means. We see that our system performs better in terms of forming effective learning groups in the context of MOOCs.
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1. INTRODUCTION

In many collaborative learning contexts, students are organized into small groups to complete their tasks with a common group related goal (Lou, 2008). During the past decades, hundreds of studies have been made to investigate the effectiveness of collaborative learning. Most of these studies conclude that well-constructed learning groups can effectively drive teamwork among the members of the group and can have better performance than poor-constructed groups (Shimazoe, 2010), (Deibel, 2005). Moreover, there are studies that tell us that the conventional approaches of grouping students together based on self-selection or random-selection are not well suited in educational domain (Shimazoe, 2010). Group formation in education essentially requires a broader study of students’ backgrounds, their traits and a know-how of the instructional environment.

The emergence of Massive Open Online Courses (MOOCs) as a major source of learning in the modern world has created several challenges in terms of forming effective groups of learners. More people signed up for MOOCs in the year 2015 than they did in the first three years of the ‘modern’ MOOC movement (which started in late 2011 - when the first Stanford MOOCs took off) (Shah, 2015). The students registered on MOOCs have varied demographics in terms of the countries they originate from, languages they speak and their personality traits. Moreover, studies show that the lack of effective student engagement is one of main reasons for a very high MOOC dropout rate (Onah, 2014). Although many thousands of participants enroll in various MOOC courses, the completion rate for most courses is below 13%. Further studies (Lou, 2008), (Shimazoe, 2010), (Zepke, 2010) have been made to show how collaboration or active learning promotes student engagement. Hence, we believe that forming effective learning groups of students would foster better collaboration and could also help mitigate the dropout rates to some extent.
Keeping the above in mind, our work focuses on exploring the possibilities of assisting MOOC learners in the process of self-organization (e.g. forming study groups, finding partners, encourage peer learning etc.) by developing a group formation strategy based on predefined set of user attributes like age, gender, location, qualification, interests, grade etc. We use a modified particle swarm optimization (Kennedy, 2011) technique that helps in effective group formation by looking at the different user attributes along with the grouping conditions of intra-heterogeneity and inter-homogeneity. The idea is to form learning groups that are diverse internally while being similar to each other on certain aspects, to have the best possible learning outcomes.

The remainder of the paper is organized as follows. Section 2 outlines the proposed model and data for generating effective groups using the modified particle swarm optimization technique. In section 3, experimental evaluation and results are presented. Finally, Section 4 ends with a conclusion and future work.

2. PROPOSED METHOD

We look at the data model along with the design and description of the group formation algorithm.

2.1 Data

The data used in our research comes from the de-identified release from the first year (Academic Year 2013: Fall 2012, spring 2013, and summer 2013) of MITx and HarvardX courses on the edX platform (HarvardX-MITx, 2014). These data are aggregate records, and each record represents an individuals’ activity in one edX course and contains many diverse information about the profile of the learner (e.g. age, gender, location, qualification, grade etc.). For our analysis and without loss of generality, we selected records with attributes about age, gender, location, qualification and grade. Moreover, we enhance this information with synthesized data about learners' interests. This information is not available via the mentioned dataset but is potentially useful for creating effective groups. A brief overview of the dataset attributes can be found in Figure 1 along with a sample of our dataset in Figure 2.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Short</th>
<th>Type</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>user id</td>
<td>id</td>
<td>Numeric</td>
<td>Unique identifier</td>
</tr>
<tr>
<td>age</td>
<td>age</td>
<td>Numeric</td>
<td>Calculated using year of birth</td>
</tr>
<tr>
<td>gender</td>
<td>gen</td>
<td>Binary</td>
<td>F(male)</td>
</tr>
<tr>
<td>location</td>
<td>loc</td>
<td>Categorical</td>
<td>City of the learner</td>
</tr>
<tr>
<td>qualification</td>
<td>qua</td>
<td>Ordinal</td>
<td>5 levels</td>
</tr>
<tr>
<td>interests</td>
<td>int</td>
<td>Hierarchical</td>
<td>Info about learners’ interests</td>
</tr>
<tr>
<td>grade</td>
<td>grade</td>
<td>Numeric</td>
<td>Multi-Value</td>
</tr>
</tbody>
</table>

Figure 1. Data Attribute Description

<table>
<thead>
<tr>
<th>id</th>
<th>age</th>
<th>gen</th>
<th>loc</th>
<th>qua</th>
<th>int</th>
<th>grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>32</td>
<td>M</td>
<td>Frankfurt</td>
<td>Doctorate</td>
<td>ML</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>28</td>
<td>M</td>
<td>Berlin</td>
<td>Secondary</td>
<td>AI</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>27</td>
<td>F</td>
<td>Edmonton</td>
<td>Bachelors</td>
<td>Science</td>
<td>0.8</td>
</tr>
<tr>
<td>4</td>
<td>22</td>
<td>F</td>
<td>Las Vegas</td>
<td>Masters</td>
<td>Soccer, AI</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Figure 2. Dataset Sample
2.2 Data Modelling

A description of how each attribute in Figure 1 is modeled, is as follows: 1) **age**: age range of the users’ are segregated in these five bands: less than 20, 20-25, 25-30, 30-35, 35 and above. 2) **location**: location attribute is categorized into three options: same city, same country or same time zone. 3) **gender**: male or female gender options. 4) **qualification**: the qualification attribute has been divided into 5 levels: less than secondary, secondary, bachelors, masters and doctorate. 5) **interests**: the interest attribute contains one or more values about learners’ interest. 6) **grade**: the grade attribute has averaged learners’ grade from previous courses, between 0(min) and 1(max).

A sample of data vectors can be seen in Figure 3. The ‘x’s in the table represent null value. It must be noted that not all six attributes are required to be used for any kind of grouping. Our proposed algorithm is flexible enough to take one or more of these attributes for group formation. Moreover, we can tune the way each of these attributes contribute in group formation in terms of intra-group heterogeneity and inter-group homogeneity. For instance, a reasonably heterogeneous group would refer to a group where student-grades reveal a combination of low, average and high student-grades. This is justified by the recommendation of Slavin (Slavin, 1987) who proposed that students should work in small, mixed-ability groups. Hence, it is necessary that grade distribution is even across all groups i.e. the average grades of students across all groups should be same (inter-group homogeneity) while maintaining that within each groups the grades are diverse (intra-group heterogeneity).

<table>
<thead>
<tr>
<th>userid</th>
<th>age</th>
<th>gen</th>
<th>loc</th>
<th>qua</th>
<th>int</th>
<th>grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30-35</td>
<td>M</td>
<td>same city</td>
<td>Masters</td>
<td>x</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>Bachelors</td>
<td>Football</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>25-30</td>
<td>F</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>0.8</td>
</tr>
<tr>
<td>4</td>
<td>&lt;=25</td>
<td>x</td>
<td>same timezone</td>
<td>&lt;=Bachelors</td>
<td>x</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Figure 3. Sample Data Vectors

Another important factor for group formation in collaborative learning is the interest of group members since it has the potential to change the involvement of individuals in learning (Freeman, 2014). A group with common interests will have more interactivity and discussions that is likely to make the learning process more engaging. The same can be said about the 'location' attribute. Students residing in the same city, country or time zone will be able to collaborate better due to minimal time differences.

2.3 Algorithm

In this section, we discuss our group formation algorithm in detail. In short, at first we use a modified K-means clustering algorithm (Hartigan, 1979) to fit our data attributes to seed initial swarm of particles. Then we use a hybrid particle swarm optimization technique to build the final group of learners.

2.3.1 Modified K-means

In modified K-means algorithm, at first all the cluster ‘centroids’ or ‘mid-points’ are randomly initialized using the data vectors. Then the distance for each data vector is calculated using a scoring system wherein the distance between each attribute of a data vector to that of its corresponding attribute of all centroids is calculated. The data vector is then assigned to that cluster where it has the least distance ‘d’ with its corresponding centroid as per the equation in the figure below:

$$d(z_p, m_j) = \sqrt{\left( \sum_{k=1}^{N_d} (z_{pk} - m_{jk})^2 \right)}$$

Figure 4. Distance Calculation
where \( k \) represents a particular dimension or an attribute, \( N_d \) denotes the input data dimension (number of attributes), \( N_c \) denotes the number of centroids of the clusters or the number of clusters to be generated, \( z_p \) denotes the \( p \)-th data vector, \( m_j \) denotes the centroid of cluster \( j \).

The attributes are modelled in the following way for distance calculation: 1) age, qualification: age and qualification attributes are divided into levels in such a way that adjacent levels have a distance of one unit. The distance is then normalized in range \([0 - 1]\) by dividing it by the maximum distance value possible. 2) gender, location: For any given categorical options of gender and location, if the values for any two users are same then the distance is 0 else 1. 3) interests: The hierarchy we used for interests of users is based on WordNet (Miller, 1995) and the similarity measure used is based on the Wu and Palmer method (Wu, 1994) score that considers the depths of the two synsets in the WordNet taxonomies, along with the depth of the LCS (Least Common Subsumer). Score for this similarity is between 0 and 1, since we are implementing our system in a distance measure (and not similarity) the final value of distance between the interests is \([1 - \text{score}]\). 4) grade: For grade attribute, distance measure between a data vector and centroid is simply the difference between their grade values.

In traditional k-means (Hartigan, 1979) algorithm, the centroids are typically recalculated by taking the average sum of all the data vectors present within a cluster until a stopping criteria is reached. However, in this case, centroids are recalculated in a different way based on each attribute value of every data vector within a particular cluster, as per the following rule:

1) \textit{age, grade}: centroid value corresponding to these attributes is the mean of age and grade of every data vector present within the cluster.

2) \textit{location, gender, qualification, interests}: centroid values for each of these attributes is the most common attribute value within the data vectors belonging to a particular cluster. Moreover, K-means clustering process ends when any one of the following stopping criteria is reached: when the maximum number of iterations has been exceeded or when there is little to no change in the centroid vectors over multiple iterations. We use k-means for two different purpose: 1) To formulate baseline clusters to compare against the clusters or groups generated using hybrid PSO algorithm and 2) To initialize one of the particles used in the hybrid PSO algorithm. We use two different baseline models for result comparison, as mentioned below:

1) Number of clusters/groups (\( k \)) is specified: In this case, the number of clusters to be formed using k-means is specified by the user. Each cluster obtained after running k-means will have data vectors that are very similar to each other. However, in order to have intra-cluster heterogeneity we need to have diverse data vectors within a cluster. To build an unbiased baseline model, we create equal number (\( k \)) of empty clusters. Then using the first cluster obtained via k-means, we evenly distribute the data vectors in them to each of these empty clusters. We repeat this process with all other data vectors from the clusters obtained using k-means. In the end, we have a new set of clusters with data vectors, which are diverse and can be used as a good baseline for result comparison.

2) Number of users (\( \alpha \)) in a cluster/group is specified: In this case, the number of users in each cluster or group is pre-decided. In order to account for intra-cluster heterogeneity, we create empty clusters, each with size \( \alpha \). Every cluster is then filled with data vectors obtained from each of the clusters generated using k-means until a value is reached. In the end, we have new set of clusters (size \( \alpha \)) with data vectors that are diverse and can be used as a good baseline for result comparison.

Next, we discuss the hybrid particle swarm optimization (PSO) algorithm. We modify the standard PSO algorithm for MOOCs and combine it with modified k-means to build a hybrid algorithm for group formation.
2.3.2 Hybrid Particle Swarm Optimization

Over several years, the particle swarm optimization (Kennedy, 2011) has been used to solve various problems of the level of complexity NP-Hard (Jarboui, 2008), (Yin, 2006). The results of these studies show that PSO has been very effective in solving problems of this level of complexity. Our problem involves optimization of different student attributes, hence we used hybrid PSO to form effective learning groups. The aim of hybrid PSO is to find an optimum solution based on a certain fitness function. Every particle is evaluated with respect to this fitness function; the fittest particle is accepted as solution. In hybrid PSO, we calculate the velocity and position of all particles after every iteration based on the equations below:

\[
v_{i,k}(t+1) = w v_{i,k}(t) + c_1 r_{1,k}(t) (p_{Best,k}(t) - x_{i,k}(t)) + c_2 r_{2,k}(t) (g_{Best,k}(t) - x_{i,k}(t))
\]

\[
x_{i}(t+1) = x_{i}(t) + v_{i}(t+1)
\]

Figure 5. Velocity and Position Equation

where \(x_i\) is the current position of the particle, \(v_i\) is the current velocity of the particle, \(w\) is the inertia weight, \(c_1\) and \(c_2\) are the acceleration constants, \(r_{1,k}(t), r_{2,k}(t)\) are random numbers between (0,1), and \(k = 1, ..., N_d\).

In the context of grouping, a single particle in PSO represents the \(N_c\) cluster centroid vectors, wherein each particle \(x_i\) is constructed as follows:

\[
x_i = (m_{i1}, \ldots, m_{ij}, \ldots, m_{iN_c})
\]

where \(m_{ij}\) refers to the \(j\)-th cluster centroid vector of the \(i\)-th particle in the cluster \(C_{ij}\).

Therefore, a swarm represents a number of candidate solutions, as each particle in itself is a solution. We use the modified k-means to initialize the \(N_c\) centroid vectors of one of the particles of the swarm. The centroid vectors of remaining particles are initialized randomly using the data vectors. Once the groups of all particles are initialized, we calculate the fitness of each particle, which is measured using the following fitness error functions:

\[
fitness(P_{i,grade}) = \forall c_{ij} \in N_c : |\text{max}(c_{ij,grade}) - \text{min}(c_{ij,grade})|
\]

\[
fitness(P_{i,loc,inter}) = \sum_{j=1}^{N_c} \sum_{z \in C_{ij}} d(z_p, m_{ij}) / |C_{ij}|
\]

Figure 6. Fitness Equations

where ‘d’ is Euclidean distance defined in figure 1, \(|C_{ij}|\) is the number of data vectors belonging to group \(C_{ij}\).

Above-mentioned equations are fitness measures of a particle in terms of ‘grade’ and ['location', 'interest'] attributes respectively. The less the fitness error, the better the quality of groups formed. More specifically, if the grade difference between the max and min grade value for all groups within a particle is less than a threshold \(t = 0.1\), the particle is fit. We select the \(g_{Best}\) (global best) and the \(p_{Best}\) (personal best) particles based on the combination of fitness achieved using equations in Figure 6. The particle with least ‘grade’ difference and minimum 'location' and 'interest' distances, is selected as the global best. In addition, each particle stores its local best state, which has the least grade difference and minimum 'location' and 'interest' distances, in any given iteration.

Next, we update the group centroids of each particle using equations in Figure 5. However, the update for each attribute of the centroids is different from each other. In case of age and grade attributes, the updated values depend on the age, grade values of global best and personal best particle whereas for all other attributes [location, gender, qualification and interests], the updated values depend on the most common values of all data points in respective groups. This entire sequence completes one iteration of the algorithm. PSO is usually executed until a specified number of iterations has been exceeded or if a certain level of fitness has been achieved.
Below is the summary of group formation using hybrid particle swarm optimization (PSO):

1. Initialize each particle with $N_c$ randomly selected cluster centroids, except one centroid which is initialized using modified k-means.

2. for iteration $t = 1$ to $t_{\text{max}}$
   (a) for each particle $i$ do
   (b) for each data vector $z_p$
       i. Calculate the attribute distances $d(z_p,m_{ij})$, between the data vector $z_p$ with each cluster centroid $m_{ij}$, for all cluster centroids $C_{ij}$.
       ii. Assign $z_p$ to the Cluster $C_{ij}$ where the distance is minimum.
       iii. Calculate the fitness of particle using equations in Figure 6.
   (c) Update the global best particle in the swarm along with the personal best of each particle.
   (d) Update the group centroids of each particle using equations in Figure 5.

3. EXPERIMENTS AND RESULTS

Our experiments employed a series of testing to analyze the effectiveness of the PSO algorithm for group formation in MOOCs. We compare the quality of clusters generated using the modified k-means and hybrid PSO based on the calculated fitness error as defined in equations in Figure 6. The objective is to help us measure diversity inside each of the group while at the same time making sure that every group is similar to the other based on the grading levels.

The hybrid PSO algorithm was run on a computer with 2.7 GHz Intel Core i5 processor and 8 GB RAM. In order to examine the effectiveness of the PSO, five different sets of data for each $[100, 1000, 5000]$ samples were generated randomly from the original dataset that has around 300k records. The parameters used for velocity update (refer equation 2) are, $w = 0.72$ and $c_1 = c_2 = 1.49$. These values were chosen to ensure good convergence (Bratton, 2007). In addition, the number of particles predefined is $[10, 20, 50]$ respectively for data with volumes of $[100, 1000, 5000]$ records. This was chosen based on the study (Chen, 2010) that any number of particles between 10 to 100 are capable of producing results that are clearly superior or inferior to any other value for a majority of the tested problems. The results reported is averaged over five different simulations, each simulation was run with different data samples. Our results will be analyzed on two different baseline models: 1) Number of groups ($k$) is specified and, 2) Number of users ($\alpha$) in a group is specified.

3.1 Results

Figure 7 below shows the effect of varying the number of groups on the fitness values for 'grade difference', 'interest' and 'location' distances for 100 data records. As expected, the fitness error should go down as the number of groups increase. We calculate the grade fitness based on equation in Figure 6, wherein the difference between the maximum and minimum grade values is taken from all the groups. This difference is represented as the fitness score in figure 7 (a). It is seen that the fitness score decreases with increase in number of groups that means that the quality of groups formed increase as the number of groups increase. Next, we calculate the 'location' and 'interests' fitness based on equation in figure 6. The total distance for 'location' and 'interest' is normalized to produce a fitness score that is shown in Figure 7 (b). A similar pattern is seen wherein the fitness score decreases with increase in number of groups.
Figure 7. Effect of Different Number of Groups on Fitness

We also compare the fitness results when the number of users in a group ($\alpha$) is predetermined; the results are shown in Figure 8. Looking at the grade fitness graph (Figure 8 (a)), the fitness error decreases with increase in the number of users per group. This is expected because with more users the chances of 'grade' scores being skewed decreases, hence the grade fitness increases.

However, the grade, location and interests’ fitness for the hybrid and baseline model is close for low values of ($\alpha$). This can be attributed to the fact that with lower number of learners in a group, the chances of similar values for the mentioned attributes within a group decreases.

Similarly, for 'location' and 'interest' fitness (Figure 8(b)), the hybrid PSO models performs the same as the baseline model when the number of users per group are less. However, it outperforms the baseline when the number of users per group increase. However, the overall fitness error may increase even with the increase in number of users. It can be seen that the fitness score increases from 0.43 to 0.48 when the number of users per group increase from 20 to 25.

Figure 8. Effect of Number User Per Group ($\alpha$) on Fitness

Overall, the results show that the hybrid PSO model outperforms both the baseline models for generating better quality groups. Although, the algorithm could not be tested real-time on an actual MOOC platform, these results nevertheless provide promising insights when applying hybrid PSO technique in group formation using student attributes. Hence, it would be worthwhile to integrate it within an actual MOOC to get a realistic opinion on its performance.
4. CONCLUSION AND FUTURE WORK

In this paper, we presented a framework using a hybrid particle swarm optimization to form student groups based on attributes like [age, gender, location, qualification, interests and grade]. The evaluation of the proposed algorithm was done in the previous section to determine the overall quality of groups formed in terms of fitness. The results showed that the group quality was better when compared to the baseline model of groups formed using the modified k-means method. The proposed strategy can help the instructors to automatically generate suitable learning groups of students for online classes, which may foster better collaboration between the participating students by increasing their level of interaction with like-minded and diverse population.

As future work, we plan to conduct tests on an actual MOOC platform to get a real-time assessment of the quality of student groups formed based on the proposed algorithm. The algorithm can also be improved to add more attributes that could potentially increase the chances of forming better quality groups. These attributes could be derived based on the past courses that the students had registered for, or in some form of a feedback from students themselves based on a certain questionnaire. Case studies reveal that the number of participating users in MOOCs is increasing every year, hence it becomes quite challenging to establish the same kind of communication that exists within a classroom. However, by using hybrid PSO to generate dynamic learning groups, we believe we can bridge that gap to some extent.
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