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Abstract. Presentation of raw text to language learners is not enough to ensure learning. Thus, we present the Smart and Immersive Language Learning Environment (SMILLE), a system that uses Natural Language Processing (NLP) for enhancing grammatical information in texts chosen by a given user. The enhancements, carried out by means of text highlighting, are designed to draw the users’ attention to specific grammatical structures and thus help them to notice their occurrence in authentic contexts. To assess the quality of the enhancements, we carried out an evaluation of 48 structures in terms of precision in different text genres. This diversity approximates the contexts in which a language learner should immerge.
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1. Introduction

Computer-Assisted Language Learning (CALL) systems have recently started to use NLP applications for aiding in reading activities (Azab et al., 2013). Those systems base their approach to Second Language Acquisition (SLA) on the findings that the presentation of raw input to a language learner is not enough for ensuring that something will be learned (Meurers et al., 2010). So, the learner may not notice the grammatical content that is present in a text and, therefore, not convert the input into intake, as stated by Schmidt (1990, 2012). To address the lack of salience of information in input, the notion of input enhancements was created (Smith, 1993; Smith & Truscott, 2014).

Among the CALL systems that use NLP for identifying relevant SLA information in texts, the Smartreader (Azab et al., 2013), the FLAIR (Chinkina & Meurers, 2016), and the WERTi (Meurers et al., 2010) systems employ syntactic highlighting.
as a means of enhancing raw texts. All of them preprocess texts using the Stanford parser (Manning et al., 2014) and then apply rules with different granularities to get grammatical information and present them to the language learner⁴.

This paper presents SMILLE, a system that automatically enhances grammatical structures in English texts chosen by the user. Since the detection of pedagogically relevant grammatical structures cannot be only based on parser information, we developed rules to cover them. In this study, our main focus was to evaluate the precision of these rules in different genres.

2. **SMILLE**

Using a similar approach to the systems already presented, SMILLE⁵ uses input enhancements to draw the reader’s attention to specific language structures. The user is free to choose any web-based text that will then be processed with Stanford parser and submitted to a rule-based processing that lists the existing grammatical structures for the language learner, who can choose on the fly which structures are to be enhanced. The enhancements are made by means of color-coding, highlighting, and boldface formatting (based on Simard, 2009), as illustrated in Figure 1. The system can enhance various types of grammatical structures that are based on Common European Framework of Reference for languages (CEFR) recommendations and are pedagogically organized according to Altissia’s English curriculum (www.altissia.com). The system also provides access to grammar explanations, which are automatically linked to Altissia’s course, and to word definitions from online dictionaries (e.g. Merriam-Webster’s dictionary, at https://www.merriam-webster.com).

**Figure 1.** Example of highlighted quantifiers
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⁴ A comparison between SMILLE and other systems is presented in Zilio, Wilkens, and FaiRon (2017).
⁵ For a more complete description of the system, see Zilio and Fairon (2017) and Zilio et al. (2017).
3. Methodology

To assess the system's reliability in showing information to the user, a precision evaluation was conducted with 48 grammatical structures that do not rely solely on parser's information for being detected, requiring complex rules.

For that purpose, we selected four corpora of differing genres (Table 1): BBC: complete news articles from the BBC (2004-2005) corresponding to stories in five topics (entertainment, sports, business, politics, and technology) (Greene & Cunningham, 2005); GUT: selection of books from Project Gutenberg covering different literary genres (The Turn of the Screw, Wastralls, The Picture of Dorian Gray, The Phantom of the Opera, The Certain Hour, Greenmantle, Corpus, The Lair of the White Worm, Animal Ghosts, and The Shunned House); MOV: Cornell Movies, a collection of fictional conversations extracted from 617 raw movie scripts (Danescu-Niculescu-Mizil & Lee, 2011); and SCI: corpus of scientific papers (Jaidka, Chandrasekaran, Rustagi, & Kan, 2016).

Table 1. Description and average precision per corpus

<table>
<thead>
<tr>
<th>Corpora</th>
<th>Tokens</th>
<th>Types</th>
<th>Sentences</th>
<th>Documents</th>
<th>Average Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBC</td>
<td>978k</td>
<td>38k</td>
<td>41k</td>
<td>2,225</td>
<td>78%</td>
</tr>
<tr>
<td>GUT</td>
<td>826k</td>
<td>31k</td>
<td>41k</td>
<td>10</td>
<td>79%</td>
</tr>
<tr>
<td>MOV</td>
<td>4,246k</td>
<td>72k</td>
<td>481k</td>
<td>617</td>
<td>81%</td>
</tr>
<tr>
<td>SCI</td>
<td>660k</td>
<td>46k</td>
<td>29k</td>
<td>219</td>
<td>72%</td>
</tr>
</tbody>
</table>

All corpora were annotated with SMILLE and then we extracted samples of 25 random instances for each corpus and for the 48 grammatical structures, and evaluated them in terms of precision. This evaluation was carried out by one language specialist.

4. System evaluation

The system achieved an overall average precision of 81%, but the median was 91%, indicating that most of the structures (67%) actually scored above the average. After removing outliers (beyond two standard deviations), the actual overall average is 85%. The similar average scores per corpus, as shown in Table 1, also hide the differences among the corpora and the distribution of the phenomena. For

6. If the corpus did not present 25 instances of a given structure, all of them were evaluated.
7. For reasons of space constraints, the complete table of results for all 48 grammatical structures is presented in https://goo.gl/CybVPE.
instance, BBC presented no occurrences for 1/3 of the structures and SCI had less than 10 occurrences for 1/4 of the structures, while GUT and MOV presented at least 25 instances for most of the structures.

Considering the individual structures, we saw that six structures scored below 50% precision, while 26 of them scored above 90%. Some of them had a very low precision score in all corpora, like the connectives of purpose (average 20%), and the connectives of reason and result (average 22%), while others had influence of the genre, like the ellipsed infinitive (0% in SCI, 17% in GUT, and 64% in MOV).

These differences between corpora arise from the preference of distinct forms related with the same grammar structure, as discussed by Roland, Dick, and Elman (2007). This means, for example, that the distribution of the ellipsed infinitive present in SCI are different to those used in MOV.

5. Conclusions

The evaluation of SMILLE showed us where we need to focus our attention for improving the system’s performance. While a few of the grammatical structures present low precision scores that need to be addressed before presenting the system to a language learner, most of them had scores above 90%, which is comparable to systems of grammatical labeling (Cer, De Marneffe, Jurafsky, & Manning, 2010).

SMILLE is designed to be used along a regular language course, so, to approximate the variety of texts that a language learner can be in contact with, we used different genres, presenting a broader range of contexts for testing the developed rules, and we observed, for instance, that genre affects the detection of grammatical structures and should be considered for parsing purposes. This result can be used to optimize the system to consider text genres, so that rules could be specialized and applied to certain genres. In general, this allows us to improve SMILLE to better address the user needs.
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