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Students tend to have poor metacomprehension when learning from text, meaning they are not able to distinguish between what they have understood well and what they have not. Although there are a good number of studies that have explored comprehension monitoring accuracy in laboratory experiments, fewer studies have explored this in authentic course contexts. This study investigated the effect of an instructional condition that encouraged comprehension-test-expectancy and self-explanation during study on metacomprehension accuracy in the context of an undergraduate course in research methods. Results indicated that when students received this instructional condition, relative metacomprehension accuracy was better than in a comparison condition. In addition, differences were also seen in absolute metacomprehension accuracy measures, strategic study behaviors, and learning outcomes. The results of the current study demonstrate that a condition that has improved relative metacomprehension accuracy in laboratory contexts may have value in real classroom contexts as well.
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Success in college depends to a considerable degree on students’ ability to engage in effective comprehension of informational text. Even with advances in technology, text still remains a primary source of information transmission in many courses, as students are assigned readings to study on their own and are expected to have the skills necessary to engage in effective self-regulated learning. However, a great deal of research has shown that readers lack an ability to accurately track their comprehension. Metacomprehension accuracy is defined as the ability to predict how well one will do on a test of comprehension after reading. Although this is a critical skill for the regulation of many reading and studying behaviors, empirical studies have demonstrated that most college students are quite poor at gauging how well they have understood what they have just read (Baker, 1989; Pressley, 2000, 2002; for reviews, see Dunlosky & Lipko, 2007; Maki, 1998a; Thiede, Griffin, Wiley, & Redford, 2009). Few students come to college equipped with the monitoring skills they need to engage in maximally effective self-regulated study behaviors that will in turn enable them to successfully comprehend and learn from expository texts (Ley & Young, 1998; Otero & Campanario, 1990; Zimmerman, 2002). Furthermore, it has been shown that as a result of poor metacomprehension accuracy, readers fail to make optimal decisions about what to reread (Maki, 1998a; Rawson, O’Neil, & Dunlosky, 2011; Thiede, Anderson, & Therriault, 2003).

Many models of effective self-regulated learning presume that metacognition, particularly the accurate monitoring of ongoing learning, is what allows for online regulation of cognitive processes during study (e.g., Dunlosky & Metcalfe, 2008; Greene & Azevedo, 2007; Griffin, Wiley, & Salas, 2013; Koriat, 1997; Metcalfe, 2009; Nelson & Narens, 1990; Thiede & Dunlosky, 1999; Winne & Hadwin, 1998; Zimmerman, 2002). As such, accurate monitoring is critical for effective study (Maki, 1998a; Winne & Perry, 2000). If a person does not accurately differentiate well-learned material from less-learned material, he or she could waste time studying material that is already mastered, or worse, fail to restudy material that has not been adequately learned. Thus, to assess whether readers have the ability to differentiate between well-learned and less-learned materials, a paradigm was developed in which participants are given a set of texts or passages to read (Glenberg & Epstein, 1985; Maki & Berry, 1984). Participants then predict their comprehension and complete comprehension tests for each individual passage. Monitoring accuracy is operationalized as the intrapersonal correlation between a person’s predictive ratings and actual test performance among the set of passages; thus, greater comprehension monitoring accuracy is indexed by a more positive intrapersonal correlation. A standard
term for this index is relative metacomprehension accuracy (Maki, 1998a). This basic paradigm provides a good model for the actual self-regulated learning that students need to engage in on a daily basis, as students routinely have to study multiple topics simultaneously, within a limited timeframe, and need to regulate how much effort to devote to each topic. Consistent with this assumption, relative metacomprehension accuracy has been demonstrated to relate positively to self-regulated learning outcomes (de Bruin, Thiede, Camp, & Redford, 2011; Rawson et al., 2011; Thiede et al., 2003; Thomas & McDaniel, 2007).

An alternative approach has explored comprehension monitoring accuracy using measures of absolute accuracy (i.e., the absolute difference between judgment magnitude and performance), or confidence bias (i.e., the signed difference between judgment magnitude and performance). Whereas relative accuracy is measured using intraindividual correlations among a set of judgments and tests for each individual, absolute accuracy and bias measures are computed as difference scores. Absolute accuracy and confidence bias of judgments are not reliably correlated with relative accuracy, and they measure distinct aspects of the metacognitive process (Griffin et al., 2013). If a learner assumes that all tests on all topics will be much easier than they actually are, their judgments will greatly exceed their performance (high overconfidence) and the absolute magnitude of the difference will be high (low absolute accuracy). Yet if they make this same assumption about all the tests, it will have little to no impact on how well the variance in their judgments tracks the variance in their performance across tests (relative accuracy). Reasonably high absolute accuracy and low confidence bias can be achieved by merely making reasonable prior assumptions about oneself or the tests in general, whereas such assumptions will not help in predicting relative differences in one’s performance from text to text. The latter requires more sensitivity to text-specific cues, such as those gleaned from the actual experience of trying to read and comprehend each individual text. In addition to sensitivity to a learner’s general a priori assumptions, computations of absolute accuracy and confidence bias are directly dependent on overall test performance itself. This dependence in absolute accuracy and confidence bias measures has been the primary argument used in favor of relative accuracy, as it represents a measure of metacognitive monitoring that is not confounded with test performance (Nelson, 1984).

Most studies that have been done in a classroom context have explored the accuracy of students’ monitoring in terms of absolute accuracy, and in general results suggest that students tend to be inaccurate, and often overconfident, in estimating their level of overall mastery of any given topic (Hacker, Bol, & Babbahani, 2008; Hacker, Bol, & Keener, 2008; Huff & Niftel, 2009; Lin & Zabrucky, 1998; Niftel, Cao, & Obsborne, 2006; Schraw, 2009). Absolute accuracy and confidence bias are likely to impact study behaviors differently than relative accuracy. As they are heavily determined by the magnitude of a single or aggregated judgment, absolute accuracy and confidence bias would be relevant for decisions to terminate study (Dunlosky & Rawson, 2012). Learners may decide not to study a text any longer when they judge the text to be comprehended, but this decision is not made relative to other texts. So an overestimation of comprehension may lead to an inappropriate early termination of study. On the other hand, relative accuracy is most relevant when learners have a restricted amount of time available to engage in restudy, which forces them to allocate time between texts. That is, relative accuracy should be important for allocating study time and focusing resources where they are most needed when time and resources are limited. Realistically, learners will rarely spend unlimited time to master all to-be-learned materials, so relative accuracy and study-time allocation will be relevant any time more than a single simple concept is being learned. Most prior work exploring metacognitive judgment accuracy in authentic classroom contexts has used measures of absolute accuracy or confidence bias; therefore, less is known about the factors that may affect relative metacomprehension accuracy.

Although this study reports both absolute and relative metacomprehension measures, the main emphasis is in understanding the conditions that might promote better relative accuracy in the context of learning from text for a research methods course. In particular, this study tested whether a condition that included both example comprehension test items on different topics and self-explanation instructions could be shown to improve relative metacomprehension accuracy. Specifically, one half of a research methods class was given a reading instruction that prompted students to attempt to try to explain texts to themselves as they studied, and example comprehension test items on different topics that gave them an expectation that upcoming test items would require them to generate inferences about the readings. Both experimental and control groups of students had the opportunity to read the same set of course-related texts twice, under the same time limitations, that forced them to make study choices. The experimental condition was developed based on research done using a situation-model approach to improving comprehension monitoring, where providing example test items on different topics and explanation prompts have been shown to improve relative monitoring accuracy in laboratory studies, as reviewed below.

The Situation Model Approach to Accurate Metacomprehension

Much of the existing work on relative accuracy and regulation of study has explored students’ estimates of learning in the context of paired-associate learning; for example, learning foreign language vocabulary, or memory for definitions or facts (Bjork, Dunlosky, & Kornell, 2013; Dunlosky & Rawson, 2012; Koriat, 1997; Metcalfe, 2002; Nelson & Narens, 1990; Son & Metcalfe, 2000; Thiede & Dunlosky, 1999, Vesonder & Voss, 1985). As paired-associate learning involves memorizing items, this work is exploring the construct of metamemory, or the ability to predict one’s own performance on tests of memory. In this literature, it has been demonstrated that relative metamemory accuracy as assessed with intraindividual correlations between predictions of whether or not each item will be remembered, and whether or not each item is remembered successfully, can reach near perfect levels (i.e., intraindividual correlations above .90; Nelson & Dunlosky, 1991; Rhodes & Tauber, 2011). There exists a parallel body of work that has explored students’ estimates of learning from text, where students judge the extent to which they have comprehended what they have read. This work explores the construct of metacomprehension. In contrast to typical relative metamemory accuracy findings, typical levels of relative metacomprehension accuracy are quite low. Maki (1998a) reported that the mean intraindividual
correlation between comprehension ratings and test performance across 25 studies from her lab was only around .27. Meta-analyses by Dunlosky and Lipko (2007); Lin and Zabrucky (1998); Thiede et al., (2009); and Weaver, Bryant, and Burns (1995) reached similar conclusions. Furthermore, recent work has shown that readers can be easily misled in their monitoring accuracy by font (Miele & Molden, 2010; Sanchez & Jaeger, 2015), by reading from a computer screen instead of paper (Ackerman & Goldsmith, 2011; Lauterman & Ackerman, 2014), by the presence of colorful illustrations or interesting details (Ackerman & Leiser, 2014; Jager & Wiley, 2014; Serra & Dunlosky, 2010), by more realistic illustrations (Hegarty, Smallman, & Stull, 2012), and even by analogies that are embedded in science texts with a goal of improving comprehension (Jaeger & Wiley, 2015).

Why are readers so poor at monitoring their own understanding?

A prevailing explanation for inaccurate monitoring is that students typically use suboptimal cues to predict their comprehension. Koriát’s (1997) cue-utilization framework asserts that learners infer their level of learning and gauge likely future performance on the basis of two general types of cues: those tied to subjective experiences during learning; and those tied to a priori assumptions about the task, the materials, the topic, the presumed general effectiveness of the study strategies one has employed, or one’s abilities. Griffin, Jee, and Wiley (2009) mapped these cue types onto Flavell’s (1979) distinction between metaknowledge and metaexperiences, noting that a priori assumptions or metaknowledge provides heuristic cues for deriving judgments of understanding, whereas experienced-based cues and metaexperiences represent cues that must be monitored during a learning episode. Only experience-based cues directly reflect the level of learning that has actually occurred and the quality of the mental representation one has constructed from reading. This means that experience-based cues will be more valid than heuristic cues for predicting the quality of comprehension for particular texts.

However, not all experience-based cues are equally valid indicators of text comprehension. Some cues reflect only surface memory, whereas other cues better reflect understanding of the concepts, their relation to each other, and their relation to prior topic knowledge (Rawson, Dunlosky, & Thiede, 2000; Wiley, Griffin, & Thiede, 2005). Experience-based cues can be mapped onto the different levels of text representation specified in the construction-integration model of text comprehension (Kintsch, 1998). In this model, text is concurrently represented at multiple levels including a lexical or surface level, a textbook level, and a situation model level. The lexical level, containing the surface features of the text, is constructed as the words and phrases appearing in the text are encoded. The textbook level is constructed as segments of the surface text are parsed into propositions, and as links between text propositions are formed based on argument overlap. The construction of the situation model also involves linking propositions. However, the integration of propositions here involves connecting text information with the reader’s prior knowledge (McNamara, Kintsch, Songer, & Kintsch, 1996) and making causal connections or inferences (Trabasso & van den Broek, 1985; Wiley & Myers, 2003). It is a person’s situation model that largely determines his or her performance on tests of comprehension (Kintsch, 1994, 1998; McNamara et al., 1996; Wiley et al., 2005). Thus, experience-based cues related to the quality of one’s situation-model provide the most valid basis for making judgments of text comprehension. The situation model approach to accurate metacomprehension posits that readers need to both generate and select cues related to their situation models when making comprehension judgments (Griffin et al., 2013). When readers are able to access and use cues related to their situation models, the judgments that readers make about their own understanding will be more accurate.

Manipulations that affect valid cue access.

A few manipulations have been shown to make the cues related to the quality of their situation model more accessible to college students when making their judgments: delayed generation tasks (keywords, summaries, diagram completion), and self-explanation during rereading. Having students engage in delayed generation of keywords, summaries, or diagrams prior to making judgments has produced levels of relative metacomprehension accuracy that exceed the typical benchmark of .27 in numerous studies (Anderson & Thiede, 2008; de Bruin et al., 2011; Lauterman & Ackerman, 2014; Shiu & Chen, 2013; Thiede & Anderson, 2003; Thiede et al., 2003; Thiede, Dunlosky, Griffin, & Wiley, 2005; Thiede, Griffin, Wiley, & Anderson, 2010; Thiede, Redford, Wiley, & Griffin, 2012; van Loon, de Bruin, van Gog, van Merriënboer, & Dunlosky, 2014). Generating information following reading can yield subjective experience-based cues for the reader about how successfully he or she is able to retrieve information (cf. the modified feedback hypothesis described by Glenberg, Sanocki, Epstein, & Morris, 1987). The timing of some generation tasks is critical, because surface memory for text decays over time, whereas the situation model is robust to such decay (Kintsch, Welsch, Schmalhofer, & Zimny, 1990). Thus, when writing a summary or doing another generative task after a delay, a person will more likely have to rely on their relatively greater access to the situation model of a text than on their quickly decaying surface memory. The delayed generation task will therefore produce cues that can better predict situation-model-level comprehension. Thiede et al. (2010) examined this assumption more directly by having readers report what cues they used when making their judgments following an immediate or delayed keyword generation task. Most readers in both conditions reported relying on how much they could remember. But using memory as a cue was far more predictive of situation-model level comprehension when the keyword generation was at a delay.

More recent work has shown that self-explanation during reading can also allow for access to situation model cues during monitoring. Self-explanation is a question-asking activity that can help learners develop a deeper understanding of material as they study. The goal of self-explanation is for learners to generate statements during study that help to explain and make sense of what they are learning (Chi, 2000). Much work has demonstrated that asking students to engage in constructing explanations or arguments while reading, asking students to answer how-and-why questions, instructing readers to make connections across sentences, or prompting them to consider the meaning and relevance of each sentence to the overall point of the text has been shown to improve inference generation and text comprehension processes (Chi, 2000; King, 1994; McNamara, 2004; Wiley & Voss, 1999). However, aside from improving comprehension itself, the importance of engaging in explanation activities in the present context is that it can help to focus learners on the quality of their situation or causal mental models.
On the basis of this previous work, Griffin, Wiley, and Thiede (2008) tested whether prompting undergraduate students to explain answers to how-and-why questions might improve relative accuracy. The logic was that attempting to explain a text might generate metaexperiences such as a subjective sense of how hard it is to generate an explanation or how coherent an explanation seems. Participants were randomly assigned to conditions. One group read and self-explained connections between parts of the text as they read a second time. Another group read twice, and a third group read only once. The group prompted to self-explain during rereading demonstrated significantly better relative metacomprehension accuracy. Similar benefits were seen by Jaeger and Wiley (2014) when readers were instructed to self-explain from illustrated texts, and by Redford, Thiede, Wiley, and Griffin (2012), who had middle school students construct concept maps during reading. All these tasks were intended to produce greater access to relevant judgment cues, required generative activity, and required use of one’s situation-model text representation. As self-explanation and concept mapping inherently entail use of a reader’s situation-model representation, the benefits of these activities on relative metacomprehension accuracy were seen even without a delay between reading and the generative activity.

**Manipulations that affect valid cue selection.** Another set of findings relates to manipulations designed to help readers to select valid cues for comprehension monitoring from among those that are available, for example by giving students the expectancy that their comprehension will be assessed with inference tests rather than memory tests. Students need to understand what it means to “comprehend” an expository text in order to be able to monitor their own comprehension (Wiley, Griffin, & Thiede, 2008). Without specific instructions about what comprehension entails, what their goals for reading should be, and what comprehension tests will be like, students may make monitoring judgments based on memory-based cues, or heuristic cues such as interest, instead of comprehension-based cues. They may read an expository text passively, or with the goal of trying to remember it, rather than with a goal of trying to understand what it is saying. In order to engage in monitoring of the correct behaviors, readers need to appreciate that their goal for reading is to try to understand how or why a phenomenon or process occurs, and that the questions they will be asked will depend on making connections and causal inferences across sentences. Said another way, students need to adopt appropriate **norms** for making study-related decisions (Lipko et al., 2009).

Recent studies have attempted to instill comprehension as a reading goal by using a test-expectancy paradigm. For example, Thiede, Wiley, and Griffin (2011) instructed readers to expect either a memory test or a comprehension test, and then gave them example test items for example passages consistent with these goals. This manipulation resulted in significantly higher relative metacomprehension accuracy for the comprehension expectancy group than the memory expectancy group. Wiley et al. (2008) used a similar manipulation plus a no-expectancy group. Again, the comprehension expectancy condition showed the highest relative metacomprehension accuracy. When comprehension test expectancy was combined with a self-explanation instruction, the benefits to relative monitoring accuracy were found to be additive (Wiley et al., 2008), which supports the theoretical distinction between access and selection components of cue utilization, but also demonstrates that they may be particularly effective when combined. The test-expectancy manipulations just described all used example tests on completely different topics, thus manipulation of comprehension for the target information was not confounded with expectancy, and the studies used a measure of relative accuracy that is not inherently confounded with comprehension effects.

There are other studies that have made reference to the idea of inducing test expectancies and have informed readers about the upcoming tests, but these studies have confounded any expectancy information with direct manipulations of how texts are processed during reading. Thomas and McDaniel (2007) told readers what test to expect, but the test-expectancy was linked to a particular processing manipulation (either a missing letter insertion vs. sentence sorting task) and not manipulated independent from the text-processing manipulation. Another study gave some learners practice and experience with generating and answering their own comprehension questions while reading (Bugg & McDaniel, 2012). However, learners generated comprehension questions while reading the target texts on which metacognitive judgments were later collected, which has been shown to impact comprehension test performance (Davey & McBride, 1986). Because their measure of absolute accuracy is by definition highly confounded with test performance itself, the results are fully explicable by the impact of question generation on comprehension processes directly rather than by effects on monitoring processes. Similarly, Lauterman and Ackerman (2014) gave readers practice with reading and answering test questions on the to-be-learned material and found that this practice had an impact on test performance but not judgment magnitudes. Because they used confidence bias as their measure of monitoring, which is also by definition confounded with test performance, their result is also best accounted for as a direct effect on comprehension rather than monitoring processes. Thus, none of these studies provide evidence for an effect of test expectancies on judgment magnitudes, nor a test of how they may affect relative monitoring accuracy, which is a measure that is orthogonal to overall test performance. Such results are critical to inferring that metacognitive processes have been altered by the manipulation.

**From Laboratory to Classroom**

The main goal of the present research was to test an instructional condition based in the situation model approach in an authentic learning context, to move our knowledge of its effectiveness beyond the laboratory findings cited above. Few studies have explored relative metacomprehension accuracy in authentic course contexts. Part of the difficulty with doing so is that when readings are too similar in topic, or dependent on each other, it may be impossible to get the independent predictions and test performances that are necessary for computing the relative accuracy measure. Previous work using sections of a single passage or textbook chapter has often resulted in very poor relative accuracy scores (Maki, 1998a; Maki, Foley, Kajer, Thompson, & Willert, 1990; Maki, Jonas, & Kallod, 1994; Ozuru, Kurby, & McNamara, 2012), but it is unclear whether this should be interpreted as poor metacomprehension accuracy on the part of the readers, or as a measurement issue (i.e., a consequence of the necessary dependence between different sections of a single text). Perhaps because...
of this complication, most work done on metacomprehension accuracy in authentic course contexts has used absolute measures of accuracy or confidence bias that can be computed without apportioning the materials, using only one overall prediction and one test score (Hacker, Bol, & Bahbahani, 2008; Hacker, Bol, & Keener, 2008; Huff & Nietfeld, 2009; Lin & Zabrucky, 1998). A constant throughout the semester. Each TA taught two sections, two sections by the instructor, and the TA assignments remained the same throughout the course. At the beginning of the semester, each TA was assigned a teaching assistant (TA) to support the instructor. The TA met once a week to discuss the textbook and assess the course.  

The design of the study was between-subjects with two conditions. The main question was whether metacomprehension accuracy in the context of a research methods course would result in improved relative metacomprehension accuracy. A second main question was whether any effects would be seen in learning outcomes (quiz scores) or restudy behaviors (selection of which texts to restudy). To date, only a few studies have explored when accurate comprehension monitoring actually translates to better knowledge and thus more successful learning and comprehension from text-based materials (de Bruin et al., 2011; Rawson et al., 2011; Thiede et al., 2003; Thiede et al., 2012; Thomas & McDaniel, 2007). To explore this issue, before taking quizzes, all students were given a second opportunity to restudy the passages for a limited time. It was expected that students in the instructional condition might engage in more strategic or more effective study, which should result in more successful learning. Although relative judgment accuracy is not computationally dependent on overall test performance, if readers are making use of their greater accuracy to engage in more optimal restudy, one would expect the two should be correlated and that accuracy should mediate observed performance benefits.

**Method**

**Participants**

The sample for this study consisted of students enrolled in a 200-level research methods course (generally taken by second year students, average age 19–20) at a large public university in the United States. Complete data were obtained from 93 participants (43 experimental and 50 control). The sample was 69% female, with no differences between conditions in gender, $X^2 < 1$, and no differences in ACT scores (American College Testing scores, a standardized test of college readiness in the U.S., $M = 24.91, SD = 4.04$) between the two conditions, $t < 1$. 

**Design**

The design of the study was between-subjects with two conditions using existing recitation sections (25 students each) led by 3 teaching assistants (TAs), who met 1 day a week to support understanding of concepts presented in the textbook and in the lecture. At the beginning of the semester, each TA was assigned two sections by the instructor, and the TA assignments remained constant throughout the semester. Each TA taught two sections, and one of these sections for each TA was randomly assigned to receive the experimental manipulation while the other section served as a business-as-usual comparison condition.

**Materials**

Wiley et al. (2005) pointed out that the design of expository texts and comprehension tests are critical for testing metacomprehension accuracy. Models of text processing suggest that comprehension is best represented by a person’s situation model, mental model, or causal model of a text (Kintsch, 1994, 1998; Trabasso & van den Broek, 1985; Wiley & Myers, 2003). Only texts that have clearly distinguishable surface and situation-model representations, and only test questions that can be answered using just one or the other representation, will lead to interpretable results for metacomprehension accuracy. In order to create distinct content, target passages were excerpted from different chapters of textbooks, or distant sections that appeared within the same chapter (Gravetter & Forzano, 2008; Stanovich, 2007). The topics for the target texts were Operational Definitions, The Barnum Effect, The Third Variable Problem, The Placebo Effect, and Sampling Bias. The texts were edited so that connections among ideas important for forming a situation model were not fully explicit in the surface form of the text. The texts were between 600 and 750 words in length and were written at a Grade 11–12 level according to Flesch Kincaid. A sample text is included in the Appendix. In addition, there were two practice passages that were included at the start of the first session to familiarize students with making predictive judgments. Similar considerations are critical for the construction of the comprehension tests. They need to contain more than one or two items (cf. Weaver, 1990) and provide a valid measure of comprehension (i.e., assess the situation model of the text and not just surface memory). This study used multiple-choice tests with four alternatives that asked students to think about possible connections, relations, predictions, or conclusions that were implied by the texts but did not explicitly appear (derived from the meaning-based verification tests used by Royer, Carlo, Dufresne, & Mestre, 1996, and Wiley & Voss, 1999; and similar to tests used by Harp & Mayer, 1998). Five questions were developed for each text. Examples of comprehension test items are included with a sample text in the Appendix. Previous work has shown that performance on these types of questions reliably correlates with other comprehension assessments, including performance on how-and-why essay questions (Hinze, Wiley, & Pellegrino, 2013; Sanchez & Wiley, 2006; Wiley et al., 2009), as well as with performance on ACT tests and the Nelson Denny (Griffin et al., 2008). Test performance in this study correlated with ACT Composite score at $r = .32, p < .001$. 

**Procedure**

Students participated in this activity during two class periods at the beginning of the semester as part of their recitation sections. All activities took place through an Internet browser. For both conditions, the activity in the first session was introduced by this text:

In this activity, you will practice the study skills that you will need for this course. You will be reading a series of short texts on research
methods and estimating how many questions you could get correct on a five item multiple-choice comprehension test. You will read and make predictions for each text.

In the experimental condition, the students also received this instruction:

The literature suggests that people study differently depending on the kind of test they expect. You will be taking tests that assess your ability to make connections between the different parts of a text (i.e., link the parts of the text).

We will start with two texts that will give you practice with these kinds of tests. For those texts, you will get example tests right after you predict your performance.

In the first session, all students read the same set of 2 practice and 5 target passages in the same order. After reading the initial instructions, all participants read and completed predictive judgments for the 2 practice passages. After reading each practice text, participants were asked to predict how many items out of 5 they would be likely to get correct on a quiz. Only the students in the instructional condition then took quizzes on the practice passages as part of the experimental manipulation that set up a comprehension-test expectancy. The students were not given any feedback on their performance on the practice quizzes.

Following the practice phase, participants in the experimental condition received this additional explanation instruction based on Griffin et al. (2008):

You will now read a second set of texts. As you read each text, you should try to explain to yourself the meaning and relevance of each sentence or paragraph to the overall purpose of the text. Ask yourself questions like:

- What new information does this paragraph add?
- How does it relate to previous paragraphs?
- Does it provide important insights into the major theme of the text?
- Does the paragraph raise new questions in your mind?

For example, take this paragraph about hail and sleet. Some possible comments you could ask yourself are in quotes:

Sleet are raindrops that freeze on their way down
Hailstones freeze in the cloud then start to fall.

“I wonder what difference that could make?”

Because ice balls are lighter than raindrops, the wind can blow hailstones back into the clouds.

“What happens when hail goes back into the clouds?”

Water freezes around hailstones again and again in the clouds, until they are heavy enough to reach the ground.

“So that would mean hailstones are usually larger than sleet.”

If you look at sleet and hail, hail has many more layers of ice.

“That makes sense if they freeze more than once.”

Try your best to think about these issues and ask yourself these kinds of questions about each text as you read. As you finish each paragraph, before you move on to the next paragraph, explain to yourself what that paragraph meant.

The control condition did not receive this instruction. All students in both conditions then had a chance to study the 5 target texts. After reading each text, they predicted their quiz performance for that topic. Study time was not limited, but all students finished reading and making judgments within the 50 min period. Although exact timing measures are not available because of server lags during data collection, the elapsed time from the beginning to the end of the combined study-and-judgment period on the target texts was similar for students in both the control ($M = 19.62$ min) and experimental ($M = 20.24$ min) conditions ($t < 1$). Although this is not the most sensitive measure of study time, the lack of differences in elapsed time derived from timestamps suggest that large differences in time on task are not likely to be driving any effects of the manipulation.

During the second session a week later, all students had an opportunity to restudy the 5 target texts for a limited time (5 min). During this study period, students selected texts to restudy from a list of links on a web page with the goal of maximizing their overall quiz scores. They were completely free to read texts in any order they wished, skip texts, return to texts, jump between texts, and so forth. The order that the texts were selected during this restudy period was recorded for later analysis. Immediately after the restudy period, all students took the same quizzes to test their understanding.

Measures

Relative meta comprehension accuracy was computed as an intraindividual Pearson correlation between each participant’s predictive judgments and his or her actual test performance (Griffin et al., 2008; Nelson, 1984). Pearson scores were highly correlated with relative accuracy computed with Gamma (Griffin et al., 2008; Nelson, 1984). Pearson correlations were used in the analyses. As Gamma is only sensitive to differences in direction but not magnitude of variations in judgments versus performance, it results in distributions of coefficients that are ordinal rather than continuous, and non-normally distributed with more extreme maximum values. This makes distributions of Gamma less appropriate when used as a criterion in GLM analyses. Better metacomprehension accuracy is indexed by a stronger intraindividual correlation between test-prediction judgments and inference test performance across the set of texts. In addition, absolute accuracy was also computed in two ways (Maki, 1998b; Schraw, 2009), both as confidence bias (signed difference between predicted performance and actual performance) and absolute error (absolute difference between predicted performance and actual performance). Restudy choices (the order that texts were selected during restudy) were coded as strategic (1) if readers selected specific texts to restudy in any order other than the original order of presentation as listed on the screen. Restudy choices were coded as nonstrategic (0) if students selected to restudy the texts in the original order listed on the screen, or if they failed to select any text for restudy at all.

Results

As shown in Table 1, students in the experimental condition did significantly better on the quizzes, $t(91) = 2.08, p < .04, d = .43, 95\% CI [.02, .84]$. Students in the experimental condition also tended to have lower average judgments of comprehension, but...
this difference was not significant, \( t(91) = 1.40, p = .17 \). Most students were overconfident, as evidenced by 74.2% of the confidence bias scores being > 0. Therefore, because the manipulation increased average test performance without increasing average judgments, it follows that the manipulation also led to better absolute accuracy in terms of less absolute error, \( t(91) = 3.57, p < .001, d = .74, 95\% \text{ CI} [.32, 1.16] \) and lower confidence bias scores, \( t(91) = 2.87, p < .01, d = .60, 95\% \text{ CI} [.18, 1.01] \) (lower absolute error scores indicate greater accuracy, whereas lower confidence bias scores indicate less overconfidence).

However, relative accuracy is not a direct byproduct of average judgments and performance. Thus, it provides an independent index of metacognitive effects. Students in the experimental condition were better at monitoring their own comprehension of the readings, as demonstrated by their significantly greater relative accuracy, \( t(91) = 2.44, p < .02, d = .51, 95\% \text{ CI} [.09, .92] \). This suggests they were better able to differentiate the topics that they had understood well from those that they understood less well. Despite their lack of computational dependence, relative accuracy and test performance were expected to correlate, because the restudy sessions gave students the opportunity to use their greater relative accuracy to engage in more efficient regulation to improve their overall learning. In addition to the shared effects of condition on both relative accuracy and test performance, these outcomes were correlated with each other, \( r = .29, p < .01, 95\% \text{ CI} [.09, .47] \).

Also, as shown in Figure 1, a mediation analysis supported relative accuracy as the mediating factor between the manipulation and the test performance effects. The significance of this indirect effect was tested using bootstrapping procedures and the PROCESS macro for SPSS (Hayes, 2013). Unstandardized direct and indirect effects were computed for each of 10,000 bootstrapped samples, and the 95% confidence interval was computed by determining the indirect effects at the 2.5th and 97.5th percentiles. The bootstrapped unstandardized indirect effect via relative accuracy was .41, and the 95% confidence interval excluded zero and ranged from 0.08 to 1.05. In contrast, the direct effect of condition on test performance was .99 with a 95% confidence interval that included zero, −.35 to 2.33. Thus, the effect of condition on test performance was only significant via the indirect path mediated by relative accuracy. As absolute accuracy and confidence bias are statistical byproducts of average test performance, it would not be meaningful to conduct a parallel mediation analysis with those judgment accuracy measures.

The analysis of restudy patterns revealed that a higher proportion of students in the experimental condition engaged in strategic restudy (58% selected to restudy the texts out of order vs. 42% who selected to restudy texts in order) than in the control condition (34% selected texts out of order vs. 66% who selected to restudy texts in order), \( \chi^2 (1, N = 93) = 5.44, p < .02, \varphi = .24, 95\% \text{ CI} [.04, .43] \). Furthermore, for those who reread strategically, there were benefits on quiz performance due to the experimental condition (average quiz scores: control = .53 vs. experimental = .61, \( t(40) = 2.25, p = .03, d = .71, 95\% \text{ CI} [.07, 1.34] \), whereas no differences due to condition were seen among students who re-studied the texts in order (or not at all; average quiz scores for control = .53 vs. experimental = .56, \( t < 1 \)).

**Discussion**

Previous laboratory studies have shown that prompting students to engage in self-explanation during study and instilling comprehension-test-expectancy can help to improve relative metacomprehension accuracy. The present results provide evidence that an experimental condition including both of these features can improve students’ monitoring of understanding in the context of readings for an undergraduate course in research methods. Consistent with previous research, these results provide additional support for the theoretical and practical value of the situation-model approach to improving metacomprehension accuracy. At the same time, the results are also consistent with previous studies finding lower levels of relative accuracy when text materials are on similar topics, such as portions of a long article or textbook chapter (Maki, 1998a). The overall level of relative accuracy was quite low in this study compared to the levels that have been seen in other studies using a more diverse set of topics. However, despite the possible similarity of the topics in the methods text set and the modest improvements that were seen in relative monitoring accuracy, significant effects were still seen in both study behaviors and in performance on learning measures.

Recently, there has been a great deal of research exploring testing effects and how giving students practice tests on target information can lead to better long-term learning outcomes for that information (Hinze et al., 2013; Jensen, McDaniel, Woodard, & Kummer, 2014; Roediger & Karpicke, 2006). In this literature, researchers have demonstrated that taking practice tests can promote better memory for tested material on a subsequent test of the same material, even when compared to students who spent additional time studying. An important distinction between prior work studying practice tests or repeated testing effects, and the present work on test expectancy effects, is that students in the present

![Figure 1. Standardized regression coefficients showing relative accuracy fully mediates the effect of condition on test performance. The direct path controlling for relative accuracy is shown in parentheses. * Confidence interval does not include 0.](image-url)
study received example test questions on different topics than those used for the target tests, and did not get practice tests for the actual target topics. When studies employ repeated tests on the same materials it is impossible to disentangle whether practice tests may be improving study effectiveness via test expectancy effects, or improving learning via more direct benefits of repeated testing on memory.

Furthermore, when readers are given practice with the exact test items as part of a study session, this fundamentally changes the judgment task from one of prediction to one of postdiction. Many studies have demonstrated that postdictions can result in more accurate metacomprehension than predictions (Dunlosky, Rawson, & McDonald, 2002; Glenberg & Epstein, 1985; Glenberg et al., 1987; Lin, Moore, & Zabrucky, 2001; Maki et al., 1990; Maki & Serra, 1992a, 1992b; Pierce & Smith, 2001). This has been attributed to the idea that the testing experience offers the reader useful information on their level of understanding even if they are not given explicit feedback on their performance. However, in authentic classroom settings, it is rarely the case that students will be given the same exact test questions in practice tests as in final examinations. Therefore, it remains important to find ways to improve the accuracy of students’ predictive judgments in cases where they do not have access to the exact test questions. The experimental condition used here shows that reader predictions can benefit from instructions that lead them to engage in comprehension processes, to adopt comprehension goals, and to understand what it means to comprehend a text even without prior knowledge of the exact test items. It also means that the current results cannot be explained by “testing effects” because the example tests are on different topics than the target tests.

Few studies have examined both relative and absolute measures of metacomprehension accuracy, and they typically find they are unrelated or affected by different factors (Griffin et al., 2009; Maki, Shields, Wheeler, & Zacchilli, 2005; Schraw, 2009; Thomas & McDaniel, 2007). However, the goal is for students to have both good absolute and relative accuracy. Absolute can determine whether readers persist with studying in general, whereas relative may help them to direct their attention during restudy where it will do the most good. Thus, it is notable that in this study advantages were seen in both measures as a function of the experimental manipulation. Furthermore, it is also notable that the benefits seen in metacomprehension accuracy in this study could be related to differences in study behaviors and in learning outcomes. There are few studies showing that improvements in relative metacomprehension accuracy can relate positively to self-regulated learning outcomes (de Bruin et al., 2011; Rawson et al., 2011; Thiede et al., 2003), and even fewer that measure monitoring judgments after initial study with a restudy opportunity but prior to a final measure of learning. To our knowledge, this study represents the first attempt to show learning improvements due to metacognitive manipulations that are statistically mediated by relative accuracy of monitoring judgments prior to restudy. Perhaps the most important contribution of the present work, however, is showing that instructional manipulations that have improved metacomprehension accuracy in laboratory-based contexts have value in a course-based context as well. At the same time, there are several limitations of the present study that will need to be addressed in the future. For example, there were no measures of prior knowledge for the topics that students were given to study. Furthermore, the instructional manipulation was a compilation of a number of different components including self-explanations, example quiz items, and additional explanations about what to look for while reading. Any of these could have made a difference by themselves. Additional work is still needed to determine which features of this intervention might be most responsible for benefits in comprehension and monitoring accuracy, or if they are working in combination.
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Appendix
Sample Research Methods Passage and Comprehension Questions

The Third Variable Problem

Several years ago, a large-scale study of the factors relating to the use of contraceptive devices was conducted in Taiwan. A large research team of social scientists and physicians collected data on a wide range of behavioral and environmental variables. The researchers were interested in seeing what variables best predicted the use of birth control methods. After collecting the data, they found that the one variable most strongly related to contraceptive use was the number of electrical appliances (toasters, fans, etc.) in the home.

This result probably does not tempt you to propose that the teenage pregnancy problem should be dealt with by passing out free toasters in high schools. But why aren't you tempted to think so? The correlation between appliances and contraceptive use was indeed strong, and this variable was the single best predictor among the many variables that were measured. Your inclination may be to think that it is not the strength but the nature of the relationship that is relevant. Starting a free toaster program would imply the belief that possession of toasters causes people to use contraceptives. Identifying a correlation between two variables is not enough to demonstrate that one variable causes changes in the other.

One reason why we cannot infer causation from correlation is that correlational research is vulnerable to the third-variable problem. Variables do not exist in isolation, but are actually part of a large and tangled network of interrelated variables. Under these circumstances, changes in one variable are typically accompanied by changes in many other related variables. Therefore, it is possible for relationships to exist between two measured variables not because one causes changes in the other, but because both are commonly influenced by an unmeasured third variable. For example, parents’ income could influence both the number of costly appliances in the house and the likelihood of using contraception.

Fortunately, there exist complex correlational statistics that are designed to address problems such as this one. These statistics allow the relationship between two variables to be recalculated after the influences of other variables have been removed. However, to do this correctly, the third variable must be assessed at the same time as the two original variables. For each “third” variable that is measured and included in analyses to statistically remove its influence, we increase the plausibility that the correlation reflects a real direct causal effect between the two original variables.

Our ability to recognize the toaster-as-contraception program as an absurd suggestion is because we have existing beliefs and assumptions about contraception and toasters that make their causal connection seem silly. Unfortunately, the limitations of correlational evidence are not always so easy to recognize when we don’t happen to already have relevant and accurate knowledge to prevent us from making the leap from correlation to causation.

Consider, for example, the extremely popular hypothesis in education and social services research that school achievement problems, drug abuse, teenage pregnancy, and many other problem behaviors are the result of low self-esteem. Correlational research frequently identifies a relationship between self-esteem and these behavioral variables. Existing theories about the causal importance of self-esteem lead some people to conclude that low self-esteem leads to problem behaviors, and high self-esteem leads to high educational achievement and accomplishments in other domains. This assumption of causal direction provided the motivation for many educational programs emphasizing increasing self-esteem. Although some of this research attempts to statistically reduce the influence of third variables, such as socio-economic status, it almost entirely fails to consider the directionality problem.

In reality, the relationship between self-esteem and school achievement could run in the opposite direction. Superior accomplishment in school and other aspects of life probably lead to higher self-esteem, instead of the other way around. The directionality problem highlights the fact that, before jumping to the conclusion that a correlation between variable A and variable B is due to changes in A causing changes in B, we must first recognize that the direction of causation may be the opposite, from B to A.

These ambiguities prevent us from inferring or interpreting a causal relationship from merely having observed that two variables are correlated. In order to strongly demonstrate causality, it is necessary to engage in experimental manipulation. If manipulating variable A consistently results in changes in variable B, then we can be confident that there is a causal relationship between A and B.

1. Which of the following are TRUE regarding our prior assumptions and interpreting correlational data?

   a) We are less likely to assume a causal relationship from a correlation if we have no prior assumptions at all about the topic or the variables.

   b) Our prior assumptions can sometimes bias us towards assuming there is a causal relationship.

   c) Both of the above

   d) None of the above

(Appendix continues)
2. Which one of the following statements about ways to deal with the problems regarding interpretation of correlations is TRUE?

a) Complex statistics can be used to address both the third variable and directionality problem.

b) Experimental manipulations solve the directionality problem, but not the third variable problem.

c) Experimental manipulations solve the third variable problem, but not the directionality problem.

d) Using statistics to address the third variable problem requires that the researcher to be aware of the possible third variables before conducting the research.

3. Imagine that we observe a correlation between variables A and B. If we could measure and statistically eliminate the influence of all possible other variables that might cause both A and B, then we could...

a) conclude that A causes B.

b) greatly reduce the third variable problem.

c) Both of the above

d) None of the above

4. A researcher finds that income and happiness are correlated and concludes that more income causes more happiness. Which of the following is an example of a third variable explanation for this correlation?

a) Happiness causes higher incomes because it motivates hard work.

b) Income causes happiness because it makes one more attractive to the opposite sex.

c) Greater education makes people happier and also increases their income.

d) None of the above

5. Why does the third variable problem exist?

a) because of the directionality problem

b) because researchers do not carefully record their measurements

c) because any 2 variables that are correlated probably both cause each other

d) because most variables cause changes in many others