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Background / Context:

Describing the variation in test scores between and within school districts is critical for (1) for policy-related and descriptive work that investigates the sorting of students among districts and the differential effectiveness of those districts; and (2) for methodological work planning future experiments or interventions (Hedges & Hedberg 2007, 2014; Jacob et al. 2010; Westine et al. 2013). Intraclass Correlations (ICCs) and Coefficients of Variation (CVs) are two complementary ways to describe test score variation. ICCs describe the proportion of variance in test scores that is between (rather than within) school districts or schools. CVs describe the extent of heteroscedasticity in district (or school) test score distributions. The most straightforward method of calculating ICCs and CVs is to use student-level data to directly estimate the means and variances of district or school test score distributions.

Most prior research on ICCs aligns with the second motivation and uses 2-Level (students in schools/classrooms nested in districts/states) or 3-Level (students in schools/classrooms nested in districts in states) Hierarchical Linear Modeling (HLM) to estimate ICCs using data from U.S. schools, districts, or states or data from nationally representative studies. Contributors to this literature include Hedges and Hedberg (2007, 2014), Xu and Nichols (2010), Bloom, Richburg-Hayes, and Black (2007), Jacob, Zhu, and Bloom (2010), Scchet (2008), Westine, Spybrook and Taylor (2013), Zhu, Jacob, Bloom and Xu (2012), Konstantopoulos (2009, 2011, 2012), and Brandon, Harrison and Lawton (2013). Little published research focused on estimating CVs is available.

However, student-level data for the full population of schools or districts are typically not readily available to researchers. Therefore, ICC and CV estimates are not readily available in the literature for many populations of interest (e.g., most U.S. states) for either methodological or policy-related work. The most comprehensive paper to date is Hedges and Hedberg (2014), which uses data from 11 states to compute between-district and -school ICCs for one year (2009-10 in most cases). Hedges and Hedberg find that there is substantial variation in ICCs across states and subjects. Comparing to their prior work, the authors show that the state-level results are not well-summarized by the national ICCs calculated in Hedges and Hedberg (2007), motivating the need to investigate state-level ICCs systematically.

Purpose / Objective / Research Question / Focus of Study:

In this study we investigate three interrelated research questions. First, how much between-district variation exists across U.S. states? Second, what are they key patterns across grades, subject, and years (within or across states) in the between-district variation? And, third what state-level factors are associated with a state having more-or-less observed between-district variation? To address these questions, we leverage recent developments in ordered probit models to estimate two measure of heteroscedasticity, the between-district ICCs and the state-level CVs, for 49 states across four years, six grades and two subjects from coarsened test score data. The availability of estimates across nearly all states for multiple grades and years enables a systematic analysis of the patterns in the ICCs and CVs, and, further enables modeling the relationships between those estimated measures of heteroscedasticity and state-level characteristics to better understand what may shape between-district differences.

Significance / Novelty of study:
Due to the constraints of standard methods for calculating ICCs the CVs (i.e. the need for student-level data), prior work has been unable to provide a comprehensive set of estimated ICCs and CVs for further methodological or policy-related analyses. This work leverages recent developments in ordered probit models, which enable us to use ordinal proficiency data (which is more readily available than student-level data) to estimate between-district ICCs and CVs in 49 states, in grades 3 through 8, in both math and reading, in four school years (2008-09 through 2011-12). This work not only substantially increases the number of available ICC and CV estimates in the literature, but also begins the policy-related, descriptive analysis through modeling patterns in the ICCs and CVs, as well as their relationship between state-level factors that may influence between-district differences across the U.S. To our knowledge, no prior paper has systematically analyzed ICCs and CVs across the U.S. (particularly across all states, in multiple years) in this way.

**Statistical, Measurement, or Econometric Model:**

This study leverages the use of ordered probit models to recover distributional information from coarsened test score data proposed by Reardon et al. (2015). The authors focus the paper on the heteroscedastic ordered probit (HETOP) model, demonstrating the ability to recover group means and standard deviations (SDs), and using these parameters to subsequently estimate ICCs and CVs. The simulation and real data application results demonstrate that the HETOP model provides ICC estimates that are very slightly positively biased (the underestimation of within-district variance leads to a corresponding overestimation of the proportion of variance that is between districts). This bias is evident only when group sample sizes are small and when the thresholds defining the ordered categories are highly skewed or widely spaced; in most cases that the authors studied, the ICC bias was generally less than 0.01. Because district-level test score data often yield small group sizes, we adopt their recommendation to use a partially heteroscedastic ordered probit (PHOP) model as it reduces the RMSE relative to the HETOP model.

Adopting the notation from Reardon et al. (2015), the calculation of the ICC, sampling variance of the ICC, and CV are as follows:

Let:

- \( \mathbf{P} = [p_1, p_2, \ldots, p_K] \) be the \( 1 \times K \) vector of districts’ population proportions, so that \( \sum_k p_k = 1 \);
- \( \mathbf{\Sigma}^* = [\hat{\sigma}_1^*, \hat{\sigma}_2^*, \ldots, \hat{\sigma}_K^*] \) be the \( K \times 1 \) vector of districts’ estimated standard deviations;
- \( \mathbf{\hat{M}}^* = [\hat{\mu}_1^*, \hat{\mu}_2^*, \ldots, \hat{\mu}_K^*] \) be the \( K \times 1 \) vector of districts’ estimated mean.

We then can write the ICC as:

\[
\text{ICC} = 1 - \mathbf{P} (\mathbf{\Sigma}^*)^2,
\]

and the sampling variance of the ICC as:

\[
\text{Var}(\text{ICC}) = \text{Var} \left( \mathbf{P} (\mathbf{\Sigma}^*)^2 \right) = 4 \mathbf{P} \mathbf{\Sigma}^* \mathbf{\Sigma}^* \mathbf{P}^T \mathbf{W}^* \mathbf{\Sigma}^* \mathbf{P}^T,
\]

where \( \mathbf{W}^* \) is the estimated variance-covariance matrix of the SDs.

---

* Note \([ \cdot ]^T\) indicates the transpose of a matrix; \([ \cdot ]^2\) indicates the Hadamard product of a matrix; and \([ \cdot ]^d\) indicates a \( K \times K \) diagonal matrix whose diagonal entry \( x_k \) is the expected value of \( \hat{x}_k \).
It is important to note is that this approach provides an estimate of the between-district proportion of the variance in test scores. This estimate will differ from that recovered using alternative methods such as HLM which estimate the variance in the district means. In the paper we discuss the differences in these estimands and their potential uses.

To calculate the CV of the SDs and variances, we use the estimated district SDs ($\hat{\sigma}_g^*$) and their sampling variances ($\hat{v}_g^*$) to fit the precision-weighted random-effects model:

$$\hat{\sigma}_g^* = \beta_g + e_g$$
$$\beta_g = \gamma + u_g$$
$$u_g \sim N(0, \tau^2); e_g \sim N(0, \hat{v}_g^*).$$

From this model, we obtain estimates of $\gamma$, the average of the true group SDs, and $\tau^2$, the variance of the true group SDs; we then estimate the CV of the SDs as:

$$CV(\sigma) = \frac{\hat{\tau}}{\hat{\gamma}}$$

Once we have estimated $CV(\sigma)$, we can also compute an estimate of CV of the variances ($CV(\sigma^2)$) by noting that:

$$CV(\sigma^2) = \frac{\sqrt{\text{var}(\sigma^2)}}{E(\sigma^2)} \approx \frac{\sqrt{4E[\sigma]^2 \text{var}(\sigma)}}{E[\sigma]^2 + \text{var}(\sigma)} = \frac{\sqrt{4\gamma^2 \tau^2}}{\gamma^2 + \tau^2} = \frac{2\gamma \tau}{\sqrt{\gamma^2 + \tau^2}} = \frac{2CV(\sigma)}{1 + CV(\sigma)^2}.$$

Usefulness / Applicability of Method:

We apply this method to a large data set provided by the National Center of Education Statistics (NCES) through a restricted data license. Under the No Child Left Behind (NCLB) legislation, states are required to report aggregated test score results to the U.S. Department of Education, through a system called EdFacts. These data include counts of students in each of several ordered proficiency categories (labeled, for example, as “below basic,” “basic,” “proficient,” and “advanced”), by school district, year, grade, and test subject. We use a subset of the data for 49 states across four years (2009 – 2012) for six grades (3rd – 8th) in two subjects (ELA and mathematics). Note that we exclude Hawai’i and the District of Columbia because both have only a single school district. For our analysis, we define a school district as a Local Education Agency (LEA) that serves students in at least one of grades 3-8, which includes both elementary and unified districts. We include charter schools as part of the public school district in which they are chartered, or, if they are not affiliated with a traditional public school district, we assign them to the public district in which they are geographically located.

Findings / Results:

We find substantial variation in ICCs and CVs across states. The state average between district ICC estimates range from <0.01 to 0.22, and the state average CVs of the variances range from 0.10 to 0.25. Within states, ICCs are very highly correlated across subjects and nearly identical across years (please insert table 1 here). The CVs vary slightly more within states across grades and years, and are less correlated across subjects. Both ICCs and CVs are generally larger in math than in reading, and larger in later grades than earlier grades (particularly in math). Using the Common Core of Data (CCD), we further investigate the association between ICCs and features of states’ educational systems to explain the differences in ICCs observed across
states (please insert figure 1 here). For each state, we calculate the average number of districts (that serve a grade-level, across years), the average district enrollment (within a grade, across years), and the standard deviation of districts’ grade-level enrollments. Additionally, we calculate the Herfindahl Index as a measure of the concentration of students across districts.

We find that the number of districts, the mean enrollment across districts, and the standard deviation of enrollment across districts within a state are not highly correlated with the ICCs (results not shown). However, both economic and racial segregation are strongly correlated with ICCs (please insert figure 2 here). There are two potential explanations for this finding. First, it may reflect the influence of student’s family socioeconomic status (income, parental education, etc.) on academic performance. Because socioeconomic status affects students’ academic performance, states with higher levels of between-district economic segregation will likely have more between-district variation in test scores (i.e. larger ICCs). A second possibility is that, high levels of segregation may lead to large between-district differences in school quality, which may lead, in turn, to large differences in academic performance. In this case, differences in school quality—rather than differences in family background—are the mechanism through which segregation is related to the ICC. The two explanations are not mutually exclusive, of course. From our data, we cannot determine the contribution of each mechanism to the pattern we observe. Nonetheless, this finding warrants future research.

Conclusions:

The ordinal probit model enables us to estimate between-district ICCs and CVs from ordinal proficiency data, which are more readily available than student-level data. In this work, we use these methods to estimate ICCs and CVs in each state across multiple grades, years and subject, substantially increasing the number of ICC and CV estimates in the literature. We study the patterns in the ICC and CV estimates across grades, years and subject within states, finding clear patterns, such as the evidence that ICCs are larger in math than reading, that merit future investigation as to factors that may drive these patterns. We further investigate and find critical factors related to the average between-district variation in test scores across states. This work serves as a first step in understanding what shapes between-district variation in achievement. Moreover, the state- and grade-specific estimates of ICCs may be useful for designing sampling and or randomization plan for surveys and evaluation studies.
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### Table I: Means and Standard Deviations of ICC Estimates Across States by Subject, Grade and Year

<table>
<thead>
<tr>
<th>Grade</th>
<th>ELA</th>
<th>Math</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.080</td>
<td>0.080</td>
</tr>
<tr>
<td></td>
<td>(0.039)</td>
<td>(0.039)</td>
</tr>
<tr>
<td>4</td>
<td>0.082</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>(0.043)</td>
<td>(0.044)</td>
</tr>
<tr>
<td>5</td>
<td>0.084</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>(0.043)</td>
<td>(0.042)</td>
</tr>
<tr>
<td>6</td>
<td>0.090</td>
<td>0.088</td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
<td>(0.045)</td>
</tr>
<tr>
<td>7</td>
<td>0.088</td>
<td>0.089</td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
<td>(0.047)</td>
</tr>
<tr>
<td>8</td>
<td>0.088</td>
<td>0.088</td>
</tr>
<tr>
<td></td>
<td>(0.046)</td>
<td>(0.045)</td>
</tr>
<tr>
<td>Avg</td>
<td><strong>0.085</strong></td>
<td><strong>0.085</strong></td>
</tr>
<tr>
<td></td>
<td>(0.043)</td>
<td>(0.044)</td>
</tr>
</tbody>
</table>

Note: Averages are based on estimated ICCS in each state-grade-year-subject cell. For each state there are approximately 48 observations (4 years x 6 grades x 2 subjects), with the following exceptions: (1) no data was provided for WY in 2010; (2) NE did not use a standard test in ELA in the 2009 test year or in Math in the 2009 or 2010 test years; (3) CA offers multiple test options in grades 7 and 8. No ICCs were computed for these cells.
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Figure 2: State Between-District ELA ICC Estimates vs. Between-District Segregation in Free-Lunch Eligible Students
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