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Abstract Body 
 

Background / Context:  
Researchers are increasingly using comparative interrupted time series (CITS) designs to 

estimate the effects of programs and policies when randomized controlled trials are not feasible. 

In a simple interrupted time series design, researchers compare the pre-treatment values of a 

treatment group time series to post-treatment values in order to assess the impact of a treatment, 

without any comparison group to account for confounding factors.  The CITS design is a version 

of the ITS design in which both a treatment and a comparison group are evaluated both before 

and after the onset of a treatment.  

 

A growing body of literature is employing a within study comparison (WSC) methodology to 

examine the validity of the CITS model.  WSC studies empirically estimate the extent to which a 

given observational study reproduces the results of an RCT when both share the same treatment 

group, and represent a rigorous method of evaluating non-experimental designs using real data.  

A number of recent within-study comparisons have demonstrated that CITS can produce 

estimates that are comparable to those from a randomized controlled trial (RCT) in practice, 

including St.Clair, Cook, and Hallberg (2014), Schneeweiss, Maclure, Carleton, Glynn, and 

Avorn (2004), Fretheim, Soumerai, Zhang, Oxman, and Ross-Degnan (2013), and Somers, Zhu, 

Jacob, and Bloom (2013). However, these findings have been shown to be dependent on 

correctly modeling the functional form. In the St. Clair et al. (2014) application, the authors 

found that correspondence with the RCT was possible when the CITS model accounted for 

baseline trends, but that additional time points could actually increase bias when the pre-

treatment trend was not modeled correctly. Examination of the pretreatment trends in this data 

set showed clearly that in at least one of the outcomes the treatment and comparison groups had 

different slopes in the pretreatment period, and as a result the “parallel trends” assumption often 

invoked in the difference-in-difference literature was clearly violated. 

 

Purpose / Objective / Research Question / Focus of Study: 
The initial purpose of this paper was to replicate the finding from the previous work drawing on 

two new datasets.  Our hypothesis was that if we examined the treatment and comparison group 

pretreatment time series and appropriately modeled the trend we would get estimates that closely 

corresponded to the RCT benchmark. In the first dataset we examine, our hypothesis was 

confirmed. Examination of the pretreatment trends revealed parallel slopes in the pretreatment 

data; accordingly, we fit a baseline mean model (discussed further below), and results closely 

corresponded with the RCT benchmark. The second dataset presented us with more of a 

conundrum. The pretreatment data were somewhat sporadic and not easily modeled, and neither 

the baseline mean model nor the baseline slope model resulted in close approximation to RCT. 

The mixed results from the replication led us to reconsider approaches to dealing with unclear 

pretest functional form. We considered two approaches. The first is using a more flexible 

modeling approach, which employs year fixed-effects rather than trying to parametrically model 

the pretest trend. The second approach attempts to match treatment and comparison cases to 

reduce reliance on modeling the pretreatment trend. We also considered a third option, non-

parametric modeling, but the limited number of pretreatment data points in most CITS studies in 

social science research, including those in our three examples, preclude employing this approach. 
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This paper employs a within study comparison (WSC) methodology to examine the performance 

of these two approaches and compares them to the performance of the baseline mean and 

baseline slope models across three datasets. We draw on three datasets that include both an RCT 

and data for non-experimental comparison cases. The first involves retrospectively applying new 

approaches to analyzing the data presented in St. Clair et al., while the other two are new 

applications. Fortuitously for our purposes, the three data sets differ in pretreatment trends: the 

first data set is characterized by parallel pretreatment slopes, the second is characterized by 

differential linear pretreatment slopes, and the final dataset is characterized by an unclear pretest 

functional form. We test the performance of the three modeling approaches (baseline mean, 

baseline slopes, and year fixed-effects) as well as matching. Our purpose is twofold. First, we 

aim to examine what approach, if any, works in the unclear functional form case. Second, we 

aim to examine the relative superiority of the different approaches across the three datasets in 

terms of both bias reduction and precision. 

 

Significance / Novelty of study: 

While CITS designs are frequently used in applied education research, little empirical work has 

been done to examine the efficacy of different modelling approaches and matching in practice. 

 

Statistical, Measurement, or Econometric Model:  
The means for achieving the study goals was to conduct two within study comparisons (WSC). 

Within-study comparisons estimate the extent of bias remaining in non-experimental causal studies 

after attempts either to select non-experimental comparison groups as similar as possible to the 

treatment group or after various matching or regression techniques have been applied to adjust for 

observed group differences. Using these datasets, we estimate the ability to reproduce RCT results 

and calculate the degree of bias remaining after implementing three modeling approaches: (1) 

baseline mean; (2) the baseline slopes; (3) year-fixed effects. In addition, we examine the 

performance of these three methods when supplemented with identifying a comparison group by 

matching on pretreatment measures of the outcome. 

 

Usefulness / Applicability of Method:  
This study provides evidence of the performance of each CITS modeling approach alone and in 

combination with matching for estimating the effect of school-level interventions drawing on data 

from three empirical WSCs: two using the Indiana Formative Assessment System RCT (waves 1 and 

2) as the causal benchmark and a third using the P-SELL efficacy study for this purpose. 

 

Data Collection and Analysis:  
Indiana Benchmark Assessment Study. The first two datasets we examined come from two cluster 

RCTs (Konstantopoulos, Miller, & Van der Ploeg, 2014) designed to study the effect of Indiana’s 

benchmark assessment system on student achievement in mathematics and English Language Arts 

(ELA), using the annual Indiana Statewide Testing for Educational Progress-Plus (ISTEP+) as the 

data source. In the first year of the study (2009-10), fifty-seven K-8 schools volunteered to 

implement the system. Of these, 35 were randomly assigned to the state’s benchmark assessment 

system while 22 served as controls. In year 2 (2010-11) an additional 63 school were randomly 

assigned to the two conditions (32 schools to treatment and 31 to control). While the cluster 

randomized trial gathered data on students in kindergarten through 8th grade, we focus our analysis 

on students in 4th through 6th grade. The non-experimental comparison group was constructed from 

all schools that served 4th through 6th graders in the state.  
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P-SELL Efficacy Study. The second dataset we examined is a cluster RCT designed to study the 

efficacy of P-SELL. Sixty-four elementary schools in suburban and urban school districts in Florida 

agreed to participate in the study. All of the study schools serve a large number of students 

designated as limited English proficient (LEP).Thirty-two of the elementary schools were assigned to 

implement the P-SELL curriculum in their fifth grade classrooms while the remaining 32 schools 

agreed to continue with their standard science curriculum. The non-experimental comparison group 

was constructed from all schools in that state that served 5th grade students. 
 

Findings / Results:  
Figure 1 shows the math and ELA (English Language Arts) test scores for the treatment schools 

from year 1 of the randomized experiment in Indiana and the all-state comparison group. The 

data consist of test scores for grades 3-8, standardized by grade and by year. The experimental 

treatment group performed worse than the state average in both math and ELA, and this 

difference was fairly stable over time in both math and ELA.  Because of the stability in 

difference between the pre-treatment means, Figure 1 leads us to prefer the baseline mean model 

a priori; there are no obvious differences in slopes or year-specific shocks in the unconditional 

pretest information.  

 

[INSERT FIGURE 1 HERE] 

 

Table 1 presents the effect estimates for three modelling approaches implemented with and 

without matching. The effect estimates from the unmatched year fixed effects model are closest 

to the benchmark RCT estimates; the ELA estimate is within 0.001 standard deviations, and the 

math estimate is within 0.022 standard deviations, both extremely strong correspondences.  

These estimates are superior to the estimates from the unmatched baseline mean model, where 

the bias for ELA and math is -0.061 and -0.050 respectively.  With both models, the unmatched 

estimates show less bias than the matched estimates. While the model incorporating year fixed 

effects produces less biased estimates than the baseline mean model, the standard errors are 

considerably larger, an unsurprising result given the eight additional parameters in the model 

(four year dummies and corresponding interaction terms).  So while we prefer the fixed effects 

model to the baseline mean model in this case from the perspective of bias reduction, there is a 

clear trade-off in terms of precision. The baseline slope model produces the most biased 

estimates.  This illustrates the danger of overfitting, that is, applying functional form assumptions 

unwarranted by the data.    

 

[INSERT TABLE 1 HERE] 

 

Figure 2 present the descriptive results from year 2 of the Indiana study, our second within-study 

comparison.  One difference between Figure 2 and Figure 1 is immediately apparent.  The ELA 

results indicate that the pre-test performance of the schools in the treatment group are declining 

relative to the rest of the state.  There is slight evidence of a similar downward trend in the math 

scores, though the pattern is not nearly as clear.    

 

[INSERT FIGURE 1 HERE] 

 

Table 2 presents the effect estimates, including those that appeared in St.Clair, Cook, & Hallberg 

(2014) from the baseline slope model.  For ELA, the baseline slope model clearly performs 
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better than either the baseline mean or the fixed effects models in terms of bias reduction, 

confirming our prediction that the use of slope terms was warranted.  The single best estimate 

comes from the matched baseline slope model, 0.042 standard deviations away from the RCT 

benchmark.  For math, the baseline slope model is also preferred to the other two models, though 

the differences are less significant; the most biased estimate is still only 0.114 standard 

deviations from the benchmark.  With the baseline mean model producing estimates that are 

more precise than either the baseline slope or the fixed effects models, this approach may be 

preferable.    

[INSERT TABLE 2 HERE] 

 

 Figure 3 shows the results for Florida, once again comparing the performance of the 

experimental treatment schools to all other schools in the state.  Unlike the two studies presented 

above, there is no obvious functional form pattern visible in the data.  The treatment schools 

exhibit a higher degree of volatility, particularly visible in the science scores.   

 

[INSERT FIGURE 3 HERE] 

 

Table 3 shows the results for all three analytic models, both unmatched and matched.  The 

baseline slope model produces an estimate that met our a priori standard only for science; effect 

estimates for both math and reading were all at least 0.27 standard deviations away from the 

benchmark, even with the use of matching.  This result led us to investigate the fixed effects 

model. The fixed effects models appear to improve these results unmatched estimate for math is 

0.074 standard deviations away from the benchmark.  And while the unmatched reading estimate 

is still not concordant with the RCT results (with a bias of 0.221 standard deviations), the 

matched estimate is 0.130 standard deviations from the benchmark.  In fact, all three matched 

fixed effects estimates are within 0.20 standard deviations of the benchmark, making it the only 

analytic model of the three to reduce bias to acceptable standards for each outcome.    

 

[INSERT TABLE 3]   

 

Conclusions:  
 

Table 4 summarizes our findings with respect to bias reduction.  No single analytic approach 

works best for every situation.  With year 1 of the Indiana study, where the pre-treatment slopes 

were roughly parallel, the year fixed effects model produces the least biased estimates. For year 

2 of the Indiana study, the baseline trend model produces the best estimates, consistent with the 

differential trends that were visible in Figure 2 for ELA, and to a less extent for math.  For the 

Florida study, the fixed effects model again performs best. What effect does matching have?  

Matching reduces bias in 11 out of the 21 estimates.  It is most helpful for the Indiana year 2 

study, where 4 out of the 6 estimates improve with matching.  It is least helpful for year 1 of the 

Indiana study, where only one of the six estimates improves with matching.   

 

[INSERT TABLE 4] 
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Appendix B. Tables and Figures 

Figure 1a: Treatment Schools vs All Schools in the State: ELA Scores 
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Figure 1b: Treatment Schools vs All Schools in the State: Math Scores 
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Table 1: WSC#1 - The Difference between Experimental and Quasi-Experimental Results 

 

  
RCT 

Without 

Matching 

With Matching 

 

  Benchmark 

Estimate 

Estimate Bias Estimate Bias 

Baseline 

Mean 

ELA Treatment 

Effect 

0.088 

(0.101) 

0.027 

(0.050) 
-0.061 

0.013 

(0.053) 
-0.075 

Math Treatment 

Effect 

0.217 

(0.139) 

0.167** 

(0.057) 
-0.050 

0.126 

(0.063) 
-0.091 

Baseline 

Slope 

ELA Treatment 

Effect 

0.088 

(0.101) 

-0.043 

(0.068) 
-0.131 

-0.008 

(0.073) 
-0.096 

Math Treatment 

Effect 

0.217 

(0.139) 

0.079 

(0.073) 
0.138 

0.075 

(0.078) 
-0.142 

Fixed 

Effects 

ELA Treatment 

Effect 

0.088 

(0.101) 

0.087 

(0.093) 
-0.001 

0.023 

(0.090) 
-0.065 

Math Treatment 

Effect 

0.217 

(0.139) 

0.239* 

(0.104) 
0.022 

0.145 

(0.106) 
-0.072 

 Number of Schools 57 1084 175 
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Figure 2a: WSC #2 - Treatment Group vs All School in the State, ELA Scores 
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Figure 2b: WSC #2 -Treatment Group vs All Schools in the State, Math Scores 
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Table 2: WSC #2 - The Difference between Experimental and Quasi-Experimental Results 
 

 

  
RCT 

Without 

Matching 

With Matching 

 

  Benchmark 

Estimate 

Estimate Bias Estimate Bias 

Baseline 

Mean 

ELA Treatment 

Effect 

-0.099 

(0.095) 

-0.288** 

(0.096) 
-0.189 

-0.179** 

(0.067) 
-0.080 

Math Treatment 

Effect 

-0.014 

(0.113) 

-0.070 

(0.075) 
-0.056 

0.007 

(0.074) 
0.021 

Baseline 

Slope 

ELA Treatment 

Effect 

-0.099 

(0.095) 

-0.034 

(0.074) 
0.065 

-0.141 

(0.087) 
-0.042 

Math Treatment 

Effect 

-0.014 

(0.113) 

-0.020 

(0.095) 
-0.006 

-0.090 

(0.108) 
-0.076 

Fixed 

Effects 

ELA Treatment 

Effect 

-0.099 

(0.095) 

-0.432** 

(0.096) 
-0.333 

-0.214* 

(0.089) 
-0.115 

Math Treatment 

Effect 

-0.014 

(0.113) 

-0.067 

(0.164) 
-0.053 

0.100 

(0.153) 
0.114 

 Number of Schools 63 1008 160 
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Figure 3a: WSC #3 - Treatment Schools vs All Schools in the State - Science Scores 
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Figure 3b: WSC #3 - Treatment Schools vs. All Schools in the State - Math Scores 
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Figure 3c: WSC #3 - Treatment Schools vs. All Other Schools in the State - Reading Scores 
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Table 3: WSC #3 - The Difference between Experimental and Quasi-Experimental Results 
 

  
RCT 

Without 

Matching 

With Matching 

 

  Benchmark 

Estimate 

Estimate Bias Estimate Bias 

Baseline 

Mean 

Science Treatment 

Effect 

0.174 

(0.135) 

0.265** 

(0.075) 
0.091 

0.236** 

(0.084) 

0.062 

Math Treatment 

Effect 

-0.107 

(0.126) 

0.173* 

(0.083) 
0.280 

0.118 

(0.091) 

0.225 

Reading 

Treatment Effect 

0.006 

(0.104) 

0.335** 

(0.070) 
0.329 

0.278** 

(0.070) 

0.272 

Baseline 

Slope 

Science Treatment 

Effect 

0.174 

(0.135) 
0.136 

(0.090) 
-0.038 

0.123 

(0.100) 
-0.051 

Math Treatment 

Effect 

-0.107 

(0.126) 
0.246* 

(0.101) 
0.353 

0.190 

(0.107) 
0.297 

Reading 

Treatment Effect 

0.006 

(0.104) 
0.297** 

(0.084) 
0.291 

0.282** 

(0.085) 
0.276 

Fixed 

Effects 

Science Treatment 

Effect 

0.174 

(0.135) 

0.268** 

(0.101) 
0.094 

0.356** 

(0.108) 

 

0.182 

Math Treatment 

Effect 

-0.107 

(0.126) 

-0.033 

(0.114) 
0.074 

0.023 

(0.119) 

 

0.130 

Reading 

Treatment Effect 

0.006 

(0.104) 

0.227* 

(0.092) 
0.221 

0.136 

(0.093) 

 

0.130 

 Number of Schools 64 1793 160 

 



SREE Fall 2014 Conference Abstract Template B-13 

Table 4: Bias Results by Different Modeling Approaches 

 

 

 

 

 

 Modeling Alone With Matching 

 Baseline 

Mean 

Baseline 

Slope 

Year Fixed 

Effects 

Baseline 

Mean 

Baseline 

Slope 

Year Fixed 

Effects 

IN 1  

(Parallel Trends) 

      

ELA -0.061 -0.131 -0.001 -0.075 -0.096 -0.065 

Math -0.050 0.138 0.022 -0.091 -0.142 -0.072 

IN 2  

(Differential Slopes) 

      

ELA -0.189 0.065 -0.333 -0.080 -0.042 -0.115 

Math -0.056 -0.006 -0.053 0.021 -0.076 0.114 

FL  

(Unclear Pretest 

Functional Form) 

      

Science 0.091 -0.038 0.094 0.062 -0.051 0.182 

Math 0.280 0.353 0.074 0.225 0.297 0.130 

Reading 0.329 0.291 0.221 0.272 0.276 0.130 

 Modeling Alone With Matching 

 Baseline 

Mean 

Baseline 

Slope 

Year Fixed 

Effects 

Baseline 

Mean 

Baseline 

Slope 

Year Fixed 

Effects 

IN 1  

(Parallel Trends) 

      

ELA -0.061 -0.131 -0.001 -0.075 -0.096 -0.065 

Math -0.050 0.138 0.022 -0.091 -0.142 -0.072 

IN 2  

(Differential Slopes) 

      

ELA -0.189 0.065 -0.333 -0.080 -0.042 -0.115 

Math -0.056 -0.006 -0.053 0.021 -0.076 0.114 

FL  

(Unclear Pretest 

Functional Form) 

      


