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Abstract

In this study, we investigated a variety of Reader effects that may influence the validity of ratings assigned to AP® English Literature and Composition essays. Specifically, we investigated whether Readers exhibit changes in their levels of severity and accuracy, and their use of individual scale categories over time. We refer to changes in these characteristics of Readers as Differential Reader Functioning over Time (DRIFT). Our literature review points out several weaknesses in the way Reader effects have been addressed in prior studies, and the study sought to address several of those weaknesses. The study is relevant to operational AP Readings because it addresses several existing challenges: (a) difficulties in monitoring Reader performance due to the assignment of one rating per essay; (b) difficulties in tracking changes in Reader performance over time; (c) difficulties in identifying diagnostically informative indices of DRIFT; and (d) lack of knowledge about how and when DRIFT is likely to occur during an operational AP Reading. In addition, the study suggests how to approach Reader monitoring in an automated, online reading system, should AP choose to pursue such a system in the future.

The study sought to answer research questions relating to the implications of three types of DRIFT (differential severity, differential accuracy, and differential scale category use) in AP English Literature and Composition essay ratings by collecting data during an operational AP Reading. Prior to the Reading, a panel of highly experienced AP Readers identified benchmark essays and assigned them consensus ratings. These benchmark essays were copied and distributed to AP Readers during the Reading so that the single ratings assigned to each essay could be connected via the benchmark essays. In addition, the time that each Reader began and completed rating each packet of essays during the Reading was recorded. A variety of analyses were performed for the purpose of assessing types and seriousness of various types of DRIFT, determining whether different methods of detecting DRIFT provided more or less diagnostically useful information, and determining whether connecting Readers through their ratings of the benchmark essays would result in a stronger rating design that might improve the detection of DRIFT.

Introduction

The complexity of student responses to performance assessment tasks requires expert human judgment to render measures of the quality of the responses. As a result, systematic and random error in Reader judgment (Reader effects) may influence the accuracy of assigned ratings. Previous research has indicated that Reader effects are common in ratings of performance assessments, that they may be diminished through Reader training and monitoring efforts, and that latent trait modeling procedures may be useful in detecting and understanding the nature of these effects (Engelhard, 1992, 1994, 1996, 2002; Engelhard and Myford, 2003; Engelhard, Myford, and Cline, 2000; Heller, Sheingold, and Myford, 1999; Linacre, Engelhard, Tatum, and Myford, 1994; Myford, Marr, and Linacre, 1996; Myford and Mislevy, 1995; Myford and Wolfe, 2003, 2004; Paulukonis, Myford, and Heller, 2000; Wolfe, 1997; Wolfe and Gitomer, 2001; Wolfe, Kao, and Ranney, 1998).

In the past, researchers studying Reader effects have tended to portray them as static characteristics of Readers. They have treated a particular Reader’s effect, such as severity, as though that effect influenced every student in the same manner when, in fact, Reader effects may manifest themselves differentially as a function of other aspects of the measurement context, such as time of rating. The acronym DRIFT—Differential Reader Functioning over Time (Wolfe and Moulder, 1999, April)—refers to changes in individual Reader performance over time. In the paragraphs that follow we present examples of Reader effects that may not be static, but rather may manifest themselves at different points within a Reading. These effects may include:

- Changes in the level of severity a Reader exercises over time (i.e., becoming more or less severe as a Reading proceeds);
- Changes in a Reader’s level of accuracy over time (i.e., becoming more or less accurate as a Reading proceeds); and
- Changes in a Reader’s use of the scale categories over time (i.e., using the full range of categories included in the scoring guidelines at the beginning of a Reading, but later showing a restriction in the range of categories employed).

When a Reading extends over several days or weeks (as in Advanced Placement Program® [AP] Readings), certain Readers may become more severe as time progresses, exhibiting a tendency to assign lower ratings, on average, as the Reading progresses. Conversely, some Readers may become less severe, assigning higher ratings, on average, as the Reading progresses. As a consequence, the average of the ratings these particular Readers assign may vary from day to day, from morning to afternoon, or perhaps even from folder to folder. Thus, the level of severity a Reader exercises may be found to vary systematically over time (i.e., the Reader exhibits differential severity or differential leniency). A number of studies have examined whether an individual Reader’s level of severity changes systematically as a Reading progresses (Bleistein and Maneckshana, 1995; Braun, 1988; Coffman and Kurfman,
this approach is that it focuses on Reader agreement and ignores the accuracy of the ratings. Even when all Readers use the scoring guidelines appropriately, traditional Reader effect indices will flag some Readers as exhibiting Reader effects. On the other hand, if most Readers are using the scoring guidelines inappropriately, conventional Reader effect indices will portray the best Readers as outliers without indicating the higher quality of the ratings that they assign.

Another challenge that those who study Reader effects face concerns the design of studies of Reader effects and the degree to which ratings that subsets of Readers assign are linked to one another. In some situations, those in charge of an assessment program may try to contain scoring costs by having few Readers assign ratings to each essay. In the most extreme case, only a single Reader rates each student’s essay. Such a practice creates so-called disconnected subsets of ratings—subsets of ratings that have no student or Reader in common. The existence of connections between subsets of ratings is essential if one wishes to describe the characteristics of students or Readers without ambiguity. For example, suppose that only one Reader rates essays for a particular subset of students and that Reader does not rate any other essays for students who are outside of that subset. Further, assume that there are differences between the mean rating of that Reader for the essays for that subset of students and the mean ratings of other Readers who rated the essays for other subsets of students. In this example, it is impossible to pinpoint the cause of the differences between the mean ratings. Multiple, equally plausible hypotheses could be posited to explain the differences. For example, perhaps the various subsets were composed of students who differed in their levels of achievement (i.e., some subsets may have included more higher-achieving students than other subsets). An alternative explanation for the differences might be that the subsets of Readers may have exercised different levels of severity when rating the students’ essays (i.e., there may have been more severe Readers rating certain subsets of students’ essays than other subsets). In order to determine which of these two explanations to accept, one would need to implement a rating design in which all Readers would assign ratings to a common subset of students’ essays so that the mean ratings for each Reader for this particular subset of students’ essays could be compared to determine the degree to which the Readers differed in their levels of severity. Hence, a lack of connectivity in rating data leads to ambiguous information concerning the existence of Reader effects.

Purposes of the Study

This study seeks to extend our understanding of Reader effects and to address challenges encountered by those who are concerned about Reader effects. In the paragraphs that follow, we outline the four purposes of our study, explaining how we planned to address each of the challenges.
Challenge #1: Investigate Reader severity as a potentially dynamic and changing, rather than as a static, effect.

One purpose of this study was to determine the degree to which individual AP English Literature and Composition Readers exercised different levels of severity (or leniency) over time. If we found evidence that some Readers did indeed exhibit differential severity (or differential leniency), our plan was to identify those Readers and pinpoint at what points in the Reading they showed changes in the levels of severity they exercised.

Challenge #2: Go beyond the study of differential severity/leniency to look at other Reader effects (accuracy and scale category use) as dynamic effects.

A second purpose of the study was to determine whether there were any AP English Literature and Composition Readers who exhibited changes over time in their levels of accuracy or in their use of scale categories. If we found evidence to suggest that one or more of these dynamic effects were present for a given reader, our plan was to conduct statistical analyses to determine at what point in the Reading we could detect changes in the Reader’s level of accuracy, or use of the scale categories.

Challenge #3: Investigate the accuracy of ratings assigned, not just the level of agreement attained.

A third purpose of the study was to obtain ratings from Readers in a manner that would allow us to evaluate the accuracy, rather than merely the agreement, of the ratings that AP English Literature and Composition Readers assign. In this study, we experimented with an alternative approach to monitoring Readers—an approach that may hold considerable promise as the AP Program looks to the future and the possibility of moving to an online rating system. Having Readers rate benchmark essays (i.e., essays that a number of highly experienced Readers have previously rated and have assigned consensus ratings) at various times each day during a Reading as a check on their accuracy is an approach that ETS has very successfully implemented in the online rating of essays for the Graduate Management Admission Test (GMAT). By reviewing the Readers’ blind ratings of benchmark essays, supervisors of GMAT Readers can quickly identify those Readers whose accuracy is waning and provide needed guidance and support. In this study, we did not present Readers with essays on a computer screen; rather, we presented benchmark essays in a paper-based rating system. Introducing benchmark essays into a Reading allowed us to monitor each Reader’s level of accuracy over time, comparing a Reader’s performance to known standards of performance (i.e., the highly experienced Readers’ consensus ratings of the benchmark essays).

Challenge #4: Investigate the comparability of various linking strategies in rating designs.

A fourth purpose of the study was to compare the detection of Reader effects using two methods for obtaining Reader connectivity in a sparse rating matrix: (a) experienced Reader-scored benchmark essays, and (b) students’ performance on the multiple-choice section of the AP Examination. Monitoring Reader performance when a single Reader rates each student’s essay presents a formidable challenge. Some large-scale assessment programs use a student’s performance on the multiple-choice section of an exam as a criterion measure to monitor Reader accuracy. Because only a single Reader rates each student’s essay in these rating designs, it is difficult to establish adequate “connections” between all Readers so that they can be fairly compared in terms of severity, internal consistency, and level of agreement.

The Reader Management System (RMS) that the AP Program employs “connects” Readers through student responses to multiple-choice items. However, for some AP Examinations, the correlation between the students’ performance on the free-response and multiple-choice sections of the exam is weak. For example, in 1999, the correlation between student performance on the free-response and multiple-choice sections of the AP English Literature and Composition Exam was 0.52. The correlations of performance on the multiple-choice section with performance on each of the three separate essays were as follows: poetry analysis essay, 0.37; prose analysis, 0.44; and analytical–expository essay, 0.40 (College Board, 1999). Given these results, some may rightly question whether using performance on the multiple-choice portion is an appropriate check on the accuracy of the Readers who rated these three essays.

Another Reader monitoring practice currently employed in AP Readings is the read-behind strategy, in which Table Leaders reread selected essays to check for Reader accuracy. Because the Table Leaders must periodically review the work of the six to eight Readers at their table, the read-behind strategy is cumbersome and time consuming to implement. Perhaps more significantly, the read-behind practice does not guard against the possibility of table drift and may, in fact, contribute to it. That is, an entire table of Readers may alter their rating standards if the feedback they receive from their Table Leader is unique to that Table Leader and is not shared by other Table Leaders. Indeed, past research on the AP English Literature and Composition Reading suggested that “table effects” may exist (Braun, 1988).

Our study functioned as a test of the feasibility of connecting AP Readers through their ratings of common benchmark essays. We hypothesized that this approach would allow for a more direct monitoring of Reader performance and for more accurate and precise estimates.
of Reader effects than the current method of connecting Readers through student responses to multiple-choice items. We say “more direct” because the current method only allows the AP Program to obtain indirect measures of each Reader’s performance (i.e., an indication of whether the ratings the Reader gives students are “in sync” with the overall level of performance each student displayed on the multiple-choice section of the test). If our approach proved feasible, it would provide the AP Program with a viable option that does not rely on the multiple-choice items as the only means available to establish Reader connectivity.

Research Questions

Listed below are the eight sets of research questions that framed this investigation:

1. Are there any AP English Literature and Composition Readers whose levels of severity change as the Reading progresses (i.e., Readers who exhibit differential severity or differential leniency over time)? If there are such Readers, at what point in the Reading do these changes become apparent?

2. Do different approaches to detecting differential severity/leniency produce similar results? How comparable are the indices of differential severity/leniency obtained from different approaches? Does each approach identify the same set of Readers as exhibiting differential severity/leniency?

3. Are there any AP English Literature and Composition Readers who exhibit differential scale category use (i.e., change from using all the categories in the scoring guidelines to using fewer categories as the Reading progresses)? If so, at what point in the Reading is this Reader effect detectable? Are there some Readers who, throughout the entire Reading, do not use all the categories on the scoring guidelines?

4. Do different approaches to detecting differential scale category use in a Reader’s ratings produce similar results? How comparable are indices obtained from different statistical approaches? Does each approach identify the same set of Readers as exhibiting differential scale category use?

5. Are there any AP English Literature and Composition Readers whose levels of accuracy change as the Reading progresses? If there are such Readers, at what point in the Reading do these changes become apparent?

6. Do different approaches to detecting differential accuracy/inaccuracy produce similar results? How comparable are the indices of differential accuracy/inaccuracy obtained from different approaches? Does each approach identify the same set of Readers as exhibiting differential accuracy/inaccuracy?

7. How do our depictions of DRIFT differ when we establish Reader connectivity via student responses to multiple-choice items versus via ratings of benchmark essays?

8. How do our depictions of DRIFT differ when we utilize Reader agreement indices versus when we utilize Reader accuracy indices?

Models and Indices

In a Many-Facet Rasch Measurement analysis, the natural logarithm of the odds (logit) of each transition between adjacent scale categories is represented by a parameter that depicts a facet of the measurement context (e.g., the student’s level of achievement, the Reader’s severity, or the scale category’s challenge). In this study, the mathematical models take several forms. One of those models is the Many-Facet Rasch Model (MFRM) containing a time facet (referred to hereafter as the Time Facet model) (Linacre, 1989),

$$
\ln \left( \frac{\pi_{nxr_t}}{\pi_{nxr_{t-1}}} \right) = A_n - S_r - R_t - T_x,
$$

where

- \( \pi_{nxr_t} \) = probability of student \( n \) being rated \( x \) by Reader \( r \) at time \( t \),
- \( \pi_{nxr_{t-1}} \) = probability of student \( n \) being rated \( x - 1 \) by Reader \( r \) at time \( t \),
- \( A_n \) = level of achievement for student \( n \),
- \( S_r \) = severity of Reader \( r \),
- \( R_t \) = the observed performance reduction at time \( t \),
- \( T_x \) = difficulty of the threshold between scale categories \( x \) and \( x - 1 \).

The Time Facet model depicts the severity of each Reader as a static characteristic across time, but it allows the mean of the ratings to vary across time. Such a model would be useful for detecting gross changes in the mean rating across all Readers as time progresses, although changes in \( R_t \) may be due to either differences in Reader severity over time, or differences in the overall achievement of students who are rated at each time.

We can also express the Time Facet model, as well as those that follow, as a probability function—a format that is useful in discussions of the analysis of model-to-data fit,

$$
\pi_{nxr_t} = \frac{\exp \left( \sum_y (A_n - S_r - R_t - T_y) \right)}{\sum_{y} \exp \left( \sum_y (A_n - S_r - R_t - T_y) \right)},
$$

where
Facets (Linacre, 2003) is a computer program that estimates parameters for the Time Facet model (and the remaining models we describe) from the ratings that Readers assign. The program simultaneously but statistically independently estimates these parameters and then scales them onto a single linear scale. The joint calibration of Facets makes it possible to measure Reader severity on the same scale as student achievement because all facets of the rating operation are expressed in a common metric (i.e., log-odds or logits). Researchers can then make diagnostically informative comparisons among the various facets. For each element of each facet, the analysis provides a measure, a standard error (i.e., information about the precision of that measure), and fit indices (i.e., information about how well the data fit the expectations of the measurement model).

We extended the Time Facet model to determine whether individual Readers vary in their levels of severity over time by including an interaction between Readers and time in the model (referred to hereafter as the Interaction model),

\[
\ln \left( \frac{\pi_{m\text{-}t}}{\pi_{m\text{-}t+1}} \right) = A_r - S_r - R_t - I_{nt} - T_r ,
\]

where

\[I_{nt} = \text{the deviation of the severity of Reader } r \text{ at time } t \text{ from that Reader’s overall severity.}\]

When implementing the Interaction model, the Facets program first estimates the parameters for the Time Facet model. Then, the computer program anchors all of the terms contained in the Time Facet model and estimates the interaction term \(I_{nt}\) from the residuals of the Time Facet model (Linacre, 2003). Use of the Interaction model allows us to identify individual Readers who change their levels of severity over time. We describe this process in the next section.

Similarly, we reformulated the Time Facet model to calculate a separate estimate of each Reader’s level of severity at each time point (referred to hereafter as the Separate model),

\[
\ln \left( \frac{\pi_{m\text{-}t}}{\pi_{m\text{-}t+1}} \right) = A_r - S_r - T_r ,
\]

where

\[S_r = \text{severity of Reader } r \text{ at time } t .\]

In the Separate model, the Facets program estimates a unique severity parameter for each Reader at each time point, making it possible to compare the estimate of a Reader’s severity at a given time point to a first baseline estimate of that Reader’s severity.

### Indices for detecting DRIFT

Table 1 summarizes the influence of each of several Reader effects on indices that we investigated in this study. We provide definitions of these indices in the following sections, but we present the table on page 6 as an organizational framework for that discussion. Note that Table 1 contains six indices. Two of these indices, \(Z_{\text{SARI}r} \text{ and } t_{\text{SARI}}\), are useful for detecting changes in Reader severity or leniency over time (i.e., differential severity and differential leniency). Another index, \(F_{\text{VII}}\), is influenced by changes in Reader severity or leniency over time and by changes in scale category use over time (i.e., differential scale category use). Yet another index, \(Z_{\text{SARI}g} \text{ and } F_{\text{III}}\), (a standardized difference between the single Reader–rest of the Readers correlations) is influenced only by increases and decreases in Reader agreement over time (i.e., differential accuracy and differential inaccuracy, respectively). \(F_{\text{II}}\) is influenced by both differential scale category use and differential accuracy and inaccuracy. Finally, \(Z_{\text{SARI}g} \text{ and } F_{\text{III}}\) is influenced only by differential scale category use. Detailed definitions of each of these indices follow.

### Methods for detecting changes in Reader severity

In this study, we examined two indices as measures of differential severity/leniency—standardized differences and interaction terms. Psychometricians routinely use the \textit{standardized difference} as a measure of uniform differential item functioning. Raju (1988, 1990) provides a comprehensive description of its computation and interpretation. He defined the Signed Area Index (SAI) for the Rasch model as the difference between the item difficulty parameter estimates for two student groups. Further, he demonstrated that the SAI portrays the area between the item characteristic curves for a particular dichotomously scored test item, with each curve depicting the probability that a particular student group will answer the item correctly,

\[
\text{SAI}_i = D_{g_i} - D_{g} ,
\]

where

\[
\text{SAI}_i = \text{the SAI for item } i , \text{ and } D_{g} = \text{the estimated difficulty of item } i \text{ for group } g .
\]

In our study, we applied the SAI to the comparison of the levels of severity/leniency that Readers exercised at various time points. Using the severity estimates obtained from the Separate model displayed in Equation (4), we formulated the SAI as

\[
\text{SAI}_r = S_{r,t} - S_{r,n} ,
\]

where

\[S_{r,t} = \text{severity of Reader } r \text{ at time } t .\]
where

\[ SAI_{rc} = \text{the SAI for Reader } r \text{ comparing time } c \text{ to a baseline index,} \]
\[ c = \text{a comparison time index,} \]
\[ b = \text{a baseline time index, and} \]
\[ Sr_j = \text{the estimated severity of Reader } r \text{ for time } j. \]

Raju (1990) also described a statistical significance test for the SAI, which is identical in form to the standardized difference that Wright and Masters (1982) introduced. Our formulation of that index is

\[ Z_{SAI_{rc}} = \frac{SAI_{rc}}{\sqrt{SE_{rc}^2 + SE_{Sr_j}^2}}, \]

(7)

where

\[ Z_{SAI_{rc}} = \text{the standardized difference index for Reader } r \text{ comparing the Reader’s severity estimate at time } c \text{ to the initial baseline severity estimate, and} \]
\[ SE_{rc}^2 = \text{the variance of Reader } r’s \text{ severity estimate for time } j. \]

To test the null hypothesis that there is no difference between the Reader’s baseline severity and the Reader’s severity at time c, we compare the value of \( Z_{SAI_{rc}} \) to the standard normal distribution. Others have suggested interpreting the value of the SAI itself as an effect-size indicator, with values greater than 0.50 denoting meaningfully large effects (Draba, 1977; Swaminathan and Rogers, 1990). As formulated, positive values of \( SAI_{rc} \) and \( Z_{SAI_{rc}} \) indicate that the Reader has become more severe over time, while negative values indicate that the Reader has become less severe over time.

When we implement the Interaction model shown in Equation (3), we obtain the interaction index \( I_{rc} \), the other differential severity/leniency index we investigated. For this model, the parameter estimate for each Reader-by-time combination depicts the interaction or instability of the Reader’s severity to that Reader’s average severity. We divided the interaction index by its standard error to create a Wald t-test, which tests the null hypothesis that the interaction for comparison time c deviates from the Reader’s overall severity (\( Sr \)),

\[ t_{rc} = \frac{I_{rc}}{SE_{I_{rc}}}, \]

(8)

where

\[ t_{rc} = \text{the Wald } t\text{-test comparing } I_{rc} \text{ to the null value of } Sr, \]
\[ SE_{I_{rc}} = \text{the standard error of } I_{rc}. \]

When the sample size is large, one can compare the value of \( t_{rc} \) to a standard normal distribution. Previous
work with the interaction bias index has indicated that it provides information that is comparable to that provided by the standardized difference (Garner and Engelhard, 1999). The interpretation of the $I_{r}$ and $t_{r}$ indices is the same as for the SAI_{r} and ZSAI_{r} indices—positive values indicate increasing severity over time, while negative values indicate decreasing severity over time.

Methods for detecting changes in Reader accuracy or in the use of scale categories

Researchers using the Many-Facet Rasch Model to examine Reader effects have made few systematic efforts to determine how static, let alone dynamic, Reader effects other than severity manifest themselves. There exists some relevant literature that rationalizes the use of particular indices for detecting specific patterns in ratings (Smith, 1996; Wright, 1991, 1995) or identifies associations between patterns of ratings and particular indices (Congdon, 1998; Engelhard, 1992, 1994; Wolfe, 2004). Only a few examples exist that simulate Reader effects and examine the influence of those effects on relevant Many-Facet Rasch indices (Manalo, 2002; Myford and Wolfe, 2002, 2003; Wolfe, Chiu, and Myford, 2000; Wolfe, Moulder, and Myford, 2001). Thus, we can only speculate about how DRIFT effects, other than differential severity/leniency, may manifest themselves in Many-Facet Rasch analyses.

In this study, we examined several indices that may prove useful for identifying Readers whose use of the categories in the scoring guidelines changed over time, as well as for identifying Readers whose level of accuracy changed over time. We discuss the indices for detecting differential scale category use and for detecting differential accuracy/inaccuracy jointly in this section because some of those indices may be sensitive to both of these types of DRIFT. We begin our discussion by identifying indices that may be useful for detecting static Reader effects, and then we extend that discussion to consider how these indices may be transformed to detect DRIFT effects.

There are two indices based on the “raw ratings” Readers assign (i.e., the ratings from which MFRM parameters are estimated) that researchers can employ to detect both static and dynamic Reader effects. The first relevant index is the standard deviation (or its square, the variance) of the raw ratings. Under the somewhat questionable assumptions that Readers rate randomly equivalent samples of students’ essays, and that the distributions of Reader severities and student achievement are well matched, a researcher can use the standard deviation of the ratings as an index for identifying Readers who exhibit static central tendency (i.e., during a given time period, the tendency to assign ratings only in the central categories of the scoring guidelines). Specifically, provided that the Reader assigns ratings with a mean near the center of the rating scale, the standard deviation of the ratings of a Reader exhibiting central tendency will be closer to zero than the standard deviation of the ratings of Readers who do not exhibit central tendency. That is, a Reader exhibiting central tendency will assign ratings that are tightly clustered around the center of the rating scale. However, we emphasize that the standard deviation of the ratings is sensitive to both central tendency and severity/leniency. That is, if a Reader assigns ratings that are in the tails of the distribution (i.e., is severe or lenient), the standard deviation of those ratings will also be small in comparison to the standard deviation of Readers who do not exhibit central tendency or severity/leniency. Hence, the standard deviation of the ratings is of somewhat limited usefulness as a sole criterion for detecting central tendency.

Another index based on raw ratings that we used in this study is the single Reader–rest of the Readers correlation ($r_{SR-ROB}$), which is a generalization of the Pearson correlation (Myford and Wolfe, 2003). Facets computes the generalized Pearson coefficient by pairing each rating that a particular Reader assigns with every other rating that other Readers assign to the same students. The software computes a Pearson correlation between these pairs of ratings to obtain $r_{SR-ROB}$. The $r_{SR-ROB}$ index summarizes the degree to which the rank ordering of students by a particular Reader is consistent with the rank ordering of those students by the rest of the Readers. If a Reader ranks students in an order different from that of other Readers, the value of $r_{SR-ROB}$ will be close to zero. Conversely, if a Reader ranks students in an order similar to that of other Readers, then the value of $r_{SR-ROB}$ will be close to 1. Hence, the single Reader–rest of the Readers correlation may be an indicator of Reader inaccuracy, although researchers have not as yet conducted formal studies of its utility for detecting inaccurate Readers.

We also considered several diagnostic indices relevant to the various versions of the MFRM described previously. Fit indices indicate the degree to which the assigned ratings match the “expected” ratings derived from the MFRM. (An expected rating is the rating the measurement model predicts the Reader will assign the
student’s essay, given the estimated level of severity the Reader exercises and the student’s estimated level of achievement). Large differences between the observed and expected ratings, particularly for individual Readers, may indicate the existence of Reader effects. At the simplest level, one can examine the residual of a rating and the associated expected rating for an individual student \((n)\) that an individual Reader \((r)\) assigned as

\[
R_{nr} = X_{nr} - E_{nr} \tag{9}
\]

where

\[
R_{nr} = \text{the residual},
\]

\[
X_{nr} = \text{the rating that Reader } r \text{ assigned to student } n,
\]

and

\[
E_{nr} = \text{the model-based expected rating of Reader } r \text{ for student } n,
\]

and

\[
E_{nr} = \sum_k k \pi_{nrk}, \tag{10}
\]

where \(\pi_{nrk}\) resembles Equation (2).3

One can then standardize the residual to facilitate interpretation via

\[
z_{nr} = \frac{R_{nr}}{\sqrt{V_{E_{nr}}}} \tag{11}
\]

where

\[
V_{E_{nr}} = \sum_k (k - E_{nr})^2 \pi_{nrk} \tag{12}
\]

and

\[
V_{E_{nr}} = \text{the model variance of the observed ratings around an expected rating so that it is the statistical information associated with the expected rating.}
\]

Finally, one can average the standardized residuals across students to produce a summary statistic for each Reader that denotes the total variability of the residuals associated with that Reader (Linacre, 1989). One can perform this averaging in two ways. The unweighted mean-square fit index \((MS_{\text{unweighted}})\) is simply the average of the Reader’s squared standardized residuals across all students that a Reader rated, which is mathematically equivalent to a chi-square statistic divided by its degrees of freedom,

\[
MS_{\text{unweighted}} = \frac{\sum z_{nr}^2}{N} \tag{13}
\]

where

\[
N = \text{the number of students.}
\]

The weighted mean-square fit index \((MS_{\text{weighted}})\), on the other hand, is an information-weighted average (across all students that a Reader rated) of the squared standardized residuals so that the ratings the Reader assigns in the highest and lowest categories of the scoring guidelines are generally weighted less heavily,

\[
MS_{\text{weighted}} = \frac{\sum z_{nr}^2 V_{E_{nr}}}{\sum V_{E_{nr}}}. \tag{14}
\]

Both the weighted and unweighted mean-square fit indices have an expected value of 1 and can range from 0 to ∞ . For both indices, values close to 1 indicate that the observed ratings are as close to their expected ratings as would be expected, given the amount of random variability in the data. Values less than 1 indicate that the observed ratings are closer to their expected ratings than the MFRM predicts they should be when we take model-specified randomness in the data into account (i.e., overfit). Values greater than 1 indicate that the observed ratings are farther from their expected ratings than the model predicts (i.e., misfit). In the present context, Facets computes a separate weighted and unweighted mean-square fit index for each time point based on the fit of the Reader’s ratings to the Separate version of the MFRM (Equation [4]).

Researchers have used the weighted and unweighted mean-square fit indices in the past as indicators of static central tendency and inaccuracy (i.e., the inability to reliably distinguish between levels of student achievement). For example, when analyzing data from a statewide writing assessment, Engelhard (1992, 1994) observed that values of these fit indices that are less than 1 tended to be associated with Reader overuse of the central categories of the rating scale. In a simulated study, Wolfe et al. (2000) determined that the two mean-square fit indices are sensitive to both central tendency and inaccuracy, and that the two indices more accurately detect inaccuracy than central tendency. However, that study also produced inflated fit values when the researchers simulated raters to overuse central rating categories—the opposite of what researchers have observed in operational Readings—causing others to advise caution when interpreting the values of fit indices as indicators of specific Reader effects (Myford and Wolfe, 2003).

If one considers how overuse of the central categories of scoring guidelines might influence the square of the standardized residuals, the reason for these discrepant results becomes apparent. When a Reader exhibits a central tendency effect, that Reader tends to assign more ratings in the central categories than the MFRM would predict, based on the students’ levels of achievement. As a result, the squared standardized residuals for a Reader exhibiting a central tendency effect will be close to 0.00 for students who are of average achievement (assuming

\footnote{Note that \(\pi_{nk}\) refers to the probability that Reader \(r\) will assign a rating to student \(n\) in category \(k\). In this case, the analog of Equation (2) replaces items (subscripted with \(i\)) with Readers (subscripted with \(r\)).}
that the essays are well matched to the students’ levels of achievement, which is often the case), and greater
than 0.00 for students who are of below (or above)
average achievement. When the distribution of student achievement is unimodal, this means that most of the squared standardized residuals will be close to 0.00. In this case, one would expect both the weighted and the unweighted mean-square fit indices to be close to zero for Readers exhibiting static central tendency. On the other hand, if the distribution of student achievement is platykurtic, or is not well matched to the distribution of Reader severities, then the average of the squared standardized residuals would increase for Readers exhibiting central tendency, causing the mean-square fit indices to increase. Hence, it is clear that, in many cases, the values of the mean-square fit indices will be close to zero for Readers exhibiting static central tendency, although this will not necessarily always be the case. Regardless, mean-square fit indices should be sensitive, to some degree, to static Reader central tendency, in addition to inaccuracy.

Another index that may be useful for detecting differential scale category use and differential accuracy/inaccuracy is the correlation between the residuals and the expected ratings for a particular reader, \( r_{\text{res,exp}} \). Although no simulation studies have focused on this index, Wolfe (2004, 2005) has provided a rationale for its use in detecting Reader effects. He explained that, when static central tendency occurs, a Reader’s ratings for high-achieving students will be lower than the ratings that the MFRM predicts. Conversely, the Reader’s ratings for low achieving students will be higher than the ratings the MFRM predicts. As a result, the scatterplot of residuals (y-axis) and expected ratings (x-axis) should show a negative slope for a Reader exhibiting central tendency. However, in the case of static inaccuracy, the value of this correlation should approach zero. Hence, the correlation between residuals and expected ratings \( r_{\text{res,exp}} \) should be useful in differentiating between a static central tendency effect and a static inaccuracy effect.

The following paragraphs describe how we transformed these indices into statistics that are sensitive to DRIFT, rather than static, effects. Recall that two raw rating indices, the standard deviation of the ratings and the single Reader–rest of the Readers correlation, may be useful as illustrative indices of DRIFT. In the case of the standard deviation of the ratings, recall that, under the assumption that Readers rate subgroups of students who are randomly equivalent with respect to their achievement levels, a Reader who moves from using all of the scale categories to using only the central categories should show a decrease in the standard deviation of his or her ratings over time. By creating a ratio of the square of these standard deviations, we can test the null hypothesis that the standard deviation of a Reader’s ratings at time \( t \) is equal to the initial baseline standard deviation of that Reader’s ratings,

\[
F_{\text{V(X)}} = \frac{S_{x_{c}}^2}{S_{x_{b}}^2}, \tag{15}
\]

where

\[
F_{\text{V(X)}} = \text{an F test of the null hypothesis that the two standard deviations are equal,}
\]

\[
S_{x_{c}}^2 = \text{the variance of the ratings for a particular Reader at comparison time } c,
\]

\[
S_{x_{b}}^2 = \text{the variance of the ratings for a particular Reader at the baseline time.}
\]

We can then compare \( F_{\text{V(X)}} \) to an F distribution with degrees of freedom equal to the degrees of freedom for the two standard deviations. Statistically significant values of \( F_{\text{V(X)}} \) that are less than 1 indicate decreases in the variability of the Reader’s ratings between the comparison time \( c \) and the baseline time \( b \) that are larger than what can be accounted for by random variability—an indicator of differential scale category use (specifically, an increasing tendency to utilize the central categories of the rating scale).\(^4\)

Similarly, we can create a statistical test to compare two single Reader–rest of the Readers correlation coefficients \( r_{\text{SR–ROB}} \), the other index based on ratings, to detect changes in values of that index over time. Recall that when a Reader is highly accurate in the ratings he or she assigns, the single Reader–rest of the Readers correlation should be high in comparison to a Reader who is not as accurate. Hence, a Reader who becomes more accurate over time will produce ratings that will result in a higher single Reader–rest of the Readers correlation over time. Conversely, a Reader who becomes less accurate over time will produce ratings that will result in a lower single Reader–rest of the Readers correlation over time. We can test the null hypothesis that two correlation coefficients associated with the same Reader at different times are equal to one another by standardizing the two correlations via Fisher’s Z transformation,

\[
Z_{\text{SR–ROB}} = \frac{\text{LN} (1 + r_{\text{SR–ROB}}) - \text{LN} (1 - r_{\text{SR–ROB}})}{2}. \tag{16}
\]

We can then subject the standardized values to a hypothesis test to determine whether the two correlation coefficients are statistically significantly different,

\[
Z_{\text{SR–ROB,SR–ROB'}} = \frac{Z_{\text{SR–ROB}} - Z_{\text{SR–ROB'}}}{\sqrt{\frac{1}{N_x - 3} + \frac{1}{N_y - 3}}}, \tag{17}
\]

where

\( Z_{\text{SR–ROB}} \) = the Fisher-transformed single Reader–rest of

\(^4\) References to a criterion value of 1 in this manuscript are made under the assumption that the sample size is relatively large. The mean of an F distribution equals \( df_{\text{denominator}} / (df_{\text{denominator}} - 2) \), so, provided the degrees of freedom associated with the MS that goes into the denominator of \( F_{\text{V(X)}} \) or \( F_{\text{S}} \) is greater than, say, 10, the criterion value of 1 is reasonable. The criterion value of \( df_{\text{denominator}} / (df_{\text{denominator}} - 2) \) should be used if the degrees of freedom associated with the MS that goes into the denominator of \( F_{\text{V(X)}} \) or \( F_{\text{S}} \) is a number close to zero.
the Readers correlation at time c,
\[ Z_{\text{SR} - \text{ROR}_b} = \frac{Z_{\text{SR} - \text{ROR}_c}}{MS_{b}} \]

where
\[ F_{fit} = \frac{MS_{c}}{MS_{b}} \]

and
\[ c \]

Finally, we can compare this statistic to a standard normal distribution. Values of the index that are significantly greater than zero indicate that the single Reader–rest of the Readers correlation at comparison time \( c \) is statistically significantly higher than the correlation at the baseline time \( b \) (signaling increasing accuracy). Values of the index that are significantly less than zero indicate that the single Reader–rest of the Readers correlation at time \( c \) is statistically significantly lower than the correlation at the baseline time \( b \) (signaling decreasing accuracy).

We can also create hypothesis test statistics for the various MFRM indices described previously. For example, we can detect changes in the magnitude of the mean-square fit indices using an \( F \) statistic. Each mean-square fit index is approximately distributed as a chi-squared statistic divided by its degrees of freedom. As a result, a ratio of two mean-square fit indices should be approximately distributed as an \( F \) statistic with degrees of freedom equal to the degrees of freedom for the two mean-square statistics involved in the ratio.

Hence, statistically significant values of \( F_{fit} \) that are less than 1 may indicate such a change in scale category use. Similarly, when a Reader assigns accurate ratings during a given time period, residuals for that Reader are close to 0.00, so the mean-square fit index is also close to 0.00. Conversely, when a Reader assigns inaccurate ratings during a given time period, residuals tend to be large, so the mean-square fit index will be greater than 1. Hence, increases in Reader accuracy over time should result in smaller mean-square fit indices over time and values of the \( F_{fit} \) ratio that are less than 1. By contrast, decreases in Reader accuracy over time should result in larger mean-square fit indices over time and values of the \( F_{fit} \) ratio that are greater than 1.

Another index that is useful for identifying cases of differential scale category use and differential accuracy is the correlation between residuals and model-based expected ratings (Wolfe, 2004). As mentioned previously, one would expect the value of the correlation between the residuals and the expected ratings to be close to zero in the case of both accuracy and inaccuracy effects. On the other hand, recall that when a Reader uses only the central categories, the residuals for that Reader are positive for low-achieving students and negative for high-achieving students. As a result, the correlation between the Reader’s residuals and expected ratings will be negative. Hence, differential scale category use will result in progressively more negative Reader residuals–expected ratings correlations over time. As was true for the single Reader–rest of the Readers correlation, we can also depict changes in the Reader residuals–expected ratings correlation over time via an index analogous to Equation (17),
\[ Z_{E – R_c, E – R_b} = \frac{Z_{E – R_c} - Z_{E – R_b}}{\sqrt{\frac{N_c - 3}{N_c - 1} + \frac{N_b - 3}{N_b - 1}}} \]

Summary of DRIFT indices
Recall that Table 1 summarizes how one can use these indices in combination to identify various DRIFT effects. First, differential severity and leniency influence the values of \( Z_{\text{SA}t_{\text{rc}}} \) and \( t_{\text{rc}} \). Specifically, the values of \( Z_{\text{SA}t_{\text{rc}}} \) and \( t_{\text{rc}} \) will be positive when a Reader’s severity increases over time, and the values will be negative when a Reader’s severity decreases over time. In addition, differential severity and leniency will influence the value of \( F_{V(X)} \), but not necessarily in a consistent manner across all measurement contexts. For example, assuming that the distribution of Reader severities is well matched to the distribution of student achievement (i.e., the average severity measure is approximately equal to the average achievement measure), a Reader who becomes more severe (or lenient) as time progresses will assign more ratings in the lower (or upper) categories of the scale. This causes the variance of the assigned ratings to decrease over time,
which causes the value of $F_{V(X)}$ to decrease over time. In this particular situation, differential severity or leniency would produce small values of $F_{V(X)}$. However, several other types of DRIFT (e.g., differential scale category use and differential accuracy/inaccuracy) may also influence the value of $F_{V(X)}$. As a result of this ambiguity, we focus our attention on identifying cases of differential severity and leniency using the $Z_{SR-RORc, SR-RORB}$ and $t_{m}$ indices and merely examine the relationship of $F_{V(X)}$ to the absolute values of these two primary indices.

Second, differential scale category use influences the value of $Z_{E-R_c, E-R_b}$ and may influence the values of $F_{V(X)}$ and $F_{fit}$. Differential scale category use seems to have the most clear-cut influence on the value of $Z_{E-R_c, E-R_b}$. Specifically, differential scale category use results in a negative correlation between expected ratings and residuals, which produces a negative value of $Z_{E-R_c, E-R_b}$. Differential scale category use may also cause the value of $F_{fit}$ to be less than 1 under some conditions (e.g., when the distribution of student achievement is centrally unimodal and is well matched to the distribution of the Reader severities). Similarly, differential scale category use may cause the value of $F_{V(X)}$ to be less than 1, particularly when it is reasonable to assume that the samples of student essays that a given Reader rated are randomly equivalent across time. Identifying cases of differential scale category use with $F_{fit}$ or $F_{V(X)}$ is not straightforward for several reasons. First, differential scale category use inconsistently influences these two indices. That is, depending upon the measurement context, different indices will result. Second, other DRIFT effects may influence these two indices (e.g., differential accuracy/inaccuracy may influence both indices, and differential severity/leniency may influence $F_{V(X)}$). As a result, we focus our attention on identifying cases of differential scale category use employing the $Z_{E-R_c, E-R_b}$ index and merely examine the relationship of $F_{V(X)}$ and $F_{fit}$ with the value of $Z_{E-R_c, E-R_b}$.

Third, differential accuracy and differential inaccuracy influence the value of $Z_{SR-RORc, SR-RORB}$ and $F_{fit}$. Differential accuracy and differential inaccuracy may also influence the value of $F_{V(X)}$ under some measurement conditions. Differential accuracy, in the manner in which we have chosen to define that term (i.e., as agreement between Readers included in our study), will cause the correlation between ratings of different Readers to increase over time. This would cause the value of $Z_{SR-RORc, SR-RORB}$ to be positive. Conversely, differential inaccuracy will cause the correlation between ratings of different Readers to decrease over time, which causes the value of $Z_{SR-RORc, SR-RORB}$ to be negative. Differential accuracy/inaccuracy should also result in values of $F_{fit}$ that are less than or greater than 1, respectively. Differential accuracy/inaccuracy may also influence the value of $F_{V(X)}$. However, as mentioned in the previous paragraphs, other DRIFT effects may influence the values of $F_{fit}$ and $F_{V(X)}$, so we focus our attempts to identify cases of differential accuracy and differential inaccuracy on the $Z_{SR-RORc, SR-RORB}$ index and then examine only the relationship of this index with the values of $F_{fit}$ and $F_{V(X)}$.

Method

Participants

Readers

Prior to the Reading, we selected 15 tables of approximately 7 Readers each to participate in the study based on location (i.e., all were located on one side of the room to make distribution of benchmark essays easier). There were 649 Readers who rated the AP English Literature and Composition essays, and 101 of these Readers participated in this study (16 percent). Table 2 summarizes the demographic characteristics for the population and for our sample of Readers. As the table shows, our sample represented the total pool quite well. In both cases, about two-thirds of the Readers were female, and a large majority was white. In addition, a little more than half of the Readers were secondary school teachers, and the average number of years of AP Reading experience was about four, although it was slightly higher in the population of Readers than in our sample.

Students

A total of 210,964 students took the 2002 AP English Literature and Composition Examination. The 101 Readers in our study rated only a subset of the essays the students wrote for Question 1 (the prose prompt). Therefore, we included in our study all the essays for Question 1 that these Readers rated ($N = 51,233$, about 24 percent of the essays written for this prompt). Table 3 displays the background characteristics for the population and our sample of students. As the table shows, our sample represented the total pool quite well. In both cases, about two-thirds of the students were female, and a large majority was white. In addition, the sample and the population performed comparably on the multiple-choice section of the examination.

AP® English Literature and Composition Examination

The 2002 AP English Literature and Composition Examination consisted of two sections. Section I
Table 2
Demographic Characteristics of the 2002 AP English Literature and Composition Readers

<table>
<thead>
<tr>
<th></th>
<th>Total Population</th>
<th>Study Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>402</td>
<td>61.94</td>
</tr>
<tr>
<td>Male</td>
<td>247</td>
<td>38.06</td>
</tr>
<tr>
<td>Race/Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 American Indian/Alaskan Native</td>
<td>2</td>
<td>0.31</td>
</tr>
<tr>
<td>2 Black/African American</td>
<td>21</td>
<td>3.24</td>
</tr>
<tr>
<td>3 Mexican American/Chicano</td>
<td>13</td>
<td>2.00</td>
</tr>
<tr>
<td>4 Asian/Asian American/Pacific Islander</td>
<td>2</td>
<td>0.31</td>
</tr>
<tr>
<td>5 Puerto Rican</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>6 South, Latin, Central American/other Hispanic</td>
<td>5</td>
<td>0.77</td>
</tr>
<tr>
<td>7 White</td>
<td>516</td>
<td>79.51</td>
</tr>
<tr>
<td>8 Other</td>
<td>12</td>
<td>1.85</td>
</tr>
<tr>
<td>Race/ethnicity not indicated</td>
<td>78</td>
<td>12.02</td>
</tr>
<tr>
<td>Institution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>372</td>
<td>57.32</td>
</tr>
<tr>
<td>College</td>
<td>277</td>
<td>42.68</td>
</tr>
<tr>
<td>Reader Years</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td></td>
<td>4.13</td>
<td>2.89</td>
</tr>
<tr>
<td>Total</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>649</td>
<td>101</td>
</tr>
</tbody>
</table>

Table 3
Demographic Characteristics of the 2002 AP English Literature and Composition Students

<table>
<thead>
<tr>
<th></th>
<th>Total Population</th>
<th>Study Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>134,791</td>
<td>63.89</td>
</tr>
<tr>
<td>Male</td>
<td>76,173</td>
<td>36.11</td>
</tr>
<tr>
<td>Race/Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 American Indian/Alaskan Native</td>
<td>938</td>
<td>0.44</td>
</tr>
<tr>
<td>2 Black/African American</td>
<td>11,514</td>
<td>5.46</td>
</tr>
<tr>
<td>3 Mexican American/Chicano</td>
<td>8,545</td>
<td>4.05</td>
</tr>
<tr>
<td>4 Asian/Asian American/Pacific Islander</td>
<td>20,930</td>
<td>9.92</td>
</tr>
<tr>
<td>5 Puerto Rican</td>
<td>1,320</td>
<td>0.63</td>
</tr>
<tr>
<td>6 South, Latin, Central American/other Hispanic</td>
<td>6,271</td>
<td>2.97</td>
</tr>
<tr>
<td>7 White</td>
<td>148,964</td>
<td>70.61</td>
</tr>
<tr>
<td>8 Other</td>
<td>7,050</td>
<td>3.34</td>
</tr>
<tr>
<td>Race/ethnicity not indicated</td>
<td>5,432</td>
<td>2.57</td>
</tr>
<tr>
<td>Weighted Multiple-Choice Score</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td></td>
<td>37.42</td>
<td>12.87</td>
</tr>
<tr>
<td>Total</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td></td>
<td>210,964</td>
<td></td>
</tr>
</tbody>
</table>

Section II consisted of three free-response questions. Performance on Section II accounted for 55 percent of a student’s total examination score. The College Board (1999) described the purpose of the free-response questions:

On the Literature exam, students are typically required to write analytical essays on both a poem and a prose text and to apply a critical generalization about literature to a specific, appropriate text of their own choosing. The essay format allows them to demonstrate skills of organization, logic, and argument to produce a personal discussion of the text. They are also free to select aspects of the passage or poem relevant to their argument and to support their point of view with pertinent evidence.

Essays also allow students to demonstrate their writing skills, which include control of syntax and grammar and breadth and exactness of vocabulary as well as the elements of
composition mentioned above. Essays provide students with an opportunity to make their individual voices heard and to show the extent to which they have come to employ a mature and effective style. (p. 2)

AP English Literature and Composition Examination Process

Students took the three-hour 2002 AP English Literature and Composition Examination in May under standardized conditions in high schools and other designated testing centers. Trained AP Exam administrators proctored the examination. Students had an hour to complete Section I of the examination (the multiple-choice questions) and two hours to complete Section II (the free-response questions). Students marked their responses to the multiple-choice questions on answer sheets and wrote their essays in a test booklet. (This study focused on the scoring of the first free-response question.)

AP English Literature and Composition scoring process

Students’ answer sheets were electronically scanned, and then computer scored. The computer calculated a total multiple-choice score for each student by counting the number of questions answered correctly, the number answered incorrectly, and then deducting a fraction of the incorrectly answered questions from those answered correctly to eliminate any benefit gained from random guessing.

The scoring of the students’ responses to the three essay questions on the examination took place in Daytona Beach, Florida, in June 2002. Readers were nested within questions; that is, each Reader read essays for only one of the three free-response questions.

The AP English Literature and Composition Development Committee prepared a first draft of the scoring guidelines for each of the three free-response questions at the time that test developers created the questions. After students took the examination, the Committee reviewed and refined the scoring guidelines and then tested them by evaluating a randomly selected set of student essays. (See Appendix, Exhibit A1 for a copy of the scoring guidelines for the first free-response question on the examination.)

During the first morning of the Reading, the Readers participated in a training program to prepare them to score students’ essays. They reviewed the scoring guidelines and read sample benchmark papers that trained Readers had previously scored. They compared and discussed the scores for the sample essays to gain an understanding of how to apply the guidelines. The Readers then received folders of photocopied essays that trained Readers had previously scored. They used the scoring guidelines to assign scores to the essays in these folders. They reviewed their scores and, when there were disagreements, engaged in discussions to compare their rationales for assigning their scores. The Readers repeated the process with additional folders of essays until each Reader demonstrated achievement in his or her use of the scoring guidelines. (See “Exam Scoring” from the AP Technical Manual at http://apcentral.collegeboard.com/apc/public/exam/about_exams/1994.html for a more detailed description of the processes of creating scoring guidelines and training Readers to use the scoring guidelines. See also, “Scoring the Exams” from the Released Exam—1999 AP English Literature and Composition, The College Board, 1999, pp. 2–4.)

During the first five days of the Reading, Readers were seated at tables to score the students’ essays. When a Reader finished scoring a folder of essays, the Reader turned in the folder and received another folder of essays to evaluate. Table Leaders selectively reviewed the essay ratings that Readers seated at their table assigned (i.e., engaged in “back Reading” to monitor Reader performance). Additionally, each Table Leader received a computer printout twice a day (i.e., at lunchtime, and at the end of each day) that provided information about the ratings that each of the Readers at the table assigned during that period. Using the quality control information they obtained from back Reading and from the Reader Management System, Table Leaders identified Readers who appeared to be having difficulty employing the scoring guidelines appropriately and engaged them in retraining activities. These quality control monitoring activities continued throughout the Reading, but the Table Leaders devoted more time and effort to these activities in the first few days of the Reading to try to identify potential problems early on.

After the Readers completed the scoring, statistical analysts determined each student’s AP grade. First, they calculated a multiple-choice score and a free-response score for each student. Next, they weighted the two section scores, and then used those two section scores to calculate a composite score. (Appendix, Figure A1 contains a scoring worksheet, showing the process the statistical analysts used to derive the composite scores.) Finally, they converted the composite score range to the AP grade scale, dividing the composite scores into five groups. (For details of these processes, see “Exam Scoring” from the AP Technical Manual at http://apcentral.collegeboard.com/apc/public/exam/about_exams/1994.html. Also, see “How the AP Grades Are Determined” from the Released Exam—1999 AP English Literature and Composition, The College Board, 1999, pp. 71–72.)
Collecting additional data to facilitate detection of Reader DRIFT

To answer the eight sets of research questions, we collected additional data during the AP English Literature and Composition Reading, making this Reading different from typical AP Readings. First, highly experienced AP Readers (i.e., several ETS AP staff and AP English Literature and Composition leaders including two Table Leaders, a Question Leader, and the Chief Faculty Consultant) chose and assigned consensus ratings to a set of benchmark essays prior to the operational Reading, and the 101 Readers in this study rated subsets of these benchmark essays at various points during the Reading as a check on Reader accuracy. Second, the Readers in our study recorded the time of day that they started and finished rating each folder during the operational Reading so that we could examine Reader DRIFT.

Prior to the training set selection session, we performed power analyses to determine the minimum number of benchmark essays needed to achieve reasonable sensitivity to DRIFT effects. Based on the results from our analyses, we determined that 28 benchmark essays would be needed. Several ETS AP staff and AP English Literature and Composition leaders participated in a one-day meeting in Daytona, Florida, to select 28 benchmark essays that students had written for Question 1 (i.e., the prose prompt). They chose these particular essays because they were clear examples of each point on the 9-point AP rating scale. (These benchmarks were not to be used for training Readers; rather, they were to be used in the study.) The number of benchmarks at each location on the rating scale ranged between two and four. The task for this meeting was to select and assign consensus ratings to all 28 benchmark essays. Trios of Readers first assigned ratings to each benchmark independently. Then the entire group of Readers discussed each example individually, and came to a verbal agreement concerning the consensus score.

After the highly experienced Readers selected and rated the benchmark essays, we made multiple, identical photocopies of those essays so that aides could distribute the benchmark essays to all Readers involved in the study. We divided the 28 benchmark essays into 8 overlapping sets, each containing 7 essays and having at least one essay in common with each other set. The Chief Faculty Consultant informed the Readers about the study and its purposes prior to Reader training. He explained that (a) AP staff would not use the data collected in the study to evaluate Reader performance, or to make decisions about which Readers would participate in the Reading the following year; (b) Table Leaders would not record their ratings, nor would the researchers report the ratings to the Table Leaders; (c) Readers should not discuss the benchmark essays with one another; (d) Readers should not consult the Table Leader or the Question Leader about ratings for individual benchmark essays, or ask the Table Leader or Question Leader to answer any questions they had about these essays; and (e) Readers might see the same essay more than once over the course of the Reading.

Starting the second day of the Reading, each Reader participating in the study received a folder of benchmark essays to score twice per day for four days—one folder in the morning, and one folder in the afternoon (i.e., eight “sessions”). The Study Aide and/or Table Aides brought the folders to each table during the morning and afternoon breaks, and Readers rated the benchmark essays when they returned from their break. All Readers participating in the study rated the same set of benchmark essays during each session. Readers wrote their ID on the folder, and they wrote their rating for each benchmark directly on the photocopied essay. Beginning on the second day of the Reading, the Readers also recorded the date and time that they completed each folder of essays during the four-day period of the study. (Note that this applied to only the 101 Readers at the 15 tables included in the study, not all Readers.) Other than distributing benchmarks and documenting time indices, the Reading was no different than other AP English Literature and Composition Readings.

Analyses

Prior to describing our methods of analysis, it is important that we discuss three choices we made that influenced how we conducted our analyses. The first of these choices concerned the strategy we would use for depicting change over time. There are several strategies that an analyst could employ to depict DRIFT. One strategy would involve comparing Reader performance to an established baseline (i.e., the benchmark comparison strategy). When carrying out this strategy, the analyst would first compute indices that characterize the level of a Reader’s effects during a baseline time period (e.g., Time 1). The next step would be to compute indices that characterize the level of a Reader’s effects during subsequent time periods (e.g., Time 2, Time 3, etc.). Finally, the analyst would create DRIFT indices to describe the change in Reader effects between the baseline time period and each subsequent time period.

An alternative strategy for depicting DRIFT would compare a Reader’s performance from a particular time period to a moving point of reference (e.g., the time point immediately preceding the one in question—for example, comparing Time 2 to Time 1, and then comparing Time

5 In this study, Readers knew which essays were benchmark essays; it was not feasible to disguise the fact that these essays were functioning in that way, since we were using photocopies of the essays. Ideally, we would have preferred to seamlessly embed the benchmarks into the Reading so that Readers would not be aware of which essays were benchmarks. Online Readings make this feasible, but this is not possible in large-scale, paper-based Readings.
3 to Time 2). When carrying out this strategy, the analyst would calculate a series of Reader effect indices for different time periods, and then compare each index to the index calculated from the ratings the Reader assigned in the immediately preceding time period. In this way, the analyst could look for evidence of gradual change in a Reader’s rating behavior over time.

We chose to use the former of these strategies when carrying out this study (i.e., the benchmark comparison strategy) because we felt that the interpretation of indices relative to a fixed (rather than moving) point was easier to communicate. However, we believe that the choice of this strategy will not limit the interpretability of our results.

A second choice relating to our analyses involved how we defined Reader accuracy. In this study, we depict Reader accuracy in terms of the degree to which the ratings of a particular Reader agree with the ratings that the other Readers in the study assigned. We describe such a framework as an agreement framework. The adoption of this framework implicitly assumes that, on average, Reader effects cancel each other so that the cumulative influence of Reader effects is minimal.

An alternative framework, a Reader accuracy framework, defines accuracy in terms of the degree to which the ratings of a particular Reader agree with a set of external measures that we assume are valid indicators of the student’s level of achievement (e.g., scores on an objectively scored examination, or consensus ratings that a panel of experienced Readers assign). The adoption of this framework implicitly assumes that the external measures are indeed valid indicators of the student’s level of achievement (i.e., that they are measuring the same construct as the Readers’ ratings are measuring).

We chose to adopt the former (agreement) framework for our analyses, although we compare agreement and accuracy frameworks in the analyses we conducted to answer Research Questions 7 and 8. We chose this framework because of the difficulty and expense required for establishing a reference rating against which accuracy could be measured. That is, it would be difficult to identify a reference rating that would be unanimously supported as being a “valid” rating, and obtaining that rating would likely involve an expensive rating process. We believe that the choice of this framework does limit the generalizability of our results (i.e., what may be true for the agreement framework may not necessarily also be true for the accuracy framework).

The third choice involved selecting a strategy that would enable us to connect Readers so that they could be directly compared. The AP data matrix is very sparsely connected. Generally, only one Reader rates each essay. As a result, it is difficult to compare Readers because they do not rate essays in common. We overcame this problem by having Readers rate a common set of seven essays at each time period (we call these the benchmark essays), thus creating connectivity among the ratings the Readers assigned. The creation of these connections allows us to connect ratings from each time point so that all Readers can then be calibrated onto a common underlying linear continuum. There are several ways to create these connections, and it is not clear whether one of those methods is better than the others. Hence, we compared three connection strategies for creating DRIFT indices:

1. Experienced Reader’s strategy. This strategy “fixes” the achievement measures of students whose essays are used as benchmarks. That is, we fixed the achievement measures of the benchmark students at values derived from the consensus ratings that the highly experienced AP Table Leaders assigned. Then, we forced the achievement measures of all nonbenchmark students to conform to the location and dispersion of the distribution of the ratings of the benchmark essays. Deviations of individual Readers from this fixed location and dispersion result in bias and misfit for individual Readers.

2. Multiple-choice strategy. We scaled the ratings of the essays, fixing student achievement measures at values derived from their responses to the multiple-choice questions.

3. Benchmark strategy. We scaled the ratings of the essays, allowing the benchmark essays to serve as the links between students (i.e., we did not fix student achievement at the values that the experienced Readers’ consensus ratings dictated).

We conducted our data analyses using the Facets computer program (Linacre, 2003) and SAS (SAS Institute, 1999). We describe below the strategies we employed to answer each set of research questions we posed.

1. Are there any AP English Literature and Composition Readers whose levels of severity change as the Reading progresses (i.e., Readers who exhibit differential severity or differential leniency over time)? If there are such Readers, at what point in the Reading do these changes become apparent?

We estimated parameters for the Separate model shown in Equation 1 and for the Interaction model shown in Equation 3. We then examined the $Z_{\text{stat}}$ and the $t_{\text{rep}}$ indices for evidence of changes in Reader severity or leniency over time.

2. Do different approaches to detecting differential severity/leniency produce similar results? How comparable are the indices of differential severity/leniency obtained from different approaches? Does each approach identify the same set of Readers as exhibiting differential severity/leniency?

We compared the flag rates for DRIFT using the various indices we created to answer Question 1. We
also examined the correlations between these two sets of indices, as well as the correlations between the absolute value of these indices with $F_{\text{VIXY}}$.

3. Are there any AP English Literature and Composition essay Readers who exhibit differential scale category use (i.e., change from using all the categories in the scoring guidelines to using fewer categories as the Reading progresses)? If so, at what point in the Reading do these changes become apparent? Are there some Readers who, throughout the entire Reading, do not use all the categories on the scoring guidelines?

We estimated parameters for the Separate model and examined the $Z_{s,R_{e},R_{b}}$ index for evidence of differential scale category use. We also examined the frequency of rating scale category use over time.

4. Do different approaches to detecting differential scale category use in a Reader’s ratings produce similar results? How comparable are indices obtained from different statistical approaches? Does each approach identify the same set of Readers as exhibiting differential scale category use?

We compared the values of $Z_{s,R_{e},R_{b}}$ to those of $F_{\text{VIXY}}$ and $F_{\text{fit}}$. We also compared the rates with which individual Readers were flagged using each of these indices.

5. Are there any AP English Literature and Composition Readers whose levels of accuracy change as the Reading progresses? If there are such Readers, at what point in the Reading do these changes become apparent?

We estimated parameters for the Separate model and examined the $Z_{s,R_{e},R_{b}}$ index for evidence of Reader practice and fatigue effects.

6. Do different approaches to detecting differential accuracy/inaccuracy produce similar results? How comparable are the indices of differential accuracy/inaccuracy obtained from different approaches? Does each approach identify the same set of Readers as exhibiting differential accuracy/inaccuracy?

We compared the values of $Z_{s,R_{e},R_{b}}$ to those of $F_{R_{e}}$ and $F_{\text{VIXY}}$. We also compared the rates with which individual Readers were flagged using each of these indices.

7. How do our depictions of DRIFT differ when we establish Reader connectivity via student responses to multiple-choice items versus via ratings of benchmark essays?

We compared the values of $Z_{s\text{MLY}}$ (and $F_{R_{e}}$) that we obtained when we used the benchmark and multiple-choice strategies. We sought to determine whether the use of these two different connection strategies influenced our depictions of DRIFT.

8. How do our depictions of DRIFT differ when we utilize Reader agreement indices versus when we utilize Reader accuracy indices?

We compared the values of $Z_{s\text{MLY}}$ (and $F_{R_{e}}$) that we obtained when we used the multiple-choice and benchmark strategies to the values of $Z_{s\text{MLY}}$ (and $F_{R_{e}}$) that we obtained when we used the experienced Reader’s strategy. Our goal was to determine which one of these three connection strategies provided the best depiction of the accuracy of Readers’ ratings in a DRIFT context.

**Results**

We begin our discussion of the results by presenting the indices we obtained when we analyzed the rating data using the Time Facet model (Equation [2]) with these data. Figure 1 displays the map of all measurement facets represented in this model.

The leftmost column shows the values of the equal interval logit scale. The Facets computer program calibrates the Readers, students, benchmarks, time periods, and the rating scale so that all facets are positioned on this scale, creating a single frame of reference for interpreting the results of the analysis. The remaining columns display the location of each element (e.g., each student, reader, benchmark, time period) of each facet in the Time Facet model.

The second column of Figure 1 ("Expected Rating") displays the rating scale structure mapped onto the logit scale. As shown in the second column of Table 4, the distribution of ratings was unimodal (mode = 4) for the prose essay, and Readers assigned fewer ratings in the extreme categories than in the middle categories of the 9-point scale. The third column of Table 4 provides evidence that the Readers applied the rating scale categories in the way that those who developed the scale intended the categories to be used. Specifically, the average measure of students assigned to each category increases with the categories themselves. This is also true of the rating scale category thresholds, which are shown in the fourth column of Table 4. The categories are fairly widely dispersed, and they are fairly precisely measured (as evidenced by the small

---

4. If the scale is functioning as intended, then the average measures should increase in magnitude as the rating scale categories increase. When this pattern is borne out in the data, the results suggest that students with higher ratings are indeed exhibiting more of the construct being measured (i.e., English achievement) than are students with lower ratings.

7. If the scale category thresholds do not increase in value, then these disordered thresholds can muddle the interpretation of the categories, since one or more of the categories are never more probable to be assigned.
Table: Logit Rating Students Benchmarks Time Periods Readers

<table>
<thead>
<tr>
<th>Logit</th>
<th>Expected Rating</th>
<th>Students</th>
<th>Benchmarks</th>
<th>Time Periods</th>
<th>Readers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>higher</td>
<td>higher</td>
<td>lower</td>
<td>more</td>
</tr>
<tr>
<td></td>
<td></td>
<td>achievement</td>
<td>achievement</td>
<td>mean</td>
<td>severe</td>
</tr>
</tbody>
</table>

Figure 1. Time Facet map.

Note: “Expected Rating” refers only to student and benchmark achievement. The scales of the time and Reader calibrations are reversed (i.e., for time period, the lower the logit measure, the higher the mean; for Readers, the lower the logit measure, the more lenient the Reader).
Table 4
Rating Scale Category Statistics for the Time Facet Model

<table>
<thead>
<tr>
<th>Category</th>
<th>Percent</th>
<th>Measure</th>
<th>Category Threshold</th>
<th>SE</th>
<th>MS\text{unweighted}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4%</td>
<td>-4.43</td>
<td></td>
<td></td>
<td>0.9</td>
</tr>
<tr>
<td>2</td>
<td>10%</td>
<td>-2.46</td>
<td>-4.17</td>
<td>0.09</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>15%</td>
<td>-1.55</td>
<td>-2.40</td>
<td>0.05</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>24%</td>
<td>-0.37</td>
<td>0.19</td>
<td>0.04</td>
<td>1.1</td>
</tr>
<tr>
<td>5</td>
<td>20%</td>
<td>0.79</td>
<td>0.93</td>
<td>0.04</td>
<td>1.1</td>
</tr>
<tr>
<td>6</td>
<td>14%</td>
<td>1.17</td>
<td>1.61</td>
<td>0.05</td>
<td>1.2</td>
</tr>
<tr>
<td>7</td>
<td>8%</td>
<td>1.64</td>
<td>2.19</td>
<td>0.07</td>
<td>1.0</td>
</tr>
<tr>
<td>8</td>
<td>4%</td>
<td>2.26</td>
<td>3.10</td>
<td>0.14</td>
<td>0.8</td>
</tr>
</tbody>
</table>

standard errors displayed in the fifth column). Finally, Readers appeared to use the various rating categories in a consistent fashion—the unweighted mean-square fit indices for the rating categories are all close to the expected value of 1, as shown in the sixth column of Table 4.\footnote{The expected value according to the model is 1, implying that the ratings, on average, are each contributing one unit of statistical information to the measurement process, as they are intended to do.}

The third column of Figure 1 ("Students") displays the location of each student on the logit scale. Higher-achieving students appear at the top of the column, while lower-achieving students appear at the bottom. Each asterisk in this column represents 457 students, and each period represents from 1 to 456 students. This portion of the figure makes it clear that the students exhibited a wide range of levels of achievement, with a high concentration situated between the logit values of -2 and +3 logits. The mean and standard deviation of the student achievement measures equal 0.00 and 1.65, respectively. In addition, the distribution is multimodal—a common occurrence when Readers use a limited number of rating categories. For each student, there are only nine possible scores—the number of rating scale points.

The fourth column of Figure 1 ("Benchmarks") identifies the location of the 28 benchmark student essays—note that these students’ essays are represented in both the third and the fourth columns. The benchmark essays were fairly evenly spread across the range of the student achievement distribution. However, there were few benchmarks located in the extremes of the distribution.

The fifth column of Figure 1 ("Time Periods") displays the location of each time period on the logit scale (We analyzed rating data obtained over four days of the AP Reading. There were two time periods each day—morning and afternoon. Time 1 [shown as “1” in the figure] refers to the average rating of all essays rated during the morning of Day 1; Time 2 [shown as “2” in the figure] refers to the average rating of all essays rated during the afternoon of Day 1, and so on.) Note that the range of the average essay rating across time periods is compact, indicating that the mean ratings do not vary much from one time period to the next. For example, Time Periods 3, 4, and 6 appear on a single line in Figure 1; the average essay rating for these three time periods ranged from 0.38 to 0.54 logits. Similarly, Time Periods 2, 5, 7, and 8 appear on a line; the average essay rating for these four time periods ranged from 0.31 to 0.37 logits. From these results, it appears that Readers, as a group, became slightly more lenient as the AP Reading progressed, since the logit measures seem to decrease over time.

This point is more clearly made in Table 5, which presents the average essay rating for each of the eight time periods (in logits), their standard errors, the “fair averages,” the average of the raw ratings, and unweighted mean-square fit indices for the time periods. First, notice that the average essay rating (in logits) decreased over the course of the AP Reading, from an average of 0.49 logits for the first two days of the Reading (i.e., Times 1–4) to an average of 0.38 logits for the third and fourth days of the Reading (i.e., Times 5–8). The fourth column of the table displays the “fair average” for each of these logit measures; that is, the average essay rating at each time period, correcting for variation among the severities of Readers who rated during that particular time period. (The values reported in this column are on the 9-point AP scale.) When we examine the values in this column, we see that the average essay rating increased about 0.28 points on the 9-point rating scale over the course of the AP Reading. Second, notice that the average essay ratings were more stable during the third and fourth days of the AP Reading than during the first two days (i.e., the range of the logit measures for the first two days (i.e., Times 1–4) is 0.28 logits while the range of the logit measures for the third and fourth days (i.e., Times 5–8) is only 0.07 logits. Hence, it seems that Readers also became more consistent in the levels of severity they exercised over time. Third, note that there is not a one-to-one correspondence between the expected ratings (i.e., the “fair averages”) and the averages of the raw ratings. For example, at Time 4 the average of the raw ratings is more than one rating scale point higher than the corresponding fair average; by contrast, at Time 7 the average of the raw ratings is about one-half of a rating scale point lower than the corresponding fair average. Fourth, notice that the unweighted mean-square fit values for the time periods tend to decrease over time. This indicates that, as the Reading progressed, the Readers were less likely to assign ratings that were inconsistent with those that the MFRM predicted. This may also mean that Readers became more accurate over time or, possibly, that Readers, as a group, may have used fewer rating categories as the Reading progressed.
The sixth column of Figure 1 ("Readers") displays the location of the Reader severity/leniency measures on the logit scale. Note that the range of Reader severity measures is wider than the range of the average essay ratings, indicating that Readers differed more in their individual levels of severity than the group of Readers changed in terms of their average ratings across time (i.e., compare the distributions of measures shown in the fifth and sixth columns).

Table 6 presents summary statistics for the Readers. The dispersion of Reader severity/leniency measures (in logits) is narrower than the dispersion of the student achievement measures. Specifically, the standard deviation of the Reader severity measures is 0.39, while the standard deviation of the student achievement measures is 1.65. This is encouraging, because studies back to Edgeworth (1890) have reported Reader dispersions on the order of half that of the students. The maximum and minimum values of the Reader severity measures span about two logits, which translates to about 1.8 points on the 9-point rating scale.

The fair average reported in Table 6 is the average rating for each Reader once the computer program adjusts that average for the deviation of the essays in each Reader's sample from the overall average across all Readers and essays. By comparing the Readers' "fair averages," we can pinpoint those Readers who tended to use the 9-point rating scale in a different manner than other Readers (i.e., who assigned ratings that were on average lower [or higher] than those that the other Readers assigned, even after the particular essays that those Readers evaluated were taken into account). The minimum Reader fair average was 5.18, while the maximum Reader fair average was 3.37. These findings imply that, in this particular AP rating context, the difference between the most lenient and the most severe Readers is almost two rating scale points, which is surely likely to be important for credit/no credit decision making. Reader severity is precisely measured—the standard errors of the severity measures average about 0.14 logits. Readers vary in the level of consistency they exhibit. Some were more consistent in their application of the scoring guidelines than others. Specifically, the unweighted mean-square fit indices for the Readers range from 0.51 to 3.00.

### Research Question 1 asks whether AP Readers varied in the levels of severity and leniency they exercised as the Reading progressed. Recall that the summary of the time period facet from the Time Facet model displayed in Table 5 suggests that Readers appeared to become slightly more lenient over time. To force the Reader facet of the Time Facet model to depict these differences, we scaled the data to the Interaction model (Equation [3]), anchoring each time period's estimate at the value of zero. This caused any observed differences between the average essay rating for each time period to manifest themselves in the Reader severity/leniency measures. Table 7 summarizes three indices that these analyses produced. Specifically, the second through the seventh columns display the indices that compare the ratings assigned during Times 2 through 7 with the ratings assigned during Time 1 (baseline). The first row of indices provides the average reader-by-time period index for each of the comparisons (I_i). The fact that all the logit values in this row are positive jibes with the summary provided in Table 5. That is, I_i is positive when a Reader assigns higher ratings during the comparison time (t) than during Time 1. Hence, the positive logit values in the first row of Table 7 indicate that, relative to their ratings at Time 1, the Readers as a group tended to become more lenient as the Reading progressed. In addition, and also consistent with the information displayed in Table 5, the amount of group-level change in the level of leniency exercised is fairly stable from one time period to the next—that is, the Readers (as a group) became more lenient from Time 1 to Time 2, but the mean logit increase in leniency did not vary appreciably across the remaining time periods.³

---

³ The results reported in Tables 5 and 7 are consistent. For example, note that in Table 5 when we compared Time 1 (0.65) to Time 2 (0.37), the difference was 0.28, which is very close to the value of 0.26 reported in Table 7 for the comparison of Time 1 to Time 2.
The second row of Table 7 shows the percentage of Readers who exhibited a statistically significant shift in their levels of severity across time periods. The first row displays the logit difference between each time period and the first time period, which can be obtained from Table 5. The second row shows that the values that are reported here are $I_{n}$ absolute values that deviate from zero by a statistically significant degree. For example, as shown in the second column, 17 percent of the Readers exhibited a statistically significant shift in their level of severity or leniency between Time 1 and Time 2. Overall, the average percent of change is about 21 percent, with no evidence of any appreciable increase in the percentages across the eight time periods. That is, most of the shift toward increased leniency occurred between Time 1 and Time 3, with the maximum values of the SAI$_{rc}$ indices tended to be negative across time periods (i.e., a large number of ratings per reader)—rather, those differences are large enough to raise concern.

Another way of depicting changes in Reader severity/leniency over time is to consider the Reader severity measures obtained from the Separate model (Equation [4]). Table 8 displays descriptive statistics for the SAI$_{rc}$ index (all subsequent time periods are compared to Time 1) generated from the Separate model. As shown in the first four rows of Table 8, the SAI$_{rc}$ indices tended to be negative across time periods (i.e., there seemed to be an overall trend toward greater leniency over time), but that effect was most apparent between Time 1 and Time 2. That is, Readers were more lenient during Time 2 than during Time 1, but the amount of group-level change tended to level off after Time 2. It is important to note that the trend toward increasing leniency over time was not constant. In fact, there were decreases in the SAI$_{rc}$ index between Times 2 and 3, and between Times 5 and 6, as shown in Figure 2. This figure reiterates the trend displayed in Table 8—average rater severity increased between 0.17 and 0.48 logits over time.

Table 8 also depicts how pervasive the trends toward increasing severity and leniency were. The minimum and maximum values of the SAI$_{rc}$ index are far from the null value of zero. Across time periods, the typical maximum or minimum change in Reader severity/leniency was between two and three logits, which corresponds, according to Figure 1, to about three rating scale points. When compared to the definition of a meaningfully large effect size (0.50), a large proportion of the Readers exhibited severity/leniency DRIFT effects over time. As shown in the final two rows of Table 8, on average, approximately 45 percent of the Readers were flagged because they became more lenient over time based on their SAI$_{rc}$ values, while, on average, about 24 percent of the Readers were flagged because they became more severe over time.

Table 9 displays descriptive statistics for the $Z_{SAI_{rc}}$ associated with the indices displayed in Table 8. The $Z_{SAI_{rc}}$ statistics extend the information provided in Table 8, indicating the degree to which the SAI$_{rc}$ change is greater than the amount expected by chance. We employed a 5 percent Type I error rate for the $Z_{SAI_{rc}}$ index (i.e., we used an absolute critical value of 2.45 to create $Z_{SAI_{rc}}$ flags). As was true for Table 8, the indices in Table 9 indicate that Readers were more likely to become more lenient over time than to become more severe (as shown by the negative values of the means displayed in the first row of the table, and by the larger percentage of Readers flagged for becoming more lenient). In addition, it is clear that
most of the change occurred during the first two time periods, and the amount of group-level change tended to level off after Time 2. However, these results indicate that the severity/leniency DRIFT rates are not as pervasive as the \( SAI_{rc} \) (effect size) index (Table 8) suggests. Specifically, on average, about 16 percent of the Readers exhibited a statistically significant shift toward greater leniency over time using the \( ZSAI_{rc} \) index, while on average less than 5 percent of the Readers exhibited a statistically significant shift toward greater severity over time using this index. The difference between the flag rates for the \( SAI_{rc} \) and \( ZSAI_{rc} \) indices indicates that the seven benchmark essays used to link each pair of time periods did not provide us with a great deal of parameter estimation precision.

Beyond these group-level effects, it is informative to examine the rating patterns of individual Readers exhibiting substantively interesting cases of severity/leniency DRIFT. It is difficult to define DRIFT in an objective manner because the sampling distributions for the various DRIFT indices are unknown. One way that we evaluated DRIFT for individual Readers was to examine the average and variance of the \( ZSAI_{rc} \) for each Reader that we obtained from the Separate model. We reasoned that Readers having large and consistent absolute average values of \( ZSAI_{rc} \) would exhibit either abrupt and dramatic (or progressive and consistent) changes in their leniency/severity over time. Table 10 illustrates this point. That table contains values of \( SAI_{rc} \) and the associated value for \( ZSAI_{rc} \) for hypothetical Readers across seven time-period comparisons. The last two rows of Table 10 present the mean and variance of the seven values of \( SAI_{rc} \) and six values of \( ZSAI_{rc} \) for each Reader across time periods. Reader A exhibits a marked shift in leniency between Times 1 and 2, but then continues to exercise this new level of leniency across the remaining time periods. As a result, the mean absolute value of \( ZSAI_{rc} \) across time is relatively large, but the variance of \( ZSAI_{rc} \) across time is relatively small. Reader B exhibits a gradual but consistent shift in leniency between Times 1 and 7. As a result, the mean absolute value and the variance of \( ZSAI_{rc} \) across time periods are moderately large. These are two cases that

### Table 9

<p>| ( ZSAI_{rc} ) Descriptive Statistics for the Separate Model |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>Time-Period Severity Comparison</th>
<th>( ZSAI_{rc} )</th>
<th>Time-Period Severity Comparison</th>
<th>( ZSAI_{rc} )</th>
<th>Time-Period Severity Comparison</th>
<th>( ZSAI_{rc} )</th>
<th>Time-Period Severity Comparison</th>
<th>( ZSAI_{rc} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>–0.62</td>
<td>1 vs. 2</td>
<td>–0.25</td>
<td>1 vs. 3</td>
<td>–0.55</td>
<td>1 vs. 4</td>
<td>–0.69</td>
</tr>
<tr>
<td>SD</td>
<td>1.70</td>
<td>1 vs. 5</td>
<td>1.93</td>
<td>1 vs. 6</td>
<td>1.84</td>
<td>1 vs. 7</td>
<td>1.75</td>
</tr>
<tr>
<td>Minimum</td>
<td>–4.78</td>
<td>1 vs. 8</td>
<td>–4.10</td>
<td>1 vs. 1</td>
<td>–4.82</td>
<td>1 vs. 2</td>
<td>–4.75</td>
</tr>
<tr>
<td>Maximum</td>
<td>3.39</td>
<td>1 vs. 3</td>
<td>4.53</td>
<td>1 vs. 4</td>
<td>4.22</td>
<td>1 vs. 5</td>
<td>3.63</td>
</tr>
<tr>
<td>%</td>
<td>12</td>
<td>1 vs. 6</td>
<td>15</td>
<td>1 vs. 7</td>
<td>18</td>
<td>1 vs. 8</td>
<td>18</td>
</tr>
<tr>
<td>%</td>
<td>3</td>
<td>%</td>
<td>3</td>
<td>%</td>
<td>11</td>
<td>%</td>
<td>5</td>
</tr>
<tr>
<td>%</td>
<td>6</td>
<td>%</td>
<td>5</td>
<td>%</td>
<td>3</td>
<td>%</td>
<td>2</td>
</tr>
</tbody>
</table>

Note: Values in each cell include the \( SAI_{rc} \), and \( (ZSAI_{rc}) \) for each hypothetical Reader. Reader A exhibits a sudden shift in leniency and then continues to exercise that new level of leniency over time. Reader B exhibits a gradual and consistent shift in leniency over time. Reader C exhibits erratic shifts in leniency/severity over time. Reader D exhibits consistent levels of leniency/severity over time.
we would be particularly interested in detecting because they constitute substantively meaningful examples of Reader severity/leniency DRIFT. On the other hand, Reader C exhibits erratic shifts in leniency and severity across time. This pattern results in a moderately large mean absolute value of Z_{SATC} across time periods and a very large value of the variance of Z_{SATC}. Finally, Reader D could be characterized as an “ideal Reader” because that Reader exhibits no change in leniency/severity across time periods—behavior that results in a mean value and a variance of Z_{SATD} that are close to zero.

Because the sampling distribution of the mean of Z_{SATD} is unknown, we chose to utilize resampling procedures (Good, 1999) to estimate the shape of that null distribution. That is, we randomly sampled seven values of Z_{SAT} from the Readers included in our study, ignoring the Reader and time periods associated with each value of Z_{SAT}. As a result, we could then compare the value of any Reader’s comparison of Time 2 with Time 1 with the value of any other Reader’s comparison of Time 3 with Time 1, and so forth. We chose 100,000 of these samples, and we then computed the mean of the Z_{SAT} statistics for each sample. The distribution of these means served as the null sampling distribution for identifying outliers among the means of the Z_{SAT} statistics for the 101 Readers in our study. Table 11 shows the average, standard deviation, and two-tailed \( \alpha = 0.05 \) critical values identified in this resampling procedure for the mean of Z_{SAT}. The bottom two rows of this table indicate that reasonable two-tailed critical values for the mean of Z_{SAT} are –1.96 and 0.77.

Based on these values, we classified all Readers into one of three levels of differential severity/leniency: (a) differential severity (those with an average Z_{SAT} greater than 0.77), (b) differential leniency (those with an average Z_{SAT} less than –1.96), and (c) no differential severity/leniency (those with an average Z_{SAT} between the values of –1.96 and 0.77). We further subdivided these groups into those exhibiting erratic rating behavior, and those exhibiting stable rating behavior, based on the variability within the Readers’ patterns of Z_{SAT} statistics. By our definition, erratic rating behavior occurs when a Reader’s level of severity or leniency differs dramatically and in a seemingly random manner from one time period to the next. On the other hand, stable rating behavior occurs when a Reader’s level of severity or leniency either remains constant or systematically increases or decreases over time. Because of the dependence between the Z_{SAT} statistics within a Reader, we could not identify a suitable resampling procedure for estimating the shape of the sampling distribution for the variance of Z_{SAT}. Hence, we chose the somewhat arbitrary value of 2.22—one standard deviation above the mean of the variance of Readers’ Z_{SAT} statistics—as the cutoff for classification into erratic (i.e., more extreme than this value) or stable

(i.e., less than this value) examples of each differential severity/leniency category.

Table 12 reports the percentage of Readers in a three-by-two classification based on the mean and variance of their Z_{SAT} statistics across time periods. About 60 percent of the Readers showed little change in the values of their Z_{SAT} statistics over time (i.e., the mean Z_{SAT} for these Readers was greater than –1.96 and less than 0.77). On the other hand, about 20 percent of the Readers became differentially lenient over time (i.e., the mean value of their Z_{SAT} statistics was less than –1.96), while about 20 percent of the Readers became differentially severe over time (i.e., the mean value of their Z_{SAT} statistics was greater than 0.77). Of the Readers who displayed these tendencies, the majority of them exhibited stable rating behavior as we defined it (i.e., the variance of their Z_{SAT} statistics was close to 0.00 over time). Specifically, for 85 percent of the Readers, the variance of their Z_{SAT} statistics over time was less than 2.22. By contrast, 16 percent of the Readers exhibited erratic rating behavior (i.e., the variance of their Z_{SAT} statistics over time was greater than 2.22).

Table 13 presents specific examples of rating behaviors that a sample of Readers from each cell of Table 12 exhibited. Specifically, this table shows the time period—specific Reader severity measures \( (\lambda_i) \) taken from the Separate model (Equation [4]) for six Readers, and the expected rating that each Reader would assign at each time period to a student whose essay was average in terms of achievement (i.e., \( \theta_n = 0 \)).

Table 11
Resampling Descriptive Statistics of the Mean Z_{SAT} Index

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Mean Z_{SAT}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>–0.58</td>
</tr>
<tr>
<td>SD</td>
<td>0.70</td>
</tr>
<tr>
<td>Minimum</td>
<td>–3.75</td>
</tr>
<tr>
<td>Maximum</td>
<td>2.37</td>
</tr>
<tr>
<td>2.5th Percentile</td>
<td>–1.96</td>
</tr>
<tr>
<td>97.5th Percentile</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Table 12
Z_{SAT} Index Classifications Across Time Periods

<table>
<thead>
<tr>
<th>Mean Z_{SAT}</th>
<th>Variance Z_{SAT}</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stable</td>
<td>Erratic</td>
</tr>
<tr>
<td>Differential Leniency</td>
<td>18%</td>
<td>3%</td>
</tr>
<tr>
<td>None</td>
<td>52%</td>
<td>8%</td>
</tr>
<tr>
<td>Differential Severity</td>
<td>15%</td>
<td>5%</td>
</tr>
<tr>
<td>Total</td>
<td>85%</td>
<td>16%</td>
</tr>
</tbody>
</table>

Note: The values indicate the percentage of Readers in each classification. The total is greater than 100 percent due to rounding.
These expected ratings \( (E_{ri}) \) represent the model-based predicted ratings that a given Reader would assign to a single student’s essay at the various time periods. If the Reader exhibits no changes in severity or leniency across time, both sets of numbers—the time period–specific severity measures and the expected ratings—should fluctuate little across time periods. For example, the third Reader (NCS—No Change Stable) is one of the 52 Readers appearing in the “None-Stable” cell of Table 12. This Reader exhibited only small changes in his or her time period–specific severity measures, ranging from a high of 1.10 logits at Time 5 to a low of 0.30 logits at Time 2. This translates to approximately one-half of a point on the 9-point rating scale.

Other Readers also exhibited little evidence of consistent change in severity/leniency over time, even though the values of their time period–specific severity measures fluctuated considerably. For example, the severity measures of Reader NCE (No Change Erratic) in Table 13 exhibited considerably greater variability than those of Reader NCS, ranging from a high of 1.78 logits at Time 5 to a low of –1.08 logits at Time 8. However, an examination of the expected ratings for Reader NCE does not reveal a tendency to become more severe (or lenient) as time progressed. Rather, this Reader’s expected ratings vary considerably across time periods around a mean value of 4.23—the high is 5.46 at Time 8, and the low is 3.52 at Time 5.

We observed similar patterns for Readers exhibiting both stable and erratic behaviors. For example, the average severity measure for Reader LS (Leniency Stable) drops from 0.20 logits to –0.66 logits between the first and last time periods. This translates to an increase of just over one-half of a point on the rating scale, with fairly small variability from one time period to another. On the other hand, Reader LE (Leniency Erratic) exhibits an average increase in expected ratings from the first four to the final four time periods of almost one-and-one-half points, but this Reader’s variability from one time period to the next is considerable. In the case of DRIFT toward severity, Reader SS (Severe Stable) exhibits a one-point drop in expected ratings between the first and last time periods, even though the average absolute change in ratings is only 0.36 rating scale points. By contrast, Reader SE (Severe Erratic) exhibits a drop of only one-half of a rating scale point between the first and final time periods, but this Reader’s average absolute change in ratings across time periods is 1.05 rating scale points. Figure 3 displays the expected ratings for all six of these Readers.

Research Question 2 focuses on the comparability of multiple indices used to flag Readers for differential severity and leniency. In our discussion of changes in Reader severity and leniency, we presented two relevant indices: (a) the reader-by-time period interaction term from the Interaction model \( (I_{ri}) \) and its associated \( t \) statistic \( (t_{I_{ri}}) \), and (b) the signed area index \( (SAI_{ri}) \) and its associated standardized index \( (ZSAI_{ri}) \) from the Separate model. We also previously described how differential severity/leniency may restrict the variability of the assigned ratings, thus influencing the value of \( F_{VX} \).

To compare these multiple indices, we examined the correlations between them. The \( SAI_{ri} \) and \( I_{ri} \) indices and the \( ZSAI_{ri} \) and \( t_{I_{ri}} \) indices were perfectly correlated at each time period. On the other hand, \( F_{VX} \) had a near zero correlation with the absolute values of \( t_{I_{ri}} \) and \( ZSAI_{ri} \) \( (r = -0.01 \text{ for both}) \).

In addition, the flag rates for statistically significant changes in Readers’ levels of severity or leniency were very high when we compared the values of their \( ZSAI_{ri} \) and \( t_{I_{ri}} \) indices. Specifically, the average rate of agreement between these two indices was 97 percent.

### Table 13

<table>
<thead>
<tr>
<th>Reader</th>
<th>Rating Behavior</th>
<th>Index</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>Leniency Stable</td>
<td>( \lambda_{ri} )</td>
<td>2.07</td>
<td>-1.02</td>
<td>0.05</td>
<td>-0.32</td>
<td>-0.62</td>
<td>-0.14</td>
<td>-1.36</td>
<td>-0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( E_{ri} )</td>
<td>3.35</td>
<td>5.41</td>
<td>4.56</td>
<td>4.83</td>
<td>5.06</td>
<td>4.69</td>
<td>5.73</td>
<td>4.98</td>
</tr>
<tr>
<td>LE</td>
<td>Leniency Erratic</td>
<td>( \lambda_{ri} )</td>
<td>2.57</td>
<td>-0.04</td>
<td>0.05</td>
<td>1.74</td>
<td>-0.07</td>
<td>-2.99</td>
<td>-0.61</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( E_{ri} )</td>
<td>3.04</td>
<td>4.62</td>
<td>4.56</td>
<td>3.54</td>
<td>4.64</td>
<td>7.32</td>
<td>5.05</td>
<td>4.55</td>
</tr>
<tr>
<td>NCS</td>
<td>No Change Stable</td>
<td>( \lambda_{ri} )</td>
<td>0.71</td>
<td>0.30</td>
<td>1.06</td>
<td>0.38</td>
<td>1.10</td>
<td>0.81</td>
<td>0.79</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( E_{ri} )</td>
<td>4.14</td>
<td>4.40</td>
<td>3.94</td>
<td>4.34</td>
<td>3.91</td>
<td>4.08</td>
<td>4.09</td>
<td>3.99</td>
</tr>
<tr>
<td>NCE</td>
<td>No Change Erratic</td>
<td>( \lambda_{ri} )</td>
<td>0.92</td>
<td>0.13</td>
<td>1.27</td>
<td>1.33</td>
<td>1.78</td>
<td>1.45</td>
<td>-0.61</td>
<td>-1.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( E_{ri} )</td>
<td>4.01</td>
<td>4.51</td>
<td>3.81</td>
<td>3.78</td>
<td>3.52</td>
<td>3.71</td>
<td>5.05</td>
<td>5.46</td>
</tr>
<tr>
<td>SS</td>
<td>Severe Stable</td>
<td>( \lambda_{ri} )</td>
<td>-0.81</td>
<td>0.47</td>
<td>0.64</td>
<td>0.20</td>
<td>-0.25</td>
<td>0.81</td>
<td>0.57</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( E_{ri} )</td>
<td>5.22</td>
<td>4.29</td>
<td>4.18</td>
<td>4.46</td>
<td>4.77</td>
<td>4.08</td>
<td>4.22</td>
<td>4.13</td>
</tr>
<tr>
<td>SE</td>
<td>Severe Erratic</td>
<td>( \lambda_{ri} )</td>
<td>-1.16</td>
<td>-0.04</td>
<td>1.06</td>
<td>-0.15</td>
<td>0.89</td>
<td>1.23</td>
<td>-2.13</td>
<td>-0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( E_{ri} )</td>
<td>5.54</td>
<td>4.62</td>
<td>3.94</td>
<td>4.70</td>
<td>4.03</td>
<td>3.84</td>
<td>6.49</td>
<td>4.98</td>
</tr>
</tbody>
</table>

Note: The values of \( \lambda_{ri} \) are reported on a logit scale. The values of \( E_{ri} \) are reported on the 9-point rating scale.
across the seven time-period comparisons. Coefficient kappa, a measure of the degree to which the observed agreement exceeds that attainable by chance, was also very high—the average value across the seven time-period comparisons was 0.91.

Similarly, the agreement between flags for individual Readers was very high for the $t_{IR}$ and the $Z_{S}A_{IR}$ indices, but was fairly low between these indices and the $F_{V(X)}$ index. Specifically, 79 percent of the Readers were identically categorized as exhibiting differential severity, differential leniency, or no change between Times 1 and 2 by the $Z_{S}A_{IR}$ and $t_{IR}$ indices, and 24 percent of the Readers were flagged for differential severity or leniency by both of these indices. On the other hand, the $Z_{S}A_{IR}$ and $F_{V(X)}$ indices categorized only 68 percent of the Readers identically between Times 1 and 2, and only 2 percent of the Readers were jointly flagged by both of these indices.

Changes in Category Use and Accuracy (Research Questions 3, 4, 5, and 6)

In this section, we discuss evidence relevant to the research questions focusing on differential scale category use and differential accuracy/inaccuracy over time. That is, we focus on whether Readers exhibit differential scale category use (Research Question 3), whether Readers exhibit differential accuracy/inaccuracy (Research Question 5), and the degree to which different indices relevant to detecting these trends produce comparable results (Research Questions 4 and 6). We summarize the following indices here because, as described in Table 1, they are all jointly relevant to the detection of differential scale category use and differential accuracy/inaccuracy effects: $Z_{E,R,E-R_{B}}$ and $Z_{S,R_{B},S-R_{B}}$ (of primary interest for both differential scale category use and differential accuracy/inaccuracy), and $F_{V(X)}$ and $F_{fit}$ (of secondary interest for both differential scale category use and differential accuracy/inaccuracy). Specifically, (refer to Table 1) differential scale category use produces $Z_{E,R,E-R_{B}}$ values that are less than 0.00, $F_{V(X)}$ values that are less than 1, and $F_{fit}$ values that are less than 1. By contrast, differential accuracy and inaccuracy effects produce $Z_{S,R_{B},S,R_{B}}$ values that are positive and negative, respectively. Increases in accuracy also result in $F_{fit}$ values that are less than 1, while decreases in accuracy result in values of $F_{fit}$ that are greater than 1.

The first set of questions we consider focuses on the existence of differential scale category use and differential accuracy/inaccuracy (Research Questions 3 and 5). Examination of the rating scale category use across all time periods reveals that there is good reason to be concerned about differential scale category use. Specifically, only 40 percent of the Readers utilized all

Table 14
Descriptive Statistics for Static Central Tendency and Accuracy Indices

<table>
<thead>
<tr>
<th>Index</th>
<th>Name</th>
<th>Time Period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>$MS_{weighted}$</td>
<td>Weighted Reader</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>Mean-Square Fit Index</td>
<td>(0.82)</td>
</tr>
<tr>
<td>$MS_{unweighted}$</td>
<td>Unweighted Reader</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>Mean-Square Fit Index</td>
<td>(0.80)</td>
</tr>
<tr>
<td>$r_{res,exp}$</td>
<td>Correlation of Reader</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Residuals and Expected</td>
<td>(0.17)</td>
</tr>
<tr>
<td>$F_{SR-R_{OR}}$</td>
<td>Single Reader–</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>Rest of the Readers</td>
<td>(0.17)</td>
</tr>
<tr>
<td>$S_{X}$</td>
<td>Standard Deviation of</td>
<td>1.46</td>
</tr>
<tr>
<td></td>
<td>Raw Ratings</td>
<td>(0.24)</td>
</tr>
</tbody>
</table>

Note: Values in each cell include the mean of the index in question (and its standard deviation).
nine rating categories during the entire Reading. A small portion of the Readers (i.e., four of them—4 percent) utilized as few as six categories, while a sizeable portion of the Readers utilized only seven or eight rating categories (i.e., 25 percent and 32 percent, respectively).

Table 14 displays the mean and standard deviation of each index relevant to the detection of static central tendency and accuracy/inaccuracy that we generated using the Separate model at each time period. These indices are useful for detecting pervasive trends in Reader performance over time. The first two rows of Table 14 indicate that overall Reader fit improved as the Reading progressed (i.e., the means of the Reader mean-square fit indices, $MS_{\text{weighted}}$ and $MS_{\text{unweighted}}$ generally tended to decrease over time). In addition, the means of the single Reader–rest of the Readers correlation coefficients ($r_{SR-ROR}$) showed a very slight increase over time. There was little or no change in the means of the correlations of Reader residuals and expected ratings ($r_{res, exp}$) and the means of the standard deviations of the raw ratings ($S_r$). We also note that standard deviations of the indices shown in Table 14 varied slightly over time, but none displayed a pervasive trend. We caution against drawing inferences about trends in DRIFT based on any of the indices shown in Table 14 because their interpretations may not be intuitively apparent. Rather, we will examine specific, more meaningful indicators of DRIFT when we discuss the results presented in Table 15.

Table 15 displays the mean and standard deviation of each statistic relevant to the detection of differential scale category use and differential accuracy/inaccuracy effects for each time period compared to the first time period (the initial time period benchmark) using the Separate model. The index of primary interest for detecting differential scale category use, $Z_{SR-ROR,SR-ROR_b}$, does not vary much across time—an indicator that Readers as a group do not exhibit evidence of differential scale category use. This is supported by the nearly constant mean values of $F_{(X)}$, the index of secondary interest for detecting differential scale category use.

By contrast, the mean values of $Z_{SR-ROR,SR-ROR_b}$ provide weak evidence that Readers tended to become more accurate as the Reading progressed. We see that Readers became more accurate from Time 1 to Time 3 ($Z_{SR-ROR,SR-ROR_b} = 0.74$). However, their accuracy appears to have waned in the middle of the Reading (e.g., comparing mean values for Time 1 to Time 4, $Z_{SR-ROR,SR-ROR_b} = 0.14$, and Time 1 to Time 6, $Z_{SR-ROR,SR-ROR_b} = 0.05$) and then increased again toward the end of the Reading (e.g., comparing mean values for Time 1 to Time 7, $Z_{SR-ROR,SR-ROR_b} = 0.31$ and Time 1 to Time 8, $Z_{SR-ROR,SR-ROR_b} = 0.67$). Although the mean values of $Z_{SR-ROR,SR-ROR_b}$ vary quite a bit across the time-period comparisons, these values tend to get larger over time—an indicator of generally increasing accuracy as the Reading progressed.

The positive mean values of the $F_{fit}$ indices support this notion. Specifically, the average Reader misfit increased slightly when we compare Time 1 to Times 2 through 6. However, the mean values of the $F_{fit}$ indices were close to 1 for the comparisons of Time 1 to Times 7 and 8, suggesting that this increase in misfit was only temporary. As we discussed in our summary of Table 1, these changes in the mean $F_{fit}$ indices over time could have two possible interpretations: (a) they might suggest that during the beginning and middle of the Reading, the Readers were more inaccurate than they were at the end of the Reading, or (b) they could suggest that during the beginning and middle of the Reading, the Readers used the central rating scale categories more frequently than they did at the end of the Reading—an interpretation that our examination of the $Z_{E_R,E-F,R_b}$ indices do not support.

Table 16 shows the percentage of individual Readers exhibiting statistically significant changes over time in their single Reader–rest of the Readers correlations, the correlations of Reader residuals and expected ratings, the Reader mean-square fit indices, and the standard

**Table 15**

<table>
<thead>
<tr>
<th>Statistic</th>
<th>1 vs. 2</th>
<th>1 vs. 3</th>
<th>1 vs. 4</th>
<th>1 vs. 5</th>
<th>1 vs. 6</th>
<th>1 vs. 7</th>
<th>1 vs. 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_{E_R,E-F,R_b}$</td>
<td>0.00</td>
<td>0.14</td>
<td>-0.06</td>
<td>-0.11</td>
<td>-0.06</td>
<td>0.03</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>(1.02)</td>
<td>(1.38)</td>
<td>(1.11)</td>
<td>(1.09)</td>
<td>(1.02)</td>
<td>(1.03)</td>
<td>(1.22)</td>
</tr>
<tr>
<td>$Z_{SR-ROR,SR-ROR_b}$</td>
<td>0.13</td>
<td>0.74</td>
<td>0.14</td>
<td>0.54</td>
<td>0.95</td>
<td>0.31</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>(0.81)</td>
<td>(0.90)</td>
<td>(0.88)</td>
<td>(0.75)</td>
<td>(0.80)</td>
<td>(0.81)</td>
<td>(0.78)</td>
</tr>
<tr>
<td>$F_{fit-weighted}$</td>
<td>1.27</td>
<td>1.38</td>
<td>1.32</td>
<td>1.42</td>
<td>1.37</td>
<td>1.05</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>(1.23)</td>
<td>(2.20)</td>
<td>(1.60)</td>
<td>(1.53)</td>
<td>(1.32)</td>
<td>(1.05)</td>
<td>(0.87)</td>
</tr>
<tr>
<td>$F_{fit-unweighted}$</td>
<td>1.32</td>
<td>1.39</td>
<td>1.30</td>
<td>1.61</td>
<td>1.39</td>
<td>1.08</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>(1.29)</td>
<td>(2.55)</td>
<td>(1.55)</td>
<td>(2.52)</td>
<td>(1.45)</td>
<td>(0.99)</td>
<td>(0.96)</td>
</tr>
<tr>
<td>$F_{(X)}$</td>
<td>1.06</td>
<td>1.00</td>
<td>1.01</td>
<td>1.10</td>
<td>0.99</td>
<td>1.00</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>(0.62)</td>
<td>(0.43)</td>
<td>(0.64)</td>
<td>(0.48)</td>
<td>(0.46)</td>
<td>(0.43)</td>
<td>(0.64)</td>
</tr>
</tbody>
</table>

Note: The values shown include the mean, and the (standard deviation) for each time-period comparison.
deviations of the raw ratings. These figures differ from those displayed in Table 15 because the values shown in Table 15 are the average for all Readers included in the study. By contrast, Table 16 reports the percentage of individual Readers showing change over time in each of the indices (i.e., DRIFT “flag rates”).

The results displayed in Table 16 reveal that, with the exception of the comparison of Times 1 and 3, the percentage of Readers showing a statistically significant decrease in the correlation of Reader residuals and expected ratings (i.e., the $Z_{E-Rc,E-Rb}$ statistic) is slightly higher than the percentage of Readers showing a statistically significant increase in this correlation. This finding suggests that, as the Reading progressed, Readers may have made greater use of the central rating scale categories (i.e., differential scale category use). A slightly higher percentage of Readers showed increases over time in their single Reader–rest of the Readers correlation than showed decreases in this statistic (see the $Z_{SR–RORc,SR–RORb}$ rates), which suggests increasing accuracy over time. Note that larger percentages of Readers showed lower levels of misfit over time than showed higher levels of misfit ($F_{fit-weighted}$ and $F_{fit-unweighted}$). This finding suggests either increasing use of central rating scale categories, or increasing accuracy. Finally, a larger percentage of Readers showed decreasing standard deviations of their raw ratings over time than showed increasing standard deviations (see the $F_{V(X)}$ flag rates). This finding supports the notion that by the middle of the Reading, the Readers were making greater use of the central scale categories than they were at the beginning. Furthermore, they continued to utilize those middle categories as the Reading progressed. In all cases, although the observed flag rates are elevated slightly above the 5 percent expected rate, they are not elevated sufficiently to conclude that Readers exhibited a pervasive trend toward DRIFT. These flag rates are also displayed in Figure 4.

Given the results displayed in Table 16, one might wonder to what degree the Readers who exhibited evidence of DRIFT showed continual change in their rating behavior over time. Table 17 displays the frequencies with which individual Readers showed statistically significant changes in different DRIFT indices across various numbers of time periods. In all cases, the majority of Readers exhibited no evidence of statistically significant DRIFT. Most commonly, Readers who exhibited evidence of statistically significant DRIFT showed change in their rating behavior for only one time-period comparison. This suggests that when Readers changed their rating behavior, they did so only temporarily. That is, they did not sustain that DRIFT behavior over time.

However, it is important to point out that there are individual Readers who showed evidence of sustained DRIFT, which resulted in marked changes in their rating behavior that they maintained across multiple time periods. For example, three Readers exhibited five statistically significant decreases in the correlation of Reader residuals and expected ratings (i.e., changes in their $Z_{E-Rc,E-Rb}$ indices)—an indicator of sustained differential scale category use. By contrast, one Reader

![Figure 4. Trend toward differential accuracy across time periods.](image-url)
Table 17
DRIFT Flag Trends for Differential Scale Category Use and Accuracy

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Flag</th>
<th>Number of Statistically Significant Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>$Z_{E, s, E}$</td>
<td>% Decreasing</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>% Increasing</td>
<td>85</td>
</tr>
<tr>
<td>$Z_{SR-ROBc, SR-ROBb}$</td>
<td>% Decreasing</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>% Increasing</td>
<td>87</td>
</tr>
<tr>
<td>$F_{fit-weighted}$</td>
<td>% Decreasing</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>% Increasing</td>
<td>97</td>
</tr>
<tr>
<td>$F_{fit-unweighted}$</td>
<td>% Decreasing</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>% Increasing</td>
<td>96</td>
</tr>
<tr>
<td>$F_{V(X)}$</td>
<td>% Decreasing</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>% Increasing</td>
<td>81</td>
</tr>
</tbody>
</table>

Note: The values indicate the percentage of indices that meet the criteria for statistical significance for the number of time periods shown.

exhibited four statistically significant increases in the single Reader—rest of the Readers correlation over time (i.e., changes in his or her $Z_{SR-ROBc, SR-ROBb}$ indices). Another Reader exhibited five statistically significant increases in this statistic. For both of these Readers, the increases in this correlation indicated that they became progressively more accurate as the Reading moved forward. Only one Reader showed six statistically significant decreases in the value of the associated F fit statistics over time (i.e., for the $F_{fit-weighted}$ values and the $F_{fit-unweighted}$ values for six of the seven comparisons with Time 1). For this Reader, the continued improvement in fit indicates that the Reader became more accurate as the Reading progressed, and that he or she was able to maintain that positive change in rating behavior over time. Finally, four Readers exhibited a statistically significant decrease in the standard deviations of their ratings across five or six of the time-period comparisons (i.e., changes in their $F_{V(X)}$ indices)—an indicator that these Readers may have continued to overuse the central rating categories for extended periods of time.

Table 18 presents actual examples of Readers in our study who displayed the patterns we identified in Table 17. The first example shows a Reader who exhibited a temporary decrease in the Reader residuals—expected ratings correlation—a pattern consistent with increased use of the central rating categories as time progresses (i.e., differential scale category use). For five of the seven comparisons with Time 1 (i.e., Time 2 through Time 6), the Reader’s residuals—expected ratings correlation shows a statistically significant decrease (i.e., the value of $Z_{E, s, E}$ is less than −1.96). However, the Reader’s residuals—expected ratings correlation returns to its near-zero value during Time 7 and Time 8. Notice that the residuals—expected ratings correlations are somewhat large—about 0.49 on average across these five time periods. The third row in this example shows the impact of this Reader’s DRIFT on the ratings this Reader assigned. Specifically, when we look at how the Reader used the rating categories for those time-period comparisons in which the $Z_{E, s, E}$ is statistically significant, we see that over 90 percent of this Reader’s ratings were 4, 5, or 6. By contrast, only 59 percent of the Reader’s ratings fell into those three central categories at Time 1—the baseline. Incidentally, this Reader’s increased use of the central scale categories manifests as increases in the values of $F_{fit-weighted}$ over time (i.e., four of the seven time-period comparisons are statistically significant)—a trend that is opposite what one might expect. However, other indicators (not shown in Table 18) do not look suspicious for this Reader (e.g., only one of the seven values of $Z_{SR-ROBc, SR-ROBb}$ is statistically significant). It is interesting to note that this shift in scale category usage initially occurred during the first day of the Reading, continued for the second and third days of the Reading (i.e., days during which Table Leaders dedicated considerable time and effort to monitoring and retraining Readers), and then began to dissipate during the fourth day of the Reading.

The second example presents a case in which the Reader’s level of agreement with other Readers increased over time (i.e., the value of $Z_{SR-ROBc, SR-ROBb}$ increased). At Time 1, this Reader’s ratings showed a very low level of agreement with the other Readers’ ratings (i.e., $r_{SR-ROB} = 0.49$). The Reader’s level of agreement with the other Readers increased dramatically, and the Reader continued to show high levels of agreement for six of the remaining seven time periods; note that four of these six increases in the $Z_{SR-ROBc, SR-ROBb}$ were statistically significant. In fact, the average value of $r_{SR-ROB}$ over the remaining seven time periods equals 0.89. As was true for the last example, existence of this DRIFT pattern influences values of $F_{fit-weighted}$. Specifically, three of the seven $F_{fit-weighted}$ comparisons are statistically significant, indicating a decrease in Reader misfit from Time 1. Only two of the comparisons for $Z_{E, s, E}$ are
Table 18
Differential Scale Category Use and Accuracy/Inaccuracy Examples from the Separate Model

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Statistic</th>
<th>Time (Comparison)</th>
<th>1</th>
<th>(I vs. 2)</th>
<th>(I vs. 3)</th>
<th>(I vs. 4)</th>
<th>(I vs. 5)</th>
<th>(I vs. 6)</th>
<th>(I vs. 7)</th>
<th>(I vs. 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decrease</td>
<td>$Z_{E-R_{c},E-R_{b}}$</td>
<td>$r_{E-R}$</td>
<td>0.12</td>
<td>-0.46</td>
<td>-0.71</td>
<td>-0.42</td>
<td>-0.41</td>
<td>-0.43</td>
<td>-0.16</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>$%$ of $4 &lt; X &lt; 6$</td>
<td>59</td>
<td>90</td>
<td>94</td>
<td>91</td>
<td>88</td>
<td>90</td>
<td>66</td>
<td>71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$F_{fit-weighted}$</td>
<td>(2.54)</td>
<td>(19.15)</td>
<td>(11.92)</td>
<td>(9.62)</td>
<td>(7.54)</td>
<td>(2.00)</td>
<td>(1.15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase</td>
<td>$Z_{SR-ROR_{c},SR-ROR_{b}}$</td>
<td>$r_{SR-ROR}$</td>
<td>0.49</td>
<td>(1.49)</td>
<td>(2.20)</td>
<td>(1.99)</td>
<td>(1.59)</td>
<td>(0.10)</td>
<td>(2.49)</td>
<td>(1.99)</td>
</tr>
<tr>
<td></td>
<td>$F_{fit-weighted}$</td>
<td>(0.23)</td>
<td>(0.18)</td>
<td>(0.12)</td>
<td>(0.21)</td>
<td>(0.36)</td>
<td>(0.07)</td>
<td>(0.06)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease</td>
<td>$F_{fit-weighted}$</td>
<td>$MS_{weighted}$</td>
<td>4.38</td>
<td>0.88</td>
<td>0.20</td>
<td>0.60</td>
<td>0.73</td>
<td>0.48</td>
<td>0.58</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>$r_{SR-ROR}$</td>
<td>0.86</td>
<td>0.91</td>
<td>0.97</td>
<td>0.85</td>
<td>0.93</td>
<td>0.92</td>
<td>0.97</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$%$ of $4 &lt; X &lt; 6$</td>
<td>37</td>
<td>65</td>
<td>66</td>
<td>71</td>
<td>65</td>
<td>66</td>
<td>74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease</td>
<td>$F_{V(X)}$</td>
<td>$V(X)$</td>
<td>3.19</td>
<td>(0.99)</td>
<td>(0.53)</td>
<td>(0.50)</td>
<td>(0.25)</td>
<td>(0.59)</td>
<td>(0.55)</td>
<td>(0.56)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.15</td>
<td>1.68</td>
<td>1.60</td>
<td>1.13</td>
<td>1.88</td>
<td>1.76</td>
<td>1.80</td>
<td></td>
</tr>
</tbody>
</table>

statistically significant (not shown in Table 18). It is likely that initially this Reader had difficulty applying the rating scale but learned to apply it in a consistent manner by the middle of the first day of the Reading. There is also something suspicious about the sudden and temporary decline in performance at Time 6—perhaps for some reason this Reader had a bad afternoon on the third day of the Reading, or perhaps fatigue or boredom set in temporarily.

The third example presents a case for which the values of $F_{fit-weighted}$ indicated a decrease in Reader fit over time. Specifically, the decrease in the value of $MS_{weighted}$ was statistically significant for six of the seven comparisons made with the Time 1 value of this index. Interestingly, there was only a small increase in the Reader’s accuracy after Time 1, and the value of the Reader’s $r_{SR-ROR}$ is even lower than the value at Time 1 for one of the subsequent times (Time 4). As a result, none of the values of $Z_{SR-ROR,SR-ROR_b}$ is statistically significant. In addition, only one of the values of $Z_{E-R_{c},E-R_{b}}$ is statistically significant (not shown in Table 18). As shown in the final row for this example, the decrease in fit may reflect the Reader’s increased use of the central rating scale categories over time (i.e., differential scale category use). It seems that at the beginning of the Reading this Reader used a wider range of rating scale categories than later on in the Reading. At Time 1, 37 percent of the Reader’s ratings were 4, 5, or 6. However, from Time 2 forward, 65 to 74 percent of the Reader’s ratings fell into those three central categories.

The fourth example depicts a case for which the values of $V(X)$ change over time. In this case, following Time 2, there is a substantial and sustained decrease in the variability of this Reader’s assigned ratings—all comparisons with Time 1 are statistically significant from Time 3 and beyond. This particular Reader’s level of severity did not show statistically significant changes across time periods. The Reader’s severity at Time 1 was –0.71 logits. For Time 2 through Time 8, the Reader’s severity measures ranged from a low of –1.10 logits to a high of –0.30 logits. Similarly, the Reader’s level of agreement with other Readers varies little across the time periods, ranging from a low of 0.63 to a high of 0.96 (values not shown in Table 18)—no comparisons of this index with its Time 1 value were statistically significant. Furthermore, although three of the values of $Z_{E-R_{c},E-R_{b}}$ are statistically significant (i.e., those comparing Times 4, 5, and 8 to Time 1—again, these values are not shown in Table 18), there seems to be no direct correspondence between the values of this statistic and those of $F_{fit-weighted}$. Finally, there also seems to be no correspondence between this index and the values of $F_{fit-weighted}$. In this particular case, only one of the $F_{fit-weighted}$ indices is statistically significant. Other than reduced variance in the assigned ratings, we can identify no clear potential cause for the pattern of decreasing $F_{V(X)}$ values in this case.

Research Questions 4 and 6 focus on the comparability of multiple indices used to flag Readers for differential scale category use and accuracy/inaccuracy. Table 19 displays the average correlation across time periods between the two Reader mean-square fit indices ($MS_{weighted}$ and $MS_{unweighted}$), the standard deviation of the raw ratings ($SD(X)$), and the correlations between a single Reader and the rest of the Readers ($r_{SR-ROR}$) and between the Reader residuals and expected ratings ($r_{SR}$). In all cases, we estimated these values using the Separate model.

First, note the very strong positive correlation (0.95) between $MS_{weighted}$ and $MS_{unweighted}$. It is likely that a Reader
would be flagged for DRIFT similarly by these two indices. Second, note the fairly strong negative correlation (−0.63) between the Reader mean-square fit indices and the single Reader–rest of the Readers correlation ($r_{SR-ROB}$). Hence, it is clear that higher levels of Reader accuracy are associated with lower values of Reader misfit. Third, there is also a fairly strong positive correlation (0.53) between the Reader residuals–expected ratings and the values of $SD(X)$. This means that increases in misfit over time may be associated with increased use of central rating scale categories.

Table 21 displays the rates with which each of these indices flagged Readers in common for differential scale category use and accuracy/inaccuracy between Times 1 and 2. Each entry in this table indicates the percentage of Readers who were identically categorized by the two indices. The percentage in parentheses indicates the conditional percentage of Readers who were flagged by the row index, given that they were flagged by the column index. The high proportion of identical categorizations is due to the fact that a large percentage of Readers were categorized as exhibiting no Reader effect (i.e., about 90 percent for each index). The noteworthy relationships occur between the two Reader mean-square fit indices (which exhibit high levels of agreement between conditional flag rates), between $F_{V(X)}$ and the two Reader mean-square fit indices (which exhibit low levels of agreement between conditional flag rates), and between $Z_{E-Rc,E-Rb}$ and $Z_{E-Rc,E-Rb}$ (which exhibit moderate levels of agreement between conditional flag rates). These figures reveal that each of the indices we chose flags a unique subset of Readers for DRIFT, and that $F_{V(X)}$ is indeed influenced by multiple types of DRIFT.

Table 19
Correlations Between Static Reader Effect Indices

<table>
<thead>
<tr>
<th>Index</th>
<th>$r_{E,R}$</th>
<th>$r_{SR-ROB}$</th>
<th>$SD(X)$</th>
<th>$Z_{SR-ROB}$</th>
<th>$Z_{SR-ROB}$</th>
<th>$F_{MSweighted}$</th>
<th>$F_{MSunweighted}$</th>
<th>$F_{V(X)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{E,R}$</td>
<td>1.00</td>
<td>0.47</td>
<td>−0.06</td>
<td>−0.12</td>
<td>−0.12</td>
<td>0.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_{SR-ROB}$</td>
<td>1.00</td>
<td>−0.63</td>
<td>0.95</td>
<td>0.21</td>
<td>0.21</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$MS_{weighted}$</td>
<td>1.00</td>
<td>0.95</td>
<td>0.97</td>
<td>0.17</td>
<td>0.17</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$MS_{unweighted}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$SD(X)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.00</td>
</tr>
</tbody>
</table>

The high proportion of identical categorizations is due to the fact that a large percentage of Readers were categorized as exhibiting no Reader effect (i.e., about 90 percent for each index). The noteworthy relationships occur between the two Reader mean-square fit indices (which exhibit high levels of agreement between conditional flag rates), between $F_{V(X)}$ and the two Reader mean-square fit indices (which exhibit low levels of agreement between conditional flag rates), and between $F_{V(X)}$ and $Z_{E-Rc,E-Rb}$ (which exhibit moderate levels of agreement between conditional flag rates). These figures reveal that each of the indices we chose flags a unique subset of Readers for DRIFT, and that $F_{V(X)}$ is indeed influenced by multiple types of DRIFT.
Table 21
Common Flag Rates Between Dynamic Reader Effect Indices

<table>
<thead>
<tr>
<th>Index</th>
<th>$Z_{x_{1},x_{2}}$</th>
<th>$Z_{x_{1},x_{2},x_{3},x_{4}}$</th>
<th>$F_{\text{MSweighted}}$</th>
<th>$F_{\text{MSunweighted}}$</th>
<th>$F_{y(x)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_{x_{1},x_{2}}$</td>
<td>—</td>
<td>91% (0%)</td>
<td>90% (0%)</td>
<td>89% (0%)</td>
<td>86% (27%)</td>
</tr>
<tr>
<td>$Z_{x_{1},x_{2},x_{3},x_{4}}$</td>
<td>9%</td>
<td>—</td>
<td>95% (0%)</td>
<td>94% (0%)</td>
<td>83% (0%)</td>
</tr>
<tr>
<td>$F_{\text{MSweighted}}$</td>
<td>10%</td>
<td>5%</td>
<td>—</td>
<td>99% (75%)</td>
<td>84% (7%)</td>
</tr>
<tr>
<td>$F_{\text{MSunweighted}}$</td>
<td>11%</td>
<td>6%</td>
<td>1%</td>
<td>—</td>
<td>83% (7%)</td>
</tr>
<tr>
<td>$F_{y(x)}$</td>
<td>14%</td>
<td>17%</td>
<td>16%</td>
<td>17%</td>
<td>—</td>
</tr>
</tbody>
</table>

Note: The values shown in the upper off-diagonal are the percentages of Readers whom the two indices categorized identically, while the values shown in the lower off-diagonal are the percentages of Readers whom the two indices categorized differently. The values in parentheses indicate the percentage of Readers flagged by the column index that were also flagged by the row index.

Connection and Agreement/ Accuracy Comparisons (Research Questions 7 and 8)

Research Question 7 asks how DRIFT statistics from the benchmark strategy (i.e., requiring Readers to read a common set of essays) compare to those from the multiple-choice strategy (i.e., using the common multiple-choice items to which students respond to establish connections between Readers, which is current AP practice). Research Question 8 asks how DRIFT statistics from the experienced Readers strategy (i.e., an accuracy-based strategy that anchors student achievement measures on values derived from highly experienced Readers’ consensus ratings of benchmark essays, which are then used in subsequent analyses to establish connections between Readers) compare to those from the benchmark and multiple-choice strategies, both of which are agreement-based strategies.

To answer these two research questions, we examined the correlations between the values of the indices from the Many-Facet Rasch Measurement analyses—$Z_{\text{SAIrc}}$, $Z_{x_{1},x_{2},x_{3},x_{4}}$, and $F_{\text{MSweighted}}$—generated under each of these connection strategies. We did not consider $F_{\text{MSunweighted}}$ since it is strongly correlated with $F_{\text{MSweighted}}$ and we did not consider the raw score indices because they would not vary across connection strategies.

The correlations shown in Table 22 reveal that the two most common connection strategies, benchmark and multiple choice (Research Question 7), produce indices that starkly differ in their depictions of DRIFT. That is, when we compare the DRIFT indices produced from the benchmark and multiple-choice strategies, the Readers are rank ordered based on their values of $Z_{\text{SAIrc}}$ in only a roughly similar manner. Specifically, the across-time period correlation comparisons range from a low of 0.24 to a high of 0.35 (with an average correlation of 0.30). By contrast, the rank ordering of Readers based on their

Table 22
Correlations Between DRIFT Indices for Various Connection Strategies

<table>
<thead>
<tr>
<th>Anchoring Comparison</th>
<th>DRIFT Statistic</th>
<th>Comparison</th>
<th>1 vs. 2</th>
<th>1 vs. 3</th>
<th>1 vs. 4</th>
<th>1 vs. 5</th>
<th>1 vs. 6</th>
<th>1 vs. 7</th>
<th>1 vs. 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark vs. Multiple Choice</td>
<td>$Z_{\text{SAIrc}}$</td>
<td>0.24</td>
<td>0.29</td>
<td>0.34</td>
<td>0.28</td>
<td>0.35</td>
<td>0.28</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>$Z_{x_{1},x_{2},x_{3},x_{4}}$</td>
<td>0.22</td>
<td>0.21</td>
<td>0.05</td>
<td>0.12</td>
<td>0.12</td>
<td>0.15</td>
<td>0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_{\text{MSweighted}}$</td>
<td>0.27</td>
<td>−0.14</td>
<td>−0.08</td>
<td>0.03</td>
<td>−0.18</td>
<td>−0.02</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benchmark vs. Experienced Readers</td>
<td>$Z_{\text{SAIrc}}$</td>
<td>0.98</td>
<td>0.99</td>
<td>0.97</td>
<td>0.98</td>
<td>0.99</td>
<td>0.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z_{x_{1},x_{2},x_{3},x_{4}}$</td>
<td>0.36</td>
<td>0.35</td>
<td>0.50</td>
<td>0.31</td>
<td>0.32</td>
<td>0.47</td>
<td>0.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_{\text{MSweighted}}$</td>
<td>−0.06</td>
<td>−0.08</td>
<td>0.04</td>
<td>−0.05</td>
<td>−0.02</td>
<td>−0.12</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experienced Readers vs. Multiple Choice</td>
<td>$Z_{\text{SAIrc}}$</td>
<td>0.21</td>
<td>0.30</td>
<td>0.31</td>
<td>0.25</td>
<td>0.32</td>
<td>0.27</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>$Z_{x_{1},x_{2},x_{3},x_{4}}$</td>
<td>0.31</td>
<td>0.21</td>
<td>0.25</td>
<td>0.15</td>
<td>0.29</td>
<td>0.25</td>
<td>0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_{\text{MSweighted}}$</td>
<td>−0.12</td>
<td>−0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
<td>0.06</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The values indicate the percentage of indices that meet the criteria for statistical significance for each time-period comparison.
values of \( Z_{E-R, E-R^b} \) and \( F_{\text{weighted}} \) is even less similar for the benchmark and multiple-choice strategies, with average between-strategy correlations of 0.14 and 0.00, respectively. It seems that the benchmark and multiple-choice strategies depict DRIFT in markedly different ways.

Similarly, the experienced Readers and multiple-choice strategies (one part of Research Question 8) also differ in their depictions of DRIFT. In this case, the average between-strategy correlations for the \( Z_{\text{SAI}_Rc} \), \( Z_{E-R, E-R^b} \) and \( F_{\text{weighted}} \) indices equal 0.27, 0.24, and 0.01, respectively. Again, these correlations are far too low to consider any of these indices to be interchangeable indicators of DRIFT across different strategies for creating connectivity within rating data.

On the other hand, when we look at the correlations between some of the indices obtained from the benchmark and experienced Readers strategies, the results appear somewhat more promising. Specifically, the \( Z_{\text{SAI}_Rc} \) statistics obtained from implementation of these two connection strategies are nearly identical, showing an average correlation of 0.98. In addition, the \( Z_{E-R, E-R^b} \) statistics demonstrate a weak positive relationship, showing an average correlation of 0.40. However, the values of \( F_{\text{weighted}} \) statistics show, on average, a near zero correlation (i.e., \(-0.03\), to be exact).

### Summary of the Results

In the paragraphs that follow, we summarize the key results we obtained from our analyses for each research question we posed.

1. **Are there any AP English Literature and Composition essay Readers who exhibit differential scale category use (i.e., change from using all the categories in the scoring guidelines to using fewer categories as the Reading progresses)?**

   - A greater percentage of Readers in this study became somewhat more lenient over time than became more severe. Specifically, for any given time period, 12 to 21 percent of the Readers rated significantly more leniently than they did at Time 1, according to their \( Z_{\text{SAI}_Rc} \) statistics (see Table 9). Most of the shift toward increased leniency occurred between Time 1 and Time 3, with the flag rate becoming more stable after Time 3. By contrast, for any given time period, 2 to 11 percent of the Readers rated significantly more severely than they did at Time 1, according to their \( Z_{\text{SAI}_Rc} \) statistics.
   - Individually, about 18 percent of the Readers became progressively more lenient over time, while about 15 percent became progressively more severe (see Table 12). In terms of the 9-point AP scale, this change in rating behavior over time would translate to a shift of about one-half of a rating scale point in each direction. Only about 3 percent of the Readers became abruptly more lenient, and only about 5 percent became abruptly more severe. That is, most of the Readers who became more lenient or severe over the course of the Reading did so in a fairly systematic, progressive manner. The changes in rating behavior they exhibited were gradual, not sudden.

2. **Do different approaches to detecting differential severity/leniency produce similar results? How comparable are the indices of differential severity/leniency obtained from different approaches? Does each approach identify the same set of Readers as exhibiting differential severity/leniency?**

   - When we used the \( Z_{\text{SAI}_2} \) index to detect differential severity/leniency, the flag rates were much lower than when we used the \( \text{SAI}_1 \) index. The values of \( F_{\text{weighted}} \), however, were inconsistent, with these two DRIFT indices producing markedly different results.

3. **Are there any AP English Literature and Composition essay Readers who exhibit differential scale category use (i.e., change from using all the categories in the scoring guidelines to using fewer categories as the Reading progresses)?**

   - As a group, the Readers did not exhibit evidence of differential scale category use. There was weak evidence suggesting an overall increase in Reader accuracy over time. Specifically, the value of \( Z_{\text{SR}_R, \text{SR}_R^b} \) increased from 0.13 to 0.67 from the second to the eighth time period. This corresponds to an increase in the single Reader–rest of the Readers correlation from about 0.82 to about 0.91 from Time 2 to Time 8.

   - Individually, about 5 percent of the Readers were flagged for differential scale category use (i.e., increased use of the central rating categories) at each time period. With the exception of a large jump from Time 1 to Time 3 (i.e., up to 10 percent), the opposite effect (i.e., decreased use of the central rating categories) was about half of that rate.

   - Individually, about 5 percent of the Readers were flagged for increased accuracy at each time period, but fewer than two Readers were flagged for decreased accuracy at each time period.
• Most of the Readers flagged for differential scale category use or increased accuracy were flagged only temporarily. That is, the effects were not sustained over several time periods. Only 5 percent of the Readers were flagged repeatedly (i.e., for at least three of the seven time-period comparisons) for differential scale category use, while only 2 percent of the Readers were flagged repeatedly for increased accuracy.

5. Do different approaches to detecting differential scale category use in a Reader’s ratings produce similar results? How comparable are indices obtained from different statistical approaches? Does each approach identify the same set of Readers as exhibiting differential scale category use?

6. Do different approaches to detecting differential accuracy/inaccuracy produce similar results? How comparable are the indices of differential accuracy/inaccuracy obtained from different approaches? Does each approach identify the same set of Readers as exhibiting differential accuracy/inaccuracy?

• The values of the single Reader–rest of the Readers correlation DRIFT index, \( Z_{SR-ORB, SR-ORB}^{*} \), exhibited a moderately strong relationship with the values of the two Reader fit-based indices, \( F_{fit-weighted}^{*} \) and \( F_{fit-unweighted}^{*} \), and with the values of the Reader residuals–expected ratings index, \( Z_{E-R, E-R} \) — about –0.55 for the fit-based indices, and around 0.61 for the residuals-based index. The two fit-based indices were nearly perfectly consistent as indices of DRIFT. The \( F_{V(X)} \) index did not correlate very highly with either the single Reader–rest of the Readers correlation or with the Reader fit-based DRIFT indices.

• The Reader residuals–expected ratings DRIFT index, \( Z_{R, R}^{*} \), exhibited a moderately strong relationship with \( Z_{SR-ORB, SR-ORB}^{*} \) (\( r = 0.61 \)) and with \( F_{V(X)} \) (\( r = 0.43 \)). However, its relationship with the Reader fit-based indices was weak (\( r \) was about –0.22).

• Due to the small percentage of Readers flagged for DRIFT, the overall level of agreement between \( Z_{SR-ORB, SR-ORB}^{*}, Z_{E-R, E-R}^{*} \), \( F_{V(X)}^{*} \), and the values of the two fit-based indices, \( F_{fit-weighted}^{*} \) and \( F_{fit-unweighted}^{*} \), were fairly high. However, conditional flag rates were high only between the two fit-based indices. We observed moderately high conditional flag rates between \( F_{V(X)}^{*} \) and \( Z_{E-R, E-R}^{*} \) and low conditional flag rates between \( F_{V(X)}^{*} \) and the two fit-based indices. All other conditional flag rates were close to zero.

7. How do our depictions of DRIFT differ when we establish Reader connectivity via student responses to multiple-choice items versus via ratings of benchmark essays?

8. How do our depictions of DRIFT differ when we utilize Reader agreement indices versus when we utilize Reader accuracy indices?

• The methods for establishing connections between Readers that were based on agreement frameworks (i.e., the multiple-choice and the benchmark methods) produced DRIFT indices that were only weakly related to one another.

The accuracy and agreement methods for establishing connections between Readers produced mixed results in terms of DRIFT index comparability. Specifically, the DRIFT indices produced using the multiple-choice method correlated only weakly with the indices produced using the experienced Readers method. By contrast, the benchmark method and the experienced Readers method produced DRIFT indices that were highly correlated for detecting differential severity/leniency and moderately correlated for detecting differential scale category use and accuracy DRIFT.

Conclusion

Results from this study indicate that some Readers showed statistically significant changes in the levels of severity or leniency they exercised as the Reading progressed. The findings from the present study confirm those of other researchers (Bleistein and Maneckshana, 1995; Braun, 1988; Coffman and Kurfman, 1968; Hoskens and Wilson, 2001; Lumley and McNamara, 1995; Lunz and Stahl, 1990; Morgan, 1998; O’Neill and Lunz, 2000; Wilson and Case, 2000; Wood and Wilson, 1974) who found that, in some settings, Readers do not maintain a consistent level of severity over time. Unfortunately, we cannot determine whether the changes in severity/leniency that we observed in this AP Reading were due to Readers’ incorrect initial expectations that they subsequently corrected, or vice versa (correct initial expectations that they erroneously changed).

In our study, a higher percentage of Readers became somewhat more lenient over time than became more severe. For any given time period, 12 to 21 percent of the Readers in the study rated significantly more leniently than they did during the first time period, while 2 to 11 percent of the Readers rated significantly more severely than they did during the first time period. In some of the more extreme examples, the average rating for some Readers increased by more than 1.5 rating scale points over the course of the Reading.

Fortunately, the majority of Readers who became more lenient (or severe) over time did so in a consistent
fashion. That is, once a Reader changed the level of severity exercised, that Reader continued to exercise the same level of severity through the remainder of the Reading. Few Readers drifted back and forth erratically, sometimes rating more leniently, while at other times rating more severely.

Additionally, some Readers in the study showed statistically significant changes in their levels of accuracy as the Reading progressed, while other Readers showed evidence of differential scale category use over time. However, not as many Readers showed these two types of DRIFT as showed DRIFT related to severity/leniency. For any given time period, 1 to 8 percent of the Readers rated more accurately than they did during the first time period, while 0 to 2 percent of the Readers rated less accurately than they did during the first time period. Also, for any time period, 3 to 7 percent of the Readers used fewer categories on the 9-point AP rating scale than they did during the first time period.

The encouraging news is that in the vast majority of cases, Readers exhibited no evidence of statistically significant changes over time in their levels of accuracy, or in their use of the scale categories. Most commonly, Readers who exhibited any evidence of these changes in their rating behavior did so for only one time-period comparison. This suggests that when Readers changed their rating behavior in terms of accuracy or scale category use, the changes were only temporary. That is, they did not continue that DRIFT behavior over time. However, it is important to point out that there were individual Readers who showed evidence of sustained DRIFT, which resulted in marked changes in their rating behavior that they then maintained across multiple time periods.

Which of the indices we studied are the most appropriate measures of DRIFT? Some Rasch indices seem to be clearer, less ambiguous indicators of DRIFT than other Rasch indices. For example, the ratios of the Reader mean-square fit indices \( F_{\text{fit-unweighted}} \) and \( F_{\text{fit-weighted}} \) seem to be sensitive to both differential accuracy/inaccuracy and to differential scale category use. Hence, those two indices provide ambiguous information for diagnosing DRIFT and are therefore potentially less helpful than other indices for identifying Readers who are exhibiting a particular type of DRIFT.

The results from our study suggest that the following indices are most suitable for detecting Reader DRIFT:
- For the detection of DRIFT related to differential severity/leniency: Among the indices we studied, the \( Z_{\text{SALc,ERc}} \) statistic appears to be the most suitable measure of change in a Reader’s level of severity or leniency over time.
- For the detection of DRIFT related to differential accuracy/inaccuracy: The single Reader–rest of the Readers correlation, \( Z_{\text{SR–RORb,SR–RORa}} \) provides the most sensitive measure of Reader accuracy.
- For the detection of DRIFT related to differential scale category use: The correlation between Rasch-based expected ratings and the residuals, \( Z_{E-Eb,E-Eb} \) appears to be the most suitable index for detecting changes in Reader accuracy over time. There does not seem to be an adequate raw score index for detecting this form of DRIFT.\(^\text{10}\) Factors other than changes in a Reader’s use of the central rating scale categories influence the standard deviation of the raw ratings—the raw score index that researchers have most frequently employed in the past when they have tried to detect this type of DRIFT—rendering it an unsuitable index for this purpose. (Those confounding factors include the level of severity/leniency the Reader exercised, as well as how much variance in achievement the essays the Reader rated during a given time period showed. For example, did the set of essays the Reader evaluated in a particular time period contain an overabundance of essays of lower-achieving students, an overabundance of essays of higher-achieving students, or did the set contain a representative mix of essays from lower-, higher-, and average-achieving students? These factors can have a direct bearing on the standard deviation of the raw ratings and could lead one to mistakenly conclude that a Reader is inappropriately using the scale categories as a Reading progresses.)

A critical challenge for those who monitor Reader behavior is to find ways to identify in “real time” (i.e., while an AP Reading is in progress) those few Readers whose rating standards are drifting—those who are becoming more severe or lenient, those who are becoming more inaccurate, as well as those who are using fewer rating categories over time. Supervisory personnel can then take appropriate actions to attempt to get them back on track through additional training, recalibration, etc. In order to meet this need, the AP Program may want to consider carrying out real-time Many-Facet Rasch Measurement analyses of the rating data from its Readings. As this study has demonstrated, results from Many-Facet Rasch Measurement analyses could provide a valuable supplement to the information that the Reader Management System (RMS) currently provides during the Reading to aid the Table Leaders in identifying Readers who are experiencing DRIFT.

In order to determine whether any Readers are showing worrisome changes in their patterns of ratings as a Reading progresses, a data analyst must provide

\(^\text{10}\) A possibility might be to model each Reader to have his or her own unique rating scale structure for each time point (Linacre, personal communication). It would then be possible to compare the rating scale structures for a given Reader across multiple time points.
trustworthy, time-sensitive measures of rating behavior. The analyst can get some sense of just how much more severe or lenient an individual Reader is at various points in time by comparing a given Reader’s average ratings for two or more time periods (as is current Reader monitoring practice for the AP Readings). However, the analyst will not be able to determine how much the particular sample of essays that a Reader evaluated during a given time period influences that Reader’s average rating. For example, if the average rating for Reader A is lower for Time 1 than it is for Time 2, there are two plausible explanations for this apparent change in rating behavior. Perhaps the set of essays that Reader A evaluated at Time 1 included more essays from lower-achieving students than the set of essays that Reader A evaluated at Time 2. If this were the case, the fact that Reader A tended to assign an overabundance of lower ratings at Time 1 would have been entirely appropriate, given that the majority of essays that this Reader evaluated during that time frame were essays from lower-achieving students. Chances are that other Readers evaluating this particular set of essays would also have given them low ratings. According to this explanation, Reader A has a lower average rating for Time 1 because the essays that Reader A evaluated were, by and large, from lower-achieving students. Following this line of reasoning, if Reader A had evaluated a set of essays that included more essays from higher-achieving students at Time 1, then Reader A would not have given an overabundance of lower ratings.

A second possible explanation for this apparent change in rating behavior is that Reader A tended to use the 9-point rating scale in a different manner at Time 1 than at Time 2. Perhaps the Reader’s standards shifted. If this were the case, then when other Readers evaluated the set of essays that Reader A evaluated at Time 1, they would have assigned these essays higher ratings than Reader A gave them. When a Reader shows differences in the level of severity exercised across time periods, it is difficult to decide which of these explanations for the Reader’s behavior is the correct one.

By using a Many-Facet Rasch Measurement approach to analyzing the rating data, a data analyst can gain needed insights to facilitate this determination. The output from a Many-Facet Rasch Measurement analysis contains a fair average rating for each reader. If the analyst were to run parallel Many-Facet Rasch Measurement analyses—one for each time period—the analyst could then compare an individual Reader’s fair averages across time periods. The fair average is the average rating for each Reader once the MFRM has adjusted that average for the deviation of the essays in each Reader’s sample from the overall essay average across all Readers for a given time period. The analyst could use the output from the analyses to pinpoint those Readers who showed evidence of becoming more severe or more lenient as the Reading progressed, even after taking into account the particular essays that that Reader evaluated during that time period.

The rating design employed in an AP Reading must meet certain design constraints if an analyst wants to be able to obtain interpretable results from a Many-Facet Rasch Measurement analysis. In the current AP rating design, Readers are nested within the three free-response questions, and there is no overlap among Readers. A single Reader rates each essay, and no Reader rates essays written for more than one free-response question. This incomplete block design (Ebel, 1951; Fleiss, 1981) characterizes a number of AP Readings, posing a challenge for all approaches to analyzing the data that are based on Item Response Theory, since the data matrices resulting from this type of design are typically sparse, containing much missing data.

If an analyst wants to draw comparisons among all Readers who are evaluating essays for a given free-response question, then the allocation of Readers to essays for that question must result in a network of links that is complete enough to connect all those Readers. This incomplete block design (Ebel, 1951; Fleiss, 1981) characterizes a number of AP Readings, posing a challenge for all approaches to analyzing the data that are based on Item Response Theory, since the data matrices resulting from this type of design are typically sparse, containing much missing data.

If the connection among Readers in the rating design is not adequate, then there will be disconnected subsets of Readers in the analysis, which will be problematic for the measurement model as it carries out its estimation process. When there are disconnected subsets of Readers, Reader severity and level of student achievement are confounded, leading to ambiguity in the calibration of both the Readers and the students. That is, if the average rating for a Reader is lower than the average rating of other Readers (i.e. the Reader appears to be “severe” in comparison to others), the measurement model will not be able to determine whether the Reader tended to assign systematically lower ratings than other Readers, or whether the set of student essays the Reader evaluated tended to be lower in quality than other students’ essays. In order for the measurement model to be able to disentangle differences in levels of Reader severity from differences in levels of student achievement, the various subsets of Readers need to be connected. If an analyst runs a Many-Facet Rasch Measurement analysis with disconnected subsets of Readers, then the analyst will only be able to compare the severity measures of Readers.

---

11 Disconnected subsets of Readers would make it difficult to compare levels of severity or leniency, but most fit statistics would probably be only minimally influenced by the disconnections.
that are included in the same subset—a much less useful outcome for quality control monitoring purposes than having output from an analysis that allows direct comparisons of all Readers included in the analysis.

In an earlier study (Engelhard and Myford, 2003), we demonstrated that it is possible to run a Many-Facet Rasch Measurement analysis on AP rating data by linking all the Readers through students’ responses to the multiple-choice questions as a means of establishing the requisite connectivity in the rating design. In the present study, we experimented with a more direct method of establishing connectivity by introducing benchmark essays into the Reading (i.e., a set of essays that a group of highly experienced AP Readers previously rated in order to obtain a consensus rating for each essay). We say “more direct” because connecting Readers through students’ responses to multiple-choice questions only allows the AP Program to obtain indirect measures of each Reader’s performance (i.e., an indication of whether the ratings the Reader gives students’ essays are in sync with the overall level of performance each student displayed on the multiple-choice section of the exam). On the other hand, the introduction of benchmark essays may raise questions about the generalizability of results from this study due to the fact that these essays were photocopied and appeared to be different from operational essays. Nevertheless, introducing benchmark essays into a Reading allowed us to monitor not only changes in each Reader’s level of severity as the Reading progressed, but also changes in each Reader’s level of accuracy over time. Hence, we were able to compare a Reader’s performance to known standards of performance (i.e., the highly experienced Readers’ consensus ratings of the benchmark essays).

In this study, we compared three different strategies for connecting Readers and found that, in some cases, the DRIFT indices we obtained were highly dependent upon the strategy we employed. When we implemented the multiple-choice strategy, the DRIFT indices we obtained showed only a weak relationship to the comparable DRIFT indices we obtained when we implemented the benchmark strategy. (For the multiple-choice strategy, we scaled the ratings of the essays, fixing student achievement measures at values derived from their responses to the multiple-choice questions. For the benchmark strategy, we scaled the ratings of the essays, allowing the benchmark essays rather than the students’ responses to the multiple-choice items to serve as the links between Readers and between students.)

We suspect that the low correlations between these two sets of indices may reflect differences in how the MFRM handled the raw ratings. That is, when the measurement model established connections between Readers using the linking benchmark essays, it was able to disentangle the effects of Readers and students. By contrast, when the measurement model established connections between Readers using students’ responses to the multiple-choice items, it did not have the information it needed from the commonly scored essays that would enable it to disentangle these effects. Consequently, the mean of the “unconnected” raw ratings derived from the implementation of the multiple-choice strategy differs by more than one rating scale point from the mean of the “connected” ratings (i.e., the expected ratings) derived from the implementation of the benchmark strategy.

Similarly, the DRIFT indices resulting from the implementation of the multiple-choice strategy showed only a weak relationship to the DRIFT indices resulting from the implementation of the experienced Readers strategy. (The experienced Readers strategy “fixes” the achievement measures of students whose essays are used as benchmarks.) Again, the lack of association between the two sets of indices may reflect differences in how the MFRM handled the raw ratings when we implemented these two strategies.

On a more positive note, some of the DRIFT indices produced using the benchmark and experienced Readers strategies showed more promise in terms of their potential comparability. Both of these strategies made use of the ratings that Readers gave to the benchmark essays to establish connections among Readers, which may account for the stronger associations between these two sets of DRIFT indices. Given these findings, the AP Program may want to consider seeding essays that highly experienced Readers have previously rated into the Reading at various points in time as a periodic check on whether each Reader is able to maintain an acceptable level of accuracy as the Reading progresses. Using this strategy would allow supervisory personnel to determine whether or not changes in Reader behavior identified in a Many-Facet Rasch Measurement analysis represented genuine cause for concern. Additionally, implementation of this strategy would provide a more direct basis for establishing connections among all the Readers.
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Figure A1. Description of scoring system (College Board, 1999, p. 72).
## Scoring Guidelines for Question 1 from the 2002 AP English Literature and Composition Exam

### Question 1
Alain de Botton’s *Kiss and Tell*

**General Directions:** This scoring guide will be useful for most of the essays that you read, but in problematic cases, please consult with your Table Leader. The score you assign should reflect your judgment of the quality of the essay as a whole. **Reward the writers for what they do well.** The score for an exceptionally well-written essay may be raised by one point above the otherwise appropriate score. In no case may a poorly written essay be scored higher than a three (3).

<table>
<thead>
<tr>
<th>Score Range</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>9–8</td>
<td>These well-focused essays offer a persuasive interpretation of how Alain de Botton produces comic effect in his dramatic depiction of a scene in which Isabel unexpectedly discovers that her parents are in the same theatre as she and her new boyfriend. Specifically, the writers of these essays identify techniques and analyze how the author uses them to create comic effect. These essays make apt and specific references to the passage, effectively analyzing the nature of the comic effect that the author derives from the situation itself, from the thoughts of Isabel and her conversation with her parents, and from the relationship between daughter and parents. Though these essays may not be error-free, they are perceptive in their analysis of the comic effect and demonstrate writing that is clear and precise. Generally, the nine (9) essays reveal a more sophisticated analysis and a more effective control of language than do the essays scored an eight (8).</td>
</tr>
<tr>
<td>7–6</td>
<td>These competent essays offer a reasonable interpretation of how Alain de Botton produces a comic effect. The writers identify the techniques and analyze how the author employs them. Although not as convincing or as thoroughly developed as those in the highest range, these essays demonstrate the writer’s ability to express ideas with clarity, insight, and control. Generally, the seven (7) essays present a more developed analysis and a more consistent command of the elements of effective composition than do essays scored a six (6).</td>
</tr>
<tr>
<td>5</td>
<td>These essays offer a plausible interpretation of how Alain de Botton achieves comic effect, but they often respond to the assigned task with a simplistic Reading of the passage. They often rely on paraphrase, but the paraphrase will exhibit some analysis, implicit or explicit. The discussion of the techniques may be slight and/or formulaic. These writers demonstrate some control of ideas, but the writing may be flawed by surface errors that do not create confusion for the reader.</td>
</tr>
<tr>
<td>4–3</td>
<td>These lower-half essays offer a less than thorough treatment of the task. The analysis of the techniques used for comic effect may be partial, unconvincing, or irrelevant. These essays may rely on mere summary or be marked by observation rather than by analysis. The writing often demonstrates a lack of control over the conventions of composition: inadequate development of ideas, an accumulation of errors, or a focus that is unclear, inconsistent, or repetitive. Essays scored a three (3) may contain significant misreadings and/or distracting errors in grammar and mechanics.</td>
</tr>
<tr>
<td>2–1</td>
<td>These essays compound the weaknesses of the papers in the 4–3 range. They may demonstrate an inability to explain how a comic effect is achieved, or even fail to recognize the comic effect. They may also be unacceptably brief or incoherent. The writing may contain pervasive errors, which interfere with understanding. Although some attempt has been made to respond to the question, the writer’s assertions are presented with little clarity, organization, or support. Essays scored a one (1) contain little coherent discussion of the passage.</td>
</tr>
<tr>
<td>0</td>
<td>Indicates a response with no more than a reference to the task.</td>
</tr>
<tr>
<td>—</td>
<td>Indicates a blank paper or completely off-topic response.</td>
</tr>
</tbody>
</table>
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* The scoring guidelines for Question 1 are taken from the 2002 AP English Literature and Composition Released Exam.