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Foreword

Welcome to the sixth installment of the International Conference on Educational Data Mining
(EDM 2013), which will be held in sunny Memphis, Tennessee from the 6th to 9th of July 2013.
Since its inception in 2008, the EDM conference series has featured some of the most innovative
and fascinating basic and applied research centered on data mining, education, and learning
technologies. This tradition of exemplary interdisciplinary research has been kept alive in 2013
as evident through the imaginative, exciting, and diverse set of papers spanning the fields of
Machine Learning, Artificial Intelligence, Learning Technologies, Education, Linguistics, and
Psychology. The EDM 2013 conference program features a rich collection of original research
embodied through oral presentations, posters, invited talks, a young researchers track, tutorials,
interactive demos, and a panel session.

We received 109 submissions for the main track. Each submission was assigned to three
members of the Program Committee based on their areas of expertise. Their reviews were then
examined by the Program Chairs who coordinated discussions among the reviewers in order to
arrive at a decision. Twenty-seven out of the 109 submissions were accepted as full papers (a
25% acceptance rate) and 22 as short papers (a 45% acceptance rate for full and short papers).
An additional 27 were accepted as poster presentations.

In addition to the main track, the conference received 15 submissions to the young re-
searchers track (YRT), 7 to the late-breaking results track, and 9 to the interactive events
track. Six of the YRT submissions were accepted into the YRT with an additional two being
accepted as posters. Five late-breaking results papers were accepted, as were the nine demo
papers.

Each day of the conference will be kick-started by invited talks by three outstanding re-
searchers: Valerie Shute (Florida State University), John Anderson (Carnegie Mellon Univer-
sity), and Ryan Shaun Joazeiro de Baker (Teachers College Columbia University). The main
conference will end with a panel session on the future of EDM with panelists including Tiffany
Barnes, Ed Dieterle, Neil Heffernan, Taylor Martin, and Sebastian Ventura, and moderated by
Sidney DMello and Ryan Baker. The conference will be followed by a series of mini-tutorials
led by Agathe Merceron, David Cooper, and Tristan Nixon.

EDM 2013 has broken a number of
records. As noted in the figure on the left,
we received a record number of 109 submis-
sions this year, a 36% increase from the last
two years and a 140% increase since the first
EDM conference. This allowed us to accept
a larger number of papers for oral presenta-
tion (53% increase from EDM 2012) while still
maintaining the historic acceptance rate (45%
in 2013 compared to average 41% rate from
2008 to 2012). Although EDM has histori-
cally been a single-track conference, the in-
crease in the number of submissions and ac-

cepted papers led us to a blended approach of both single and dual tracks. Another novelty to
EDM is the introduction of short mini-tutorials that will be held on July 9th.

The EDM 2013 conference would not have been possible without the vision and dedicated
effort of a number of people. We are indebted to the Program Committee and the additional
reviewers for their exceptional work in reviewing the submissions and helping us select the best
papers for the conference. We would like to acknowledge Tiffany Barnes and Davide Fossati for



organizing the YRT. Kristy Boyer and Usef Faghihi conceived the brilliant idea of having EDM
mini-tutorials and we would like to thank them for putting those together. We would also like
to thank Fazel Keshtkar and Sebastian Ventura for organizing the interactive events. A special
thanks to Phil Pavlik for managing the website and for joining us on the awards committee.
Finally, thanks to the authors for sending us their best work and to all the attendees who bring
EDM to life.

Andrew Olney, Phil Pavlik, and Art Graesser would like to thank Ryan Baker for his encour-
agement to host the 2013 conference, John Stamper for his efforts in securing sponsorships, and
Natalie Person for masterminding our incredible banquet. We are indebted to a number of stu-
dents who worked tirelessly in the months leading up to the conference, including Jackie Maas,
Breya Walker, Haiying Li, Nia Dowell, Blair Lehman, Brent Morgan, Carol Forsyth, Patrick
Hays, and Whitney Cade. Additional thanks go to Conference Planning and Operations at the
University of Memphis, especially Courtney Shelton and Holly Stanford. We would also like
to thank our sponsors, The University of Memphis (Office of the Provost), Carney Labs, the
Institute for Intelligent Systems, and Pearson, who generously provided funds to help offset
registration costs for students. Finally, we would like to gratefully acknowledge the National
Science Foundation who provided funds to offset costs for students to attend the YRT and the
conference under grant IIS 1340163.

In summary, 2013 appears to be an excellent year for Educational Data Mining. The
keynotes, oral and poster presentations, live demos, young researchers track, panel session,
mini tutorials, and attendees from all over the world will undoubtedly make the EDM 2013
conference an intellectually stimulating, enjoyable, and memorable event.

Sidney DMello, University of Notre Dame, USA
Rafael Calvo, University of Sydney, Australia
Andrew Olney, University of Memphis, USA
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Keynotes



Stealth Assessment in Games: Why, What, and How
Valerie J. Shute 

Dept. of Educational Psychology and Learning Systems 
Florida State University 

1114 W. Call Street 
Tallahassee, FL 32306-4453 

+1 850-644-8785 

vshute@fsu.edu 

 

ABSTRACT 

You can discover more about a person in an hour of play than in a year of conversation (Plato). For the past 6-7 years, I have been 

examining ways to leverage good video games to assess and support important student competencies, especially those that are not 

optimally measured by traditional assessment formats. The term "stealth assessment" refers to the process of embedding assessments deeply 

and invisibly into the gaming environment. Though this approach produces ample real-time data on a player's interactions within the game 

environment and preserves player engagement, a primary challenge for using stealth assessment in games is taking this stream of data and 

making valid inferences about players' competencies that can be examined at various points in time (to see growth), and also at various 

grain sizes (for diagnostic purposes). In this talk, I will present recent work related to creating and embedding three stealth assessments--for 

creativity, conscientiousness, and qualitative physics understanding--into Newton's Playground, a game we developed that emphasizes non-

linear gameplay and puzzle-solving in a 2D physics simulation environment. I will begin by framing the topic in terms of why this type of 

research is sorely needed in education, then generally describe the stealth assessment approach, and finally provide some concrete 

examples of how to do it and how well it works regarding validity issues, learning, and enjoyment from a recent research study.    

 

SHORT BIO 

Valerie Shute is the Mack & Effie Campbell Tyner Endowed Professor in Education in the Department of Educational Psychology and 

Learning Systems at Florida State University. Before coming to FSU in 2007, she was a principal research scientist at Educational Testing 

Service where she was involved with basic and applied research projects related to assessment, cognitive diagnosis, and learning from 

advanced instructional systems. Her general research interests hover around the design, development, and evaluation of advanced systems 

to support learning--particularly related to 21st century competencies. An example of current research involves using immersive games 

with stealth assessment to support learning—of cognitive and non-cognitive knowledge, skills, and dispositions. Her research has resulted 

in numerous grants, journal articles, chapters in edited books, a patent, and several recent books such as Innovative assessment for the 21st 

century: Supporting educational needs (Shute & Becker, 2010) and Measuring and supporting learning in games: Stealth assessment 

(Shute & Ventura, 2013). 
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Discovering the Structure of Mathematical Problem Solving

John R. Anderson 
Carnegie Mellon University 

Pittsburgh, Pennsylvania, 15213 
1-412-268-2788 

ja@cmu.edu 

 

ABSTRACT 
It is possible to combine multivariate pattern analysis (MVPA) and hidden Markov models (HMM) to discover the major phases that 

students go through in solving complex problems.   I will illustrate this methodology by applying it to the learning of graphical isomorphs 

of algebra problems.  We discovered a sequence of 5 major phases that students went through: An Orient Phase where they identified the 

problem to be solved, an Encode Phase where they encoded the needed information, a Compute Phase where they performed the necessary 

arithmetic calculations, a Transform Phase where they performed any mathematical transformations, and a Respond Phase where they 

generated the answer. The duration of the Compute and Transform Phases were they only ones that distinguished different problem types.  

Increased duration in these two phases is also associated with making errors.    Looking at learning, 2 features distinguished the problems 

on which participants came to understand a new problem type.  First, the duration of late phases of the problem solution increased.  

Second, there was increased activation in the rostrolateral prefrontal cortex (RLPFC) and angular gyrus (AG), regions associated with 

metacognition.  We think this indicates the importance of reflection to successful learning. 

 

SHORT BIO 
John Anderson received his B.A. from the University of British Columbia in 1968 and his Ph.D. from Stanford University 1972.  He has 

been at Carnegie Mellon University since 1978 where he is the Richard King Mellon Professor of Psychology and Computer Science. He 

has been served as president of the Cognitive Science Society, and has been elected to the American Academy of Arts and Sciences, the 

National Academy of Sciences, and the American Philosophical Society.  He is the current editor of Psychological Review.  He has 

received numerous scientific awards including the American Psychological Association’s Distinguished Scientific Career Award, the David 

E. Rumelhart Prize for Contributions to the Formal Analysis of Human Cognition, the inaugural Dr A.H. Heineken Prize for Cognitive 

Science, and the Benjamin Franklin Medal in Computer and Cognitive Science.  

 

He is known for developing ACT-R, which is the most widely used cognitive architecture in cognitive science. Anderson was also an early 

leader in research on intelligent tutoring systems.   Computer systems based on his cognitive tutors teach currently mathematics to over 

500,000 children in American schools. He has published a number of books including Human Associative Memory (1973 with Gordon 

Bower), Language, Memory, and Thought (1976), The Architecture of Cognition (1983), The Adaptive Character of Thought (1990), 

Rules of the Mind (1993), and The Atomic Components of Thought (1998 with Christian Lebiere), and How Can the Human Mind Occur 

in the Physical Universe? (2007).   His current research interest is focused on combining cognitive modeling and brain imaging to 

understand the processes of mathematical learning. 
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EDM in a Complex and Changing World 
Ryan S.J.d. Baker 

Teachers College, Columbia University 
525 W. 120

th
 Street 

New York, NY 10027 USA 
+1 (212) 678-8329 

Baker2@exchange.tc.columbia.edu 

 

ABSTRACT 

We've started to answer the questions of what we can model through EDM, and we're getting better and better at modeling each year. We 

publish papers that present solid numbers under reasonably stringent cross-validation, and we find that our models don't just agree with 

training labels, but can predict future performance and engagement as well. We're making progress as a field in figuring out how to use 

these models to drive and support intervention, although there's a whole lot more to learn. 

 

But when and where can we trust our models? One of the greatest powers of EDM models is that we can use them outside the contexts 

in which they were originally developed, but how can we trust that we're doing so wisely and safely? Theory from machine learning 

and statistics can be used to study generalizability, and we know empirically that models developed with explicit attention to 

generalizability and construct validity are more likely to generalize and to be valid. But our conceptions and characterizations of population 

and context remain insufficient to fully answer the question of whether a model will be valid where will apply it. What's worse, the world is 

constantly changing; the model that works today may not work tomorrow, if the context changes in important ways, and we don't know yet 

which changes matter. 

 

In this talk, I will illustrate these issues by discussing our work to develop models that generalize across urban, rural, and suburban 

settings in the United States, and to study model generalizability internationally. I will discuss work from other groups that starts to think 

more carefully about characterizing context and population in a concrete and precise fashion; where this work is successful, and where it 

remains incomplete. By considering these issues more thoroughly, we can become increasingly confident in the applicability, validity, and 

usefulness of our models for broad and general use, a necessity for using EDM in a complex and changing world. 

 

SHORT BIO 

Ryan Shaun Joazeiro de Baker is the Julius and Rosa Sachs Distinguished Lecturer at Teachers College, Columbia University. He earned 

his Ph.D. in Human-Computer Interaction from Carnegie Mellon University. Baker was previously Assistant Professor of Psychology and 

the Learning Sciences at Worcester Polytechnic Institute, and he served as the first Technical Director of the Pittsburgh Science of 

Learning Center DataShop, the largest public repository for data on the interaction between learners and educational software. 

He is currently serving as the founding President of the International Educational Data Mining Society, and as Associate Editor of the 

Journal of Educational Data Mining. His research combines educational data mining and quantitative field observation methods in order to 

better understand how students respond to educational software, and how these responses impact their learning. He studies these issues 

within intelligent tutors, simulations, multi-user virtual environments, and educational games. 
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Limits to Accuracy:  How Well Can We Do at Student 
Modeling? 

Joseph E. Beck 
Computer Science Department  
Worcester Polytechnic Institute 

josephbeck@wpi.edu 

Xiaolu Xiong 
Computer Science Department  
Worcester Polytechnic Institute 

xxiong@wpi.edu 
 

 
 
 

ABSTRACT 
There has been a large body of work in the field of EDM 
involving predicting whether the studentôs next attempt will be 

correct.  Many promising ideas have resulted in negligible gains 
in accuracy, with differences in the thousandths place on RMSE 
or R2.  This paper explores how well we can expect student 
modeling approaches to perform at this task.  We attempt to place 
an upper limit on model accuracy by performing a series of 
cheating experiments.  We investigate how well a student model 
can perform that has: perfect information about a studentôs 
incoming knowledge, the ability to detect the exact moment when 
a student learns a skill (binary knowledge), and the ability to 
precisely estimate a studentôs level of knowledge (continuous 

knowledge).  We find that binary knowledge model has an AUC 
of 0.804 on our sample data, relative to a baseline PFA model 
with a 0.745.  If we weaken our cheating model slightly, such that 
it no longer knows student incoming knowledge but simply 
assumes students are incorrect on their first attempt, AUC drops 
to 0.747.  Consequently, we argue that many student modeling 
techniques are relatively close to ceiling performance, and there 
are probably not large gains in accuracy to be had.  In addition, 
knowledge tracing and performance factors analysis, two popular 
techniques, correlate with each other at 0.96 indicating few 
differences between them.  We conclude by arguing that there are 
more useful student modeling tasks such as detecting robust 
learning or wheel-spinning, and estimating parameters such as 
optimal spacing that are deserving of attention. 

Keywords 
Cheating experiments, student modeling, limits to accuracy, 
knowledge tracing, performance factors analysis 

1. INTRODUCTION 
The field of educational data mining has seen many papers 
published on the topic of student modeling, frequently predicting 
next item correctness (e.g. [1-6]).  Next item correctness refers to 
the student modeling task where the studentôs past performance 
on this skill is known, and the goal is to predict whether the 
student will respond correctly or incorrectly to the current item.  
This task was the topic of the KDD Cup in 2010.  It is typically 
assumed that data from other students are also available to aid in 
fitting modeling parameters.  This research area certainly 
appeared to be ripe grounds for rapid improvement, with reported 
R2 values for Performance Factors Analysis (PFA; [7]) and 
Bayesian knowledge tracing [8] of 0.07 and 0.17, respectively [9].  
PFA and Bayesian knowledge tracing were two better known, 
baseline techniques, and their apparent poor performance left 
tremendous room for improvement by developing more refined 
modeling techniques.   

Researchers tried a variety of approaches to improve accuracy.  
One natural idea was to consider awarding students partial credit 
for their attempts.  Many researchers use a simple, binary scoring 
metric of full points for a student who responds correctly on the 
first attempt with no hints, and zero points for a student who 
makes any mistakes or requests any hints.  Thus, there is no 
distinction between a student who makes a mistake and corrects 
himself 3 seconds later, and a student who asks the system to tell 
him the answer and types it in ð both are simply marked as 
ñincorrect.ò  Work on partial credit decreased the amount of credit 
awarded in proportion to the number of hints requested [3].  By 
accounting for student partial credit, it improved model accuracy 
from an R2 of 0.1903 to 0.19221. 

Another potential weakness in student models is that the domain 
models are developed by human experts, who are often guided by 
intuition.  Perhaps an approach that uses data to automatically 
refine student models will result in a better fit to the data?  Across 
eight datasets where model accuracy was available for the original 
and the data-generated models, the model fit (un-weighted 
average, computed by the authors) improved slightly from 0.4143 
to 0.4020.  However, perhaps the primary outcome of the work 
was better estimates of the rates at which students learn skills, 
which is certainly a useful artifact. 

Some approaches were possibly larger successes.  One underlying 
assumption is that there is one set of model parameters.  For 
example, all students have the same initial knowledge of a 
particular skill; all students learn the skill at the same rate, etc.  
Relaxing that assumption and modeling students as two separate 
distributions improved R2 from 0.162 to 0.205, and AUC from 
0.74 to 0.77[10].  However, to the authorsô knowledge, no one 
has tried to replicate this work on another dataset, so the results 
should be treated with skepticism.   

Many techniques assume that all students have the same initial 
knowledge of a particular skill.  Such an assumption is clearly 
incorrect, as student knowledge typically varies considerably.  So 
why not incorporate such flexibility into our models?  Some 
interesting work on extending knowledge tracing allowed student 
initial knowledge to vary based on initial performance [11].  The 
main finding was that model fit was notably improved, from an R2 
of 0.0374 to 0.1236.  However, on replication, this approach of 
customizing initial student knowledge was found to perform 
worse than the baseline knowledge tracing technique with an R2 
of 0.089 vs. 0.12572[12].  This later study was also interesting in 
that it tested different techniques for estimating model parameters, 

                                                                 
1 Note that RMSE, R2 and AUC values are not comparable across 

studies due to differing datasets.   
2 The R2 statistics for both studies were computed by the authors 

of this paper for consistency. 
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