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Abstract

Federal agencies conduct large, national studies that provide abundant data easily accessible to researchers. While these datasets provide access to rich data for analyzing a multitude of topics, certain skills are necessary for appropriate use. Specifically, over sampling and multistage cluster sampling must be accommodated in the analyses to ensure the estimates are accurate. The purpose of this study is to examine recent research that uses national datasets to determine the extent to which researchers use the weight and design effect compensation and to highlight best practices in reporting analyses using large-scale data. Research articles using large-scale datasets from five years of Research in Higher Education, Journal of Higher Education, and Review of Higher Education were reviewed to determine the data's appropriate use by reviewing the use of weights and design effects. These journals were selected because these are official journals of relevant professional organizations and/or are considered to be leading scholarly journals on topics related to higher education.

The National Science Foundation (NSF) and the National Center for Education Statistics (NCES), among other federal agencies, conduct large, national studies that provide abundant data easily accessible to researchers (e.g., NCES, n.d.; NSF, n.d.). While the survey data's free accessibility is a benefit in itself, the data are becoming more highly sought after because of the comprehensiveness (e.g., Roberts, 2000), incorporating a large and representative population sample unfeasible to gather by an independent researcher or even a small team of researchers. In addition, support to learn how to use the datasets is available through a national summer database training institute (AIR, n.d.a). Professional organizations, including the Association for Institutional Research (AIR) and the American Educational Research Association (AERA), offer grants and fellowships for projects that employ large-scale data (AERA, n.d.a; AIR, n.d.b).

Superficially, a researcher might examine the datasets and find that there is nationally representative data on an almost unlimited variety of individuals that are free and accessible and all one must do is generate a research topic and plug the data into a statistical software package. This superficial perception of the data is a reason that database training institutes are offered each summer. While the national datasets have an abundance of data for analyzing a multitude of topics, certain statistical skills are necessary to appropriately analyze that data. As stated by the AIR (n.d.a), “the uses of these resources have, for a variety of reasons, lagged behind national-level data collection and organization.”

Some of the statistical methodological characteristics associated with using the datasets may be the reason use has lagged. This study examines recent research that utilizes one or more national datasets to determine the extent to which the datasets are analyzed appropriately and to highlight best practices in reporting analyses using large-scale data. By nature, these datasets are complex in design and methodological measures must be taken when conducting statistical analyses to ensure that two
features are accommodated: non-simple random sampling or cluster sampling and over-sampling of groups.

Non-Simple Random Sampling (Clustering)

Most complex surveys employ sampling designs that are multistage, cluster, or stratified—or a combination of these sampling techniques—because a simple random sample is not feasible. For example, many national datasets involve multistage probability sampling where geographic regions are first selected, then institutions, and finally students (Pratt, et al., 1996). An example of this multistage probability sample design was used to collect data for the Early Childhood Longitudinal Study Kindergarten Class of 1998-99 (ECLS-K). In the ECLS-K, geographic areas (specifically counties) were the primary sampling unit (PSU), followed by schools within counties as the second-stage sampling unit, and then students within schools as the last sampling unit (U.S. Department of Education, 2004).

Understanding the challenges associated with clustering is critical to correctly analyzing the data (Hahs-Vaughn, 2005; Stapleton, 2002; Thomas and Heck, 2001) as statistical procedures have assumptions underlying the methods that must be addressed to ensure accurate parameter estimates (e.g. independence) (Hahs-Vaughn; Kaplan and Ferguson; Stapleton; Thomas and Heck). Conventional formulas for calculating standard errors assume independence (Skinner, 1989). When a simple random sample is not used, homogeneities exist between and amongst the sampling units that negate the assumption of independence (Kish and Frankel, 1974) and that can lead to underestimated standard errors (Muthen and Satorra, 1995; Skinner). Using the ECLS-K data as an example, it is likely that students selected within the same school share similarities (i.e., are more homogenous) than had a simple random sample been drawn of all kindergarten students. Thus, standard errors will be smaller when the sampling design is not accommodated in statistical calculations. Using data from the ECLS-K and the National Study of Postsecondary Faculty (NSOPF:93), showed this to be the case (Hahs-Vaughn).

Over-Sampling

Many times, some specific subset of the population is over-sampled to ensure good representation of the group(s) and thus more accurate parameter estimates (Kaplan and Ferguson; Stapleton; Thomas and Heck). Using the ECLS-K as an example, Asian and Pacific Islanders were over sampled in the base year (U.S. Department of Education). This creates unequal selection probability because of sampling the population at different rates (Stapleton). If left unattended, the parameter estimates and standard errors may be overly influenced by the over-sampled units (Kaplan and Ferguson). Survey weights can be applied to data when generating statistical analysis to deal with over-sampled groups and are a necessary condition to prevent bias created by the sample design (Potthoff, Woodbury, and Manton, 1992). A weight is simply the inverse of the probability of selection (Kish, 1965). This weight is often also adjusted for nonresponse and poststratification (Korn, 1989; Korn and Graubard, 1995). Methodology reports that accompany national datasets include information on calculation of weights, available weights within the dataset, and information to discern which weight is appropriate given the type of analyses (e.g., cross sectional or longitudinal). For example, the ECLS-K methodology report indicates that weight C5CPTW0 should be used when conducting analysis that involves data from the child, parent and teacher. Specifically, children who have spring third grade assessment data, whose parent completed the spring third grade FSQ part of the interview, and whose teacher completed part B of the teacher questionnaire (U.S. Department of Education).

Failure to Accommodate Complex Sample Design in Statistical Analysis

If cluster sampling and over-sampling are ignored in the statistical analysis, the results can be biased. This has been shown using various statistical methods including regression techniques (e.g., DuMouchel and Duncan, 1983; Hahs-Vaughn; Korn and Graubard; Lee, Forthofer, and Lorimer, 1989; Skinner, Holt, and Smith, 1989) and structural equation modeling (Hahs, 2003; Kaplan and Ferguson; Stapleton). The bias can include biased parameter point estimates including smaller standard errors and larger test statistics (Hahs-Vaughn; Stapleton) and poor performance of test statistics and confidence intervals (Pfeffermann, 1993) including narrower confidence intervals (Hahs-Vaughn). As an example of the influence of over-sampled groups, Hahs-Vaughn (2005) analyzed data from the NSOPF:93. Proportions of faculty by sex were reviewed by computing the mean of sex (where sex was a dummy coded variable with male = 0 and female = 1). When reviewing weighted to unweighted proportions, she found that the proportion of women faculty was overestimated when weights were not applied (i.e., the mean for sex was smaller reflecting fewer males). This was because of the oversampling of women faculty which decreased the proportion of women in the weighted distribution (M = .61) as compared to the unweighted distribution (M = .57).

Ignoring the implications of the complex sampling design (including over-sampling and cluster sampling) leads to questionable generalizations (Hahs, 2003; Thomas and Heck). While intended to be nationally representative of some specific population, failing to employ proper techniques to compensate for the complex sampling design creates analyses that reflect only the
sample with results not able to be inferred to the intended population (Hahs, Thomas and Heck). Various strategies are proposed to deal with complex samples (e.g., Peng, 2000; Thomas and Heck) and an overview is presented here.

Weights

Previous research identified procedures for accommodating the unequal probability of selection when using national datasets. One of the basic elements needed for a complete analysis of survey data is the use of weighting (Lee, Forthofer, and Lorimor, 1989). In the most basic case, a sample weight is the inverse of the probability that the observation will be included in the sample (Kaplan and Ferguson). Estimates based on the unweighted sample will be biased in favor of persons/groups that were over sampled (Thomas and Heck). Using weights to adjust for over sampling is the easiest way to incorporate unequal probability of selection (Stapleton), although the actual role of sampling weights is a subject of controversy (Pfeffermann, 1993). With inferential statistics, there are a variety of opinions on what role, if any, sampling weights should play—“from modelers who view the weights as largely irrelevant to survey statisticians who incorporate the weights into every analysis” (p. 317). More recent recommendations encourage the use of weights with any test of inference (e.g., Hahs-Vaughn; Thomas and Heck).

Sampling weights play a vital role in modeling data by testing and protecting against sampling designs that could cause selection bias (in other words, allowing the researcher to accommodate unequal selection probabilities in the statistical analysis) and by protecting against misspecification of the model (Pfeffermann, 1993). The frequency of using weights to adjust the sampling design in research has yet to be determined (Hahs, 2003). It was recommended that journals “require authors to address how weights [have been] employed in the study to ensure that the parameter estimates, and thus the results of the study, are accurate given the population to which the researcher wants to generalize” (Hahs, 2003, p. 266). Similar to reporting effect size (e.g., McLean and Kaufman, 1998), failure to report the use or omission of weights when using a national dataset prevents the reader from critically evaluating the research.

Design Effects

Another issue to consider is the clustered sampling design. If adjustments for clustering are not made, standard errors may be seriously underestimated (Gregorich, 1997). Multilevel approaches, sometimes called model-based approaches (Kalton, 1983) or disaggregated approaches (Muthen and Satorra), negate the need to act on the clustered design because these designs take clustering into account when producing estimates (Thomas and Heck). Examples of multilevel approaches include hierarchical linear modeling and multilevel structural equation modeling (Hahs-Vaughn). Use of multilevel models to account for multistage sampling has received much attention (Pfeffermann, 1993; Muthen, 1994). Multilevel models allow the researcher to define, for example, student-level equations that will predict student-level outcomes, while at the same time providing student-level indicators as a function of between-class or between-school indicators (Kaplan and Elliott). Mathematically, the variance of the dependent variable is partitioned into within- and between-group components. The variances at each level are then explained by including predictor variables hierarchically; (Heck and Mahoe, 2004) however, over-sampling must still be dealt with (Hahs-Vaughn).

Although it has been argued that the appropriate statistical method to analyze multistage samples is a multilevel model, multilevel modeling is not always appropriate for analyzing complex surveys (Kaplan and Elliott, 1997). For example, not all secondary datasets have the appropriate second-level variables required to conduct a multilevel model (i.e., that allow the researcher to connect the level one variables, such as student-level variables, with level two variables, such as institution-level variables) and not all researchers may ask questions that require the use of a multilevel model (Kaplan and Elliott). When a multilevel model is not appropriate, a single-level model can be employed. Single-level analyses must accommodate multistage cluster sampling and the resulting homogeneity of clusters that will lead to biased standard errors (Stapleton) as well as accommodate over-sampling. Design effect (DEFF) is the ratio of the estimated variance using the complex sample design to the exact variance that would have been obtained from a simple random sample drawn of the same size (U.S. Department of Education,) and can be used in single-level analysis to accommodate clustering:

$$DEFF = \frac{\text{Variance of Complex Sample}}{\text{Variance of Simple Random Sample}}$$

How to Accommodate Complex Sample Design in Statistical Analysis

Accommodating Over-Sampled Groups

As stated previously, weights are one element needed to correctly analyze survey data (Lee, Forthofer, and Lorimer, 1989) and available weights for a given survey can be obtained by reviewing the methodological reports. Once the research determines the correct weights, these must be appropriately applied to the data. While a comprehensive discussion of the types of weights can be
found in Hahs-Vaughn (2005), a concise overview is presented here. The raw weight is the weight included in the dataset which sums to the population size (West and Rathbun, 2004). Parameter estimates computed using raw weights reflect the population rather than the sample size and thus are not appropriate to directly apply to analyses. Relative or normalized weights are the raw weights divided by the mean of the raw weights (Peng, 2000; Thomas and Heck) which sum to the sample size (Kaplan and Ferguson; Pfeffermann, Sinner, Holmes, Goldstein, and Rasbash, 1998). Parameter estimates produced using relative weights would have been drawn randomly (i.e., a simple random sample) (Thomas and Heck). Given the multistage probability sample, this is not the appropriate weight to directly apply to analyses. Design effect adjusted weights accommodate both the cluster sampling and over-sampling and are computed as the normalized weight divided by DEFF (Hahs-Vaughn). This new design effect adjusted weight is then applied to the data.

**Accommodating Clustering**

Thomas and Heck (2001) have suggested alternatives to correct for clustered samples in single-level analyses including: a) utilizing a special software program to analyze the data, b) adjusting the analyses with a design effect either by adjusting the standard errors upward as a function of the design effect or adjusting the relative weight downward as a function of the design effect, or c) employing a more conservative critical value (i.e., by decreasing the alpha level). While using a specialized software program (e.g., SUDAAN, WesVar) is the most highly recommended strategy, the software is often cost prohibitive and/or difficult to use and thus this strategy is the least often used (Thomas and Heck). The exception to this is a relatively new software program, AM, that can be downloaded free of charge from http://am.air.org (see Hahs-Vaughn, for a guide to using AM). However AM is limited in the statistical procedures available (Hahs-Vaughn). Adjusting analyses with DEFFs are the next best option.

Design effect corrections are used to make adjustments for the variances produced by the analysis (Peng, 2000). Adjustments to the standard errors can be made by multiplying the standard errors in the model by the square root of the design effect (DEFT; see formula below) and then using the new standard errors to calculate new $t$ test statistics.

\[
DEFT = \sqrt{DEFF} = \frac{SE_{\text{Complex Sample}}}{SE_{\text{Simple Random Sample}}}
\]

Design effects are easily obtainable by reviewing methodological reports of the surveys or, in the case of the NCES surveys, using the Data Analysis System (DAS) (Thomas and Heck). While the DAS is a powerful interface that allows researchers to create tables and correlation matrices, not all NCES datasets are accessible and no raw data is available through DAS thus many complex questions cannot be answered. The information presented provides a brief overview into the complexities associated with analyzing data from complex samples. For a comprehensive guide to applying weights and design effects using SPSS or AM software (including determining how to select an appropriate weight, offering steps for computing and applying weights and design effects, and providing recommendations for strategies to accommodate both over-sampled groups and cluster sampling), readers are encouraged to refer to Hahs-Vaughn (2005). To determine the extent to which the use of weights was discussed and to highlight best practices in reporting the use of weights in journal articles, published research studies that use one or more national datasets will now be examined.

**Method**

The data for this study were obtained from Research in Higher Education, Journal of Higher Education, and Review of Higher Education. All research articles published between the years 1999-2003 were examined. Research in Higher Education was selected as it is the official journal of AIR. As discussed previously, AIR is an advocate of national datasets, offers the National Summer Data Policy Institute, as well as grants and fellowships for the use of national datasets. This journal regularly publishes research articles within the field of higher education that utilize national datasets. Review of Higher Education was selected because it is the official journal published through Association for the Study of Higher Education (ASHE), also a leading organization for the study of higher education. Journal of Higher Education was selected because it is considered a leading scholarly journal on topics related to higher education (Journal of Higher Education, n.d.).

Excluding memoriams, acknowledgements, editorials, presidential addresses, book reviews, similar non-research publications, and one anniversary issue of Journal of Higher Education (September/October 1999) that was devoted to short essays, a total of 378 articles were reviewed. Only articles that used one of the NCES or NSF student or faculty databases in the methodology were included in the sample (i.e., the Integrated Postsecondary Education Data System was excluded). A breakdown of the datasets utilized in the published studies and the use and/or omission of weights is provided in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Weight Utilization (Frequency)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baccalaureate and Beyond (B&amp;B)</td>
<td>3 Reported, 1 Unreported</td>
</tr>
<tr>
<td>Beginning Postsecondary Students Longitudinal Study (BPS)</td>
<td>2 Reported, 1 Unreported</td>
</tr>
<tr>
<td>High School and Beyond (H&amp;B)</td>
<td>2 Reported, 2 Unreported</td>
</tr>
<tr>
<td>National Education Longitudinal Study (NELS)</td>
<td>1 Reported, 0 Unreported</td>
</tr>
<tr>
<td>National Longitudinal Study of High School Class (NLS)</td>
<td>0 Reported, 1 Unreported</td>
</tr>
<tr>
<td>National Postsecondary Student Aid Study (NPSAS)</td>
<td>1 Reported, 0 Unreported</td>
</tr>
<tr>
<td>National Study of Postsecondary Faculty (NSOPF)</td>
<td>11 Reported, 3 Unreported</td>
</tr>
<tr>
<td>Survey of Doctorate Recipients (SDR)</td>
<td>4 Reported, 1 Unreported</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>24 Reported, 9 Unreported</strong></td>
</tr>
</tbody>
</table>

**Results**

**Weights**

Of the 33 articles reviewed, nine (27%) did not discuss weights. While nine is not a relatively large number, it constitutes more than one-fourth of the articles reviewed. While the reader cannot know for certain whether weights were used, erring on the side of caution leads the reader to assume weights were not used. Twenty-four articles recognized that the national datasets have weights and either discussed how or why weights were used or not used in the analyses. Approximately 30% (\( n = 10 \)) of the articles reviewed used weights and provided sufficient detail for the reader to discern appropriate application. Two articles (6%) did not use weights but noted such and provided a justification for not weighting. Twelve of the 33 (36%) articles discussed the use of weights at a minimal level. Operational definitions of "sufficient detail" and "minimal" are provided in the discussion section.

**Design Effects**

In addition to weights, design effects must also be considered in studies that do not employ a multilevel approach if a specialized software program is not used to accommodate the sampling design. Only four studies noted whether and how design effects were employed. One of the four studies used a blanket design effect that was selected because a previous researcher had used it in various models and the author saw the number as conservative.

**Discussion**

Regarding minimal discussion of weighting, many of the studies reported that the results were weighted using normalized weights so that the sample size was maintained. A minimal discussion of the use of weights does not provide sufficient information for the reader to evaluate how effective the weight was used and to discern which weight was used. Most of the datasets offer multiple weights, and while the methodological reports provide guidelines on which weight to use given the type of analysis (e.g., cross sectional vs. longitudinal), it is up to the researcher to select the appropriate weight. A more informative approach in presenting research that uses a national dataset is presented by Cabrera and La Nasa (2001) who devoted an entire paragraph under the heading, *weights employed*, to a discussion on how they utilized survey weights. The authors specify which weight was used (e.g., "panel weight (F2PNLWT)," p. 126), how
it was adjusted to minimize the effect on the standard error because of the large sample size, and a comparison of how the sample size changed based on the adjustment (Cabrera and La Nasa). Failing to provide this type of detail is analogous to reporting score reliability and validity without reporting the type(s) of reliability and validity evidence (including corresponding coefficients). In essence, the reader is offered the information at face value without being able to put it into context (i.e., “the author says they used weights, so I have to assume they used the correct weights and applied these correctly”). A better practice, therefore, is to report the eight information in detail and allow the reader to critique its use. This also provides the level of detail needed for future replication.

Also interesting to note is the recognition and omission of the use of weights in two studies. In one study (referred to as “study A”), weights were not used because of the use of a subset, rather than the entire sample of the dataset. The authors used a nonrandom subset of the sample and justified omitting weights because applying weights would have resulted in a non-representative sample. They go on to report that this is consistent with another study (referred to as “study B”) which also used the same dataset and a subset thereof. However, it is important to understand that when weights are not used when conducting tests of inference, the results can be interpreted only for the sample of individuals who completed the survey (Hahs, 2003) because more weight is provided in the analyses to the over sampled groups thus distorting the true population (Thomas and Heck). While the authors of study B chose not to weight their data, they recognized that their decision gave disproportionate weight to the over sampled groups in the dataset. The authors of study B go on to state that while their results may be valid for the subset they selected, they cannot generalize to the population intended because the results are skewed, reflecting disproportionately some groups of students.

The extent to which the average reader understands the treatment of weights by studies A or B is not known. While a subhead paragraph explaining the estimation methods is provided in study B, only one paragraph is provided as a footer in the notes section of study A. The authors of study A do not provide additional details to help the reader understand that the omission of weights will disproportionately weight some groups of students and will substantially limit to whom the results can be generalized. On a more positive note, study B did test the sensitivity of the use or omission of weights, and this was recommended by others (DuMouchel and Duncan). How selection of a subset of the sampled population interfaces with weights and design effects was not documented. Therefore, if a researcher elects not to use weights on the basis that a subset of the dataset was used, a best practice is to make that fact explicitly known to the reader as well as to test and report how the use or omission of weights impacts the final results. For example, in a different study that omitted weights, the authors recognized that weights should be used when conducting inferential statistics, noted that weights were not necessary given the descriptive nature of their study, and stated that failing to weight the data could result in problems with generalization.

**Design Effects**

A best practice for using design effects may be to follow the recommendations provided in the dataset technical manuals or articles that provide detailed guidelines on adjusting models with design effects (e.g., Hahs-Vaughn; Thomas and Heck). Design effects are reported in the technical manuals of national datasets (see for example, Huang, Salvucci, Peng, and Owings, 1996; U.S. Department of Education) and may include both the DEFF and DEFT (e.g., U.S. Department of Education). When the design effect for a dependent variable used in a study is not reported in the technical reports, the design effect for a similar variable, the average design effect averaged over a set of variables, or the average design effect of the dependent variable averaged over subgroups of the independent variable are appropriate to use (Huang, Salvucci, Peng, and Owings). Another best practice is to note how the technical manuals have recommended applying design effects and then report how design effects were applied in the study so that the reader has the information she or he needs to critically evaluate design effect application. For multilevel studies where design effects are not required, authors should explicitly state that design effects were not needed because of the study’s design. Likewise, researchers who utilize specialized software that directly accommodates the sampling design should report the software used and how the design issues were addressed (e.g., reporting strata and cluster variables applied).

**Conclusion**

Recent published research that utilized one or more national datasets was examined to determine the extent to which the use of weights was reported in the research and to highlight best practices in reporting the use of weights. To this end, five years of articles from *Research in Higher Education, Journal of Higher Education*, and *Review of Higher Education* were reviewed. Findings revealed that the reporting of weights is not consistent in use or in detail. Of the studies, 27% do not discuss weights, and 36% report only minimal information on the use of weights. This suggests that proper accommodation of the non-simple random sampling design and unequal selection probability when using national datasets, and the informative practice of reporting how these issues were addressed through the analysis may not be
understood by authors, journal editors, and peer reviewers. The result may be miscommunication to the readers, which can lead to multiple problems. 1) Readers who may have limited understanding of methodological considerations in using the datasets are not informed about the technical matters related to using these resources—given that most of the data is freely accessible upon request and/or online, this can lead to misuse of the data by failing to incorporate these “extra steps.” 2) Readers who do understand the technical logistics are not provided enough detail to either make an informative decision regarding whether the non-simple random sampling design and unequal selection probability were addressed properly or replicate the study. 3) Serious limitations to inferential tests may exist that prohibit correct parameter estimates, and thus inaccuracies in the analyses are reported.

Suggested best practices for authors include: 1) specifying which weight is used (including the type of weight, such as panel or cross-sectional weight, and the variable name within the dataset); 2) if weights are not used, testing and reporting how the omission of weights (i.e., failing to accommodate unequal selection probability) impacts the final results including providing details that will help the reader understand a) why weights are not used, b) that the omission of weights will disproportionately weight some groups of respondents, c) to whom the results may be generalized; and 3) specifying in detail, if single-level models are used, the adjustment to correct for homogeneity within clusters (i.e., the use of specialized software or design effects to accommodate the sampling design).

Suggested best practices for journals include: 1) requiring authors who used a national dataset to report explicitly and in relative detail how the non-simple random sampling design and unequal selection probability were accommodated in the analysis; 2) specifying criteria for authors, members of editorial review boards, and peer reviewers on what should be reported in relation to accommodating non-simple random sampling design and unequal selection probability and how to effectively critique these reports.

Suggested additional best practices include: 1) wider dissemination of the importance of accommodating non-simple random sampling design and unequal selection probability via database institutes and national conferences; and 2) wider dissemination of how to accommodate non-simple random sampling design and unequal selection probability when using complex surveys through advanced statistical classes.

This study involved the examination of research studies published in three leading higher education journals during a five-year period. As such, it is not known whether the findings generalize to previous years and to other journals that publish studies that make use of national postsecondary datasets. If three of the preeminent scholarly higher education journals (one of which the official journal of the organization closely tied to NCES and NSF for offering training and grants for using national datasets) do not require authors to consistently report in detail accommodation of non-simple random sampling design and unequal selection probability, it is likely that other journals also do not have this requirement. Replicating this study, therefore, with a more extensive sampling of scholarly journals devoted to policy issues that encourage national dataset use is needed. Regardless, it appears that the omission of a detailed discussion accommodating the features of complex samples when analyzing data from large-scale datasets prevails in scholarly journals. To rectify these shortcomings, several best practices for authors and journals are provided.

**Endnote**

A list of the articles reviewed can be obtained by contacting the author.
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