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Abstract
This study was intended to serve as an example of cross-validating results from student persistence prediction models that employed commonly available pre-college student characteristics. The study investigated whether the accuracy of predicting student persistence would vary because of the use of present-year vs. previous-year parameters on present-year data, and whether the same set of predictors would change in terms of predictive efficiency between years. Institutions with selective, liberal, and open admissions policies had consistent persistence prediction odds ratios across time regardless of the data on which model parameters were generated. As expected, all institutions demonstrated lower accuracy rates at higher persistence criteria, and accuracy rates differed between different sets of model parameters. The ACT Composite scores emerged as consistently stable, significant predictors of persistence. The paper concludes with a discussion of procedural issues to consider when using logistic regression to predict persistence.

Introduction
Many issues weigh upon the minds of administrators at higher education institutions. One of the more prominent among these issues is student persistence. According to Brawer (1996), approximately 50 percent of the freshmen enrolled in colleges and universities do not finish their degrees. However, many college counselors and administrators see persistence as a fundamental indicator of student success in postsecondary education (Kern, Fagley, & Miller, 1998). With such a large percentage of students failing to persist to graduation, it comes as no surprise to see an increase in efforts to identify factors related to student persistence.

While some institutions have lower persistence rates than others, facilitating student persistence is valuable for both institutions and students. For instance, Tinto (1993) noted that reduction in financial resources from external funding agencies (e.g., endowments, state government, etc.) is made more problematic by loss of income because of student non-persistence. For students who leave campus before graduation, resources used for recruitment, orientation, and support services are rarely recovered. Tinto also indicated that in extreme cases, declining enrollments and high non-persistence rates could lead to the collapse of an institution.

From a student’s perspective, facilitation of persistence is also important. Were a student to terminate his/her postsecondary education before obtaining a degree, the student is more likely to experience a loss of future income, as well as experience higher levels of frustration and lower self-esteem (Tinto, 1993). Furthermore, students who persist to graduation often have easier access to prestigious positions in society and experience more societal rewards (Tinto).

No doubt, institutions and students will generally benefit from student persistence to graduation. However, if an institution is to play an active role in influencing students to remain enrolled, the institution needs to identify students who will benefit from interventions known to have a positive impact on persistence (Levitz & Noel, 1985). Furthermore, many interventions need to be in place from the time students arrive on campus (Sadler, Cohen, & Kockesen, 1997). This need translates into a common purpose for persistence studies: to develop an early warning system designed to identify students at-risk for non-persistence (Lenning, 1982).
With a goal of early intervention in mind, identification/prediction of incoming freshmen at-risk for non-persistence is necessarily based on pre-college data. Because institutions cannot know whether students actually will persist or not before coming to campus, the only recourse for predicting persistence is to use a model with pre-college data from previous year(s). Doing so assumes that the predictive model, generated on a different group of students, is applicable to the current cohort. With the changing characteristics of today’s college student populations (e.g., age, financial assistance, race/ethnicity), such an assumption may not be tenable. If the assumption is false, an institution’s predictions will be inaccurate, and resources earmarked for programs intended to improve persistence will not be spent on students who really need them. Therefore, the purpose of this paper was to conduct a cross-validation study that investigated the stability of persistence prediction models between two consecutive incoming postsecondary student cohorts.

**Literature Review**

It is tempting for researchers to look for common indicators of student persistence that apply across a range of institutions. However, the range of campus environments and sub-environments that exist make such a range of institutions. However, the range of campus environments and sub-environments that exist make such an assumption not applicable to the current cohort. With the changing characteristics of today’s college student populations (e.g., age, financial assistance, race/ethnicity), such an assumption may not be tenable. If the assumption is false, an institution’s predictions will be inaccurate, and resources earmarked for programs intended to improve persistence will not be spent on students who really need them. Therefore, the purpose of this paper was to conduct a cross-validation study that investigated the stability of persistence prediction models between two consecutive incoming postsecondary student cohorts.

**Predictors of Persistence Across Institutions**

A number of factors have emerged as predictors of year-to-year persistence across multiple institutions. For instance, Horn and Carroll (1998) found that students who left college before their second year and never returned tended to be older, have children, and worked full-time relative to students who returned. Other common factors shown to be related to student persistence include tuition and debt load (Cofler & Somers, 1998), behavioral intentions, general attitudes toward higher education, social and academic integration, and student/institutional fit (Cabrera, Castaneda, Nora, & Hengster, 1992; Tinto, 1997; Tinto, 1993).

College GPA has also consistently shown to have a strong relationship with persistence (Braunstein, McGrath, & Pescatrice, 2000; Gillespie & Noble, 1992; Johnson & Molnar, 1996; Kern, et al., 1998; Tinto, 1993). Though a powerful predictor of student persistence, college GPAs are unavailable for incoming freshmen. Thus, researchers often must take advantage of the relationship between college GPA, high school GPA, and standardized test scores by using pre-college academic variables instead of college GPA to predict persistence (ACT, 1997).

**Within-Institution Predictors of Persistence**

Many studies of persistence focus on results from within individual institutions. For instance, certain student personality types, self-efficacy, empathy, and physical fitness, as well as dissatisfaction “over the mismatch between their expectations and their experiences at the institution” (Zhang & Richarde, 1998; p. 6) were significantly related to freshman student persistence. Kern et al. (1998) found that ACT scores, information processing, selecting main ideas, self-testing, and the composite of motivation, time management, and concentration had indirect effects on non-persistence through college GPA. This last set of findings was considered most important for two reasons. First, many of these skills and attitudes can be taught. Second, the influence of these variables on GPA can be investigated, followed by the influence of GPA on persistence (Kern et al., 1998).

Johnson and Molnar (1996) found that the odds of persistence for Black students were 50 percent greater than for other groups, after controlling for other academic and social variables. Other findings indicated that pre-enrollment variables (i.e., high school GPA, ACT Mathematics scores, etc.) and post-enrollment variables (i.e., satisfaction with major, expected vs. actual grades, etc.) could be used to identify student and institutional characteristics related to college student persistence (Gillespie & Noble, 1992).

**Practical Application of Persistence Research**

The studies cited above provided lists of variables potentially important to consider when studying persistence. However, the great diversity of environments and sub-environments within postsecondary institutions renders within-institution persistence analyses nearly a necessity.

An example of a within-institution study was Nichols, Orehovec, and Ingold (1998), who discussed using some of the variables above with logistic regression to identify incoming freshmen who were at-risk for non-persistence. Nichols, et al. found that by using estimated conditional probabilities of success based upon models developed on their 1993 cohort, they could predict with reasonable accuracy the students who were non-persistence prone in their 1995 cohort. Students who did not meet the probabilistic criterion were considered at-risk, and were subsequently provided with additional services or resources (e.g., academic advising or counseling) designed to improve the probability of persisting.

A similar approach was demonstrated in Sadler, et al. (1997), who applied logistic regression to identify students at-risk for not persisting into their second year of college using five different criterion levels of estimated conditional
probabilities of persisting. Staff would identify and contact at-risk students, and subsequent services would ideally meet whatever student needs that may exist on a one-to-one basis. The intent of the plan was to improve persistence through interaction with these at-risk students at multiple points in time (e.g., prior to the start of the fall semester, after the third week of classes, at the end of the first semester).

Though statistical identification of at-risk students exemplified in Nichols, et al. (1998) and Sadler et al. (1997) holds promise, there are some potential limitations associated with using statistical identification alone. These limitations include (but may not be restricted to) the following:

1. Highly unequal percentages of persisters and non-persisters will impact logistic regression parameter estimation. Therefore, results may be substantially affected by an institution’s overall persistence rate.

2. Logistic regression results can be very complicated, but both studies address this problem by making the results user-friendly in terms of probabilities. However, in-house staff may not have the statistical savvy required to obtain and fully explain the results to colleagues.

3. Predictive models obtained from students in one year are often assumed to validly predict persistence for subsequent cohorts of incoming freshmen to a similar degree of accuracy.

A solution to the first limitation would be to augment statistical logistic regression results with other types of information (e.g., focus groups, contact with residence hall assistants (RAs), etc.) when the ratio of persisters to non-persisters is relatively high, and the second limitation can be overcome by staff development or hiring practices. The final potential limitation does not have an easy solution. Should predictors (and their associated model) from one year do a poor job of predicting persistence of a subsequent cohort, identification of incoming freshmen at-risk for leaving campus would be based upon faulty information. The third limitation was the focus of this study.

Methodology

Participants

Student data came from institutions selected on the basis of admissions selectivity, because research has shown that the persistence rates tend to vary as a function of institutional selectivity (Tinto, 1993). This difference in persistence rates could affect the functioning of the logistic modeling; hence stratification on selectivity was intended to control for this effect. The schools used for this study were randomly selected, within selectivity classification, from a group of 24 that participated in the ACT Retention Service for both the 1999-2000 and 2000-2001 academic years, and had more than 500 student records each year. Institutions with fewer than 500 student records were omitted from the selection pool, because small sample sizes in non-persisters groups could result in independent variables nearly completely predicting persistence. This situation could also arise when there are large imbalances between the percentage of students persisting and not persisting. Such “quasi-complete separation of data points” would inhibit maximum likelihood estimation of parameters and logistic model fit could not be achieved.

This study used data from consecutive years because of data availability. However, studies such as this conducted as part of an ongoing persistence research program will often skip a year in the data. This is because data would be gathered from applicants prior to enrollment in the fall of year one, and persistence status would not be known until the fall of year two (using the same definition of persistence as is used in this study). Those results would then be used for students in the fall of year three. A shorter period of time between groups of enrollees, such as was used in this study, may increase the degree of observed predictive stability, thereby biasing the present results toward conclusions of model stability.

All institutions in the study were four-year institutions. Though study of persistence at two-year institutions is needed, such schools experience more complexity in defining persistence than four-year institutions because of relatively high transfer rates, percentages of part-time students, percentages of students seeking professional/personal enrichment (rather than a degree), etc. Subsequent research based upon the present study may look at two-year institutions.

Because the four-year institutions in the sample pool varied in terms of size, type of governance, selectivity, and other factors, it was decided that randomly sampling one school from each of five selectivity classifications would control the impact of selectivity, and give other relevant institutional characteristics an equal chance of being represented in the results. For the purposes of this study, institutions were initially classified into five selectivity groups based upon the criteria in Table 1, but the final classification was based upon institutional self-report.

Table 1

Selectivity Definitions

<table>
<thead>
<tr>
<th>Self-Reported Admissions Selectivity</th>
<th>Intercorrelation Range</th>
<th>High School Class Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highly Selective: 27-31</td>
<td>Majority of students in top 10% of h. s. graduating class</td>
<td></td>
</tr>
<tr>
<td>Selective: 22-27</td>
<td>Majority in top 25%</td>
<td></td>
</tr>
<tr>
<td>Traditional: 20-23</td>
<td>Majority in top 50%</td>
<td></td>
</tr>
<tr>
<td>Liberal: 18-21</td>
<td>Some students from lower 50%</td>
<td></td>
</tr>
<tr>
<td>Open: 17-20</td>
<td>All high school graduates accepted, to capacity</td>
<td></td>
</tr>
</tbody>
</table>
Institutional self-report resulted in mean ACT scores at the colleges in this study not necessarily falling within the typical ranges in Table 1 (compare to Table 2). No highly selective institutions with more than 500 records had persistence data for both the 1999-2000 and 2000-2001 school years, so data from only four schools, one from each of the remaining selectivity classes, were used.

Table 2 presents the number of student records available and percent of students returning for a second year for each institution per school year.

Table 2
Institution Characteristics by Admissions Policy

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Pct Return</td>
</tr>
<tr>
<td>Selective</td>
<td>3,509</td>
<td>85</td>
</tr>
<tr>
<td>Traditional</td>
<td>817</td>
<td>78</td>
</tr>
<tr>
<td>Liberal</td>
<td>1,049</td>
<td>81</td>
</tr>
<tr>
<td>Open</td>
<td>1,038</td>
<td>68</td>
</tr>
</tbody>
</table>

Within selectivity groups, only one institution was randomly selected. This was done for two reasons. First, for consistency with other persistence research, this study was looking at persistence within institutions. This required repetition of all analyses as many times as there were institutions. Second, because the sample pool lacked representativeness of any readily defined population of institutions, generalizability was curtailed. As such, the additional computational complexity of including individual analyses of more institutions would add little in terms of interpretation and use of results.

Definition of Dependent Variable: Persistence

A student described as a “persistence” was one who initially came to campus in the fall was continuously enrolled up to and including the following fall. All others who took a “break” or permanently left before enrolling for the following fall were defined for this paper to be non-persisters. This contrasts with other common definitions, such as when a persister enrolls in consecutive fall terms—even if he/she does not enroll in the interim spring term.

The decision to use a definition of persistence relative to the second year was made for three reasons. First, undergraduates who complete their first year of education and subsequently reenroll in their second year have a higher likelihood than not of obtaining their degree (Horn & Carroll, 1998). Second, nearly a third of all students leave postsecondary education before reaching their second year. This is a higher proportion than all other years combined (Horn & Carroll). Third, the first to second year attrition rate is generally the most significant determinant of ultimate graduation rate for an institution (Levitz, Noel, & Richter, 1999).

Independent Variable Definitions and Selection

This study advocated identifying and using institution-specific predictors for within-institution persistence research. However, six predictors commonly found within-institution studies were chosen for use within each school. The primary reason for this was that the study’s purpose was to look at the applicability of a single prediction equation and its constituent variables based on a common model for two separate years of students, rather than identifying an optimal model. The technique, in turn, could be replicated by practitioners using variables appropriate for their own student populations. Though the common model may not be optimal for a single institution, the predictors were selected on the basis of findings in other articles and substantive concerns. The intent of their use was for the present results to have some applicability to different institutions, while recognizing that better predictors may be available for local campuses. In practice, institutions looking to replicate the present study with their own students may wish to look beyond the more global set of predictors and employ relevant institution-specific variables.

The six predictor variables included in this study were selected because they have been used in other research or were of interest to broaden the demographic coverage of the model. Furthermore, all were pre-college variables. The first predictor was in-state/out-of-state, reflecting students’ state residency statuses. The second variable was commitment to one’s major, measured using a three-point Likert rating of how sure students were of an intended major that they listed when applying to take the ACT Assessment. Third, this study looked at the choice of colleges students were attending. Students who were attending their first or second choice institution were grouped, and students attending their 3rd-6th choice were also grouped, thereby creating a dichotomous institution choice variable.

A fourth predictor was gender. The fifth predictor was race/ethnicity. Because of model convergence problems with more specific classifications, race/ethnicity was dichotomized into Caucasian/Minority for this study.

Though high school GPA is often found to be an efficient pre-college predictor of persistence, the sixth predictor selected was ACT Composite instead. This decision was made because ACT Composite score and high school GPA are both often found to be efficient predictors of persistence in-and-of themselves, but collinearity between the two could give rise to results that mask the efficiency of either predictor. Because the researcher was more concerned with the stability of ACT Composite than high school GPA as a predictor and did not want the issue of collinearity to be a factor, ACT Composite score was the only pre-college cognitive variable used.

In practice, the selection of variables depends greatly...
on the purpose of one’s persistence study. In the present study, variables were selected only as indicators of risk for non-persistence with no accompanying interventions for at-risk students. Under these conditions, one of the most important factors in selecting variables is whether the predictive efficiency of the overall model is maximized. Should there be interventions, however, we need to attend not only to getting an efficient model, but also to having variables that can be manipulated through planned intervention. Because only two of the present variables can be manipulated (e.g., remedial courses can improve academic proficiency, and career/major counseling programs can improve student/major fit), this model would be of limited use in helping an institution to appropriately implement persistence-enhancing interventions.

Scope of Investigation

This study will focus on predicting persistence using pre-college data for incoming freshmen. This pre-college focus is based on the notion that students at-risk for non-persistence may require intervention within the first few weeks of the freshman year (Zhang & RiCharde, 1998). At-risk students often require immediate attention, such as special recruitment, admissions, orientation practices (e.g., placing special emphasis on clearly communicating what the institution expects from the students, and what students can expect from the institution; see Brawer, 1996; Kim & Sedeceak, 1996; Kuh, 1991; Tinto, 1993), community-building activities (Tinto), mentoring programs (Brawer), advising programs (Wang & Grimes, 2000), and the like. These activities/programs require resource expenditure in order to be successful. As such, institutions want to be confident that their resources are being spent on correctly identified students.

Analysis

In order to satisfy the purpose of this study, there were two foci of analysis. The first focus was on the general stability of each variable’s predictive efficiency. Logistic regression was performed on 1999-2000 data, and again on 2000-2001 data for each of the institutions using the set of predictors identified earlier. Stability of each variable’s predictive efficiency was assessed through the use of a chi-square test for the significance of the difference between non-standardized regression coefficient magnitudes across years. Because non-standardized logistic regression coefficients are asymptotically normal when necessary assumptions are met, dividing the difference between paired coefficients in each model by a pooled standard error and then squaring the result gives a statistic that is distributed as a chi-square with one degree of freedom. Statistically significant values for this statistic (i.e., $p < .05$) for a given variable might be considered evidence arguing against use of the variable, as it would suggest that the variable functions differentially depending on the cohort. However, this is not the case if discrepancies are statistically significant, yet the variable predicts persistence at a statistically significant level of efficiency in both years (see discussion of ACT Composite in Results section). One should note that the statistic described above is not the Wald Test, as the Wald is not intended to test the difference between two parameters in equations derived from separate samples.

A second focus of the analyses dealt with determining whether the use of the previous year’s equation would effectively predict persistence in a new sample (Kleinbaum, Kupper, & Muller, 1988). A cross-validation procedure was run analogous to that described by Pedhazur (1982) for ordinary least-squares regression. The 1999-2000 data served as the calibration sample and the 2000-2001 data as the validation sample. After obtaining separate logistic equations for the 1999-2000 and 2000-2001 data using the same set of predictors, the resulting equations were both applied to 2000-2001 data in order to generate two separate sets of predicted persistence statuses (e.g., predicted persisters and predicted non-persisters).

Within each institution, separate 2x2 contingency tables were created by crossing predicted and actual persistence status based on results of applying the calibration (i.e., 1999-2000) and validation (i.e., 2000-2001) sample equations to the validation data (see Table 3).

This process was replicated for each “predicted persister” criterion described later. These tables were compared according to accuracy of predicting persisters and non-persisters separately, as well as through accuracy rates (i.e., overall percentage of correct predictions). This author has been unable to find a set of criteria to use when classifying differences in accuracy rates as being small, medium, large, etc. As a result, this question has to be considered from a more pragmatic, institution-specific perspective.

To facilitate understanding of accuracy rates from a pragmatic perspective, suppose there are two fictitious institutions, A and B. Institution A has admitted 100 students, whereas Institution B has admitted 10,000

<table>
<thead>
<tr>
<th>Table 3 Example 2x2 Persistence Status Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Persistence Status</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Persisters</td>
</tr>
<tr>
<td>Non-Persisters</td>
</tr>
<tr>
<td>Actual Persistence Status</td>
</tr>
<tr>
<td>Persisters</td>
</tr>
<tr>
<td>N Correctly Predicted Persisters</td>
</tr>
<tr>
<td>N Incorrectly Predicted Persisters</td>
</tr>
<tr>
<td>Non-Persisters</td>
</tr>
<tr>
<td>N Incorrectly Predicted Non-Persisters</td>
</tr>
<tr>
<td>N Correctly Predicted Non-Persisters</td>
</tr>
</tbody>
</table>


students. Furthermore, suppose that each institution attempts to identify students at-risk for non-persistence, and has data available to perform a cross-validation study such as exemplified by the present study. Assume that in both cross-validation studies, an increase of only one percent in accuracy rate is observed when using present- vs. prior-year parameters.

At Institution A, the one percent accuracy rate increase means that only one additional student would be incorrectly classified if the institution continued to use the prior year’s parameters for prediction. At Institution B, however, that same one percent would result in 100 students being incorrectly classified when using the prior year’s parameters—many students would receive services that were unnecessary, and/or many would not receive necessary services. As institutional leaders, one of the tough decisions to make is whether the number of students affected by differences in accuracy rates is large enough at a specific institution to revisit how one uses a statistical model for identifying at-risk students.

Finally, the two 2x2 tables within each institution and criterion classification were combined to form 2x2x2 tables, representing the following three crossed dimensions: (prediction equation year—'99-'00, ‘00-'01) x (predicted persistence—predicted left, predicted stayed) x (actual persistence—actually left, actually stayed) (see Table 4).

**Table 4**

<table>
<thead>
<tr>
<th>Actual Persistence Status</th>
<th>Predicted Persistence Status</th>
<th>Parameter Year '99-'00</th>
<th>Parameter Year '00-'01</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Persisters</td>
<td>Non-Persisters</td>
<td>Persisters</td>
</tr>
<tr>
<td>Persisters</td>
<td>N Correctly Predicted Persisters</td>
<td>N Incorrectly Predicted Persisters</td>
<td>N Correctly Predicted Persisters</td>
</tr>
<tr>
<td>Non-Persisters</td>
<td>N Incorrectly Predicted Non-Persisters</td>
<td>N Correctly Predicted Non-Persisters</td>
<td>N Incorrectly Predicted Non-Persisters</td>
</tr>
</tbody>
</table>

A Breslow-Day test for homogeneity of odds ratios (Breslow & Day, 1980) was conducted on each 2x2x2 table to determine whether odds ratios for 2x2 tables from each pair of parameter years differed. The Breslow-Day test is a standard result generated by some statistical programs. However, some programs may not generate this statistic. In such situations, a viable alternative would be to use other chi-square tests that permit analysis of a 2x2x2 table. Discrepancies in prediction accuracy and/or rejected null hypotheses under the Breslow-Day test would support the argument that the two equations do not permit similar prediction accuracy levels, thereby calling into question the practice of using results from previous year’s students to make probabilistic predictions about students coming to campus for the present year.

To establish predicted persistence status, estimated probabilities of persistence generated for the second analysis focus were put through three recoding procedures, as described in Sadler et al. (1997). For the first criterion, if a student’s estimated probability equaled or exceeded 0.50, he/she was classified as a predicted persist. Otherwise, he or she was predicted not to persist. Second, students were also classified relative to an estimated probability of persistence of 0.70. Finally, a similar classification process was carried out relative to a probability criterion of p=0.85. Multiple definitions of what constituted a predicted persister were necessary because the accuracy of prediction results and relationships between predicted and actual persistence were hypothesized to vary as a function of the persistence criterion.

**Results**

**Stability of Predictor Efficiency**

**Absolute predictor efficiency.** In determining accuracy of predicting persistence using the previous year’s model, the first focus in the analysis looked at how efficient each variable was in predicting retention from one year to the next. Table 5 shows that ACT Composite score stood out from the rest as a consistently significant predictor, where its odds ratios significantly differed from 1.0 for both years at all institutions. Other examples of efficient predictors were In-state/Out-of-state, Sureness of Major, and Gender.

**Changes in predictor efficiency.** As seen in Table 5, nearly all differences between model parameters were statistically insignificant at p = .05 from one year to the next, regardless of predictor and institution. The only exception was ACT Composite at the open institution, where the p-value was 0.027. Though the difference was statistically significant, ACT Composite score was still an efficient predictor for both years. Even with a significant difference in efficiency, the fact that it was a statistically significant predictor in both years allowed Composite scores to maintain their viability for use in a model.

As seen in Table 5, the direction of relationships between predictors and persistence sometimes varied between years (e.g., odds ratios changed from being less than one to greater than one, or vice versa). For instance, Caucasian/Minority group membership was positively associated with persistence in 1999-2000, but negatively in 2000-2001 at the traditional institution. On the other hand, ACT Composite score was consistently positively associated with persistence, where higher scores were associated with a greater probability of persisting.

**Predictive Accuracy: Cross-Validation**

Critical to the investigation of persistence prediction accuracy is the second analysis focus: stability of prediction accuracy. This stability will be described from two different vantage points: comparing among predicted persistence criteria, and comparing among calibration/validation parameters.
### Table 5
Comparison of Logistic Regression Parameters

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-1.030</td>
<td>0.009</td>
<td>.</td>
</tr>
<tr>
<td>In/Out State</td>
<td>0.009</td>
<td>0.965</td>
<td>1.009</td>
</tr>
<tr>
<td>College Choice</td>
<td>0.135</td>
<td>0.269</td>
<td>1.145</td>
</tr>
<tr>
<td>Sure of Ed. Major</td>
<td>0.295</td>
<td>0.000</td>
<td>1.343</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.161</td>
<td>0.095</td>
<td>0.851</td>
</tr>
<tr>
<td>Cau-c./Minority</td>
<td>-0.030</td>
<td>0.799</td>
<td>0.970</td>
</tr>
<tr>
<td>ACT Composite</td>
<td>0.093</td>
<td>0.000</td>
<td>1.097</td>
</tr>
</tbody>
</table>

**N=3,509 Selective Institution  N=3,426**

| Intercept       | -2.169    | 0.000       | .          | -1.294    | 0.023       | .          | .       | .          |
| In/Out State    | 0.435     | 0.019       | 1.545      | 0.601     | 0.001       | 1.824      | 0.423   | 0.516      |
| College Choice  | 0.263     | 0.257       | 1.300      | 0.308     | 0.215       | 1.360      | 0.018   | 0.894      |
| Sure of Ed. Major | 0.093   | 0.438       | 1.098      | 0.407     | 0.001       | 1.502      | 3.469   | 0.063      |
| Gender          | -0.258    | 0.141       | 0.773      | -0.227    | 0.175       | 0.797      | 0.016   | 0.899      |
| Cau-c./Minority | 0.480     | 0.038       | 1.615      | -0.137    | 0.575       | 0.872      | 3.362   | 0.067      |
| ACT Composite   | 0.110     | 0.000       | 1.116      | 0.063     | 0.003       | 1.065      | 2.354   | 0.125      |

**N=817 Traditional Institution  N=908**

| Intercept       | -1.374    | 0.013       | .          | -0.764    | 0.094       | .          | .       | .          |
| In/Out State    | 0.444     | 0.027       | 1.559      | 0.078     | 0.650       | 1.081      | 1.915   | 0.166      |
| College Choice  | 0.214     | 0.308       | 1.238      | 0.162     | 0.419       | 1.176      | 0.032   | 0.858      |
| Sure of Ed. Major | 0.165   | 0.143       | 1.179      | -0.015    | 0.870       | 0.985      | 1.525   | 0.217      |
| Gender          | -0.166    | 0.304       | 0.847      | -0.404    | 0.003       | 0.667      | 1.280   | 0.258      |
| Cau-c./Minority | -0.164    | 0.418       | 0.849      | 0.037     | 0.823       | 1.037      | 0.593   | 0.441      |
| ACT Composite   | 0.098     | 0.000       | 1.103      | 0.096     | 0.000       | 1.101      | 0.005   | 0.946      |

**N=1,049 Liberal Institution  N=1,433**

| Intercept       | -1.408    | 0.023       | .          | -0.932    | 0.098       | .          | .       | .          |
| In/Out State    | -0.269    | 0.552       | 0.764      | 0.235     | 0.534       | 1.265      | 0.733   | 0.392      |
| College Choice  | 0.050     | 0.771       | 1.051      | 0.462     | 0.008       | 1.587      | 2.833   | 0.092      |
| Sure of Ed. Major | 0.118   | 0.210       | 1.125      | 0.181     | 0.059       | 1.199      | 0.227   | 0.634      |
| Gender          | -0.032    | 0.814       | 0.968      | -0.380    | 0.006       | 0.684      | 3.188   | 0.074      |
| Cau-c./Minority | 0.284     | 0.128       | 1.329      | 0.424     | 0.032       | 1.528      | 0.266   | 0.606      |
| ACT Composite   | 0.097     | 0.000       | 1.102      | 0.041     | 0.022       | 1.042      | 4.884   | 0.027      |

**N=1,038 Open Institution  N=1,091**
Comparisons of prediction accuracy among persistence criteria. As expected, the use of logistic regression as a basis for modeling student persistence resulted in the highest accuracy rates being observed when using the $p=0.50$ criterion, regardless of institution.

Results using the $p=0.50$ criterion. When predicted persisters were classified according to whether their $\hat{p}$ exceeded 0.50, large differences were not observed in prediction accuracy under the use of the two sets of parameters (see Table 6).

Results using the $p=0.70$ criterion. Under the $\hat{p}=0.70$ criterion, accuracy rates for each parameter set differed little for the selective and liberal institutions, and only mildly for the traditional institution, with the largest difference being for the open institution. Yet, these results can be misleading, in that the traditional institution, rather than the open institution, had a statistically significant Breslow-Day statistic (see Table 6). This apparent contrast is resolved by considering that the Breslow-Day statistic in this table does not focus on accuracy rates, but on odds ratios between the 2x2 tables defined for predicted results from each set of parameters. As such, the greater variability in individual cell percentages for the traditional institution’s tables accounted for the significant result.

Given the results above, one simply reviewed accuracy rates, the significant difference in odds ratios would have been overlooked. Yet, using calibration parameters vs. validation parameters cut the accuracy of predicting non-persisters by about a third at the open institution. These results illustrate the point that institutions have to determine what is more important: accurately identifying non-persisters or persisters separately, or maximizing accuracy rates. Then, they have to balance their priority against how stable the predicted vs. observed persistence relationship is from one year to the next.

Results using the $p=0.85$ criterion. For the selective institution, differences existed between percent correct predictions of persisters and non-persisters, depending on the parameters used. However, this difference in predictive accuracy did not result in a significant Breslow-Day test ($\hat{p} = 0.575$). Percentages for liberal and traditional schools were relatively stable, regardless of parameters used. Accuracy rates among different parameter combinations differed little for the liberal and traditional schools, though the open and selective institutions differed by 6.9% and 8.3% among parameter combinations. Furthermore, percentages of correctly predicted persisters and non-persisters were relatively stable. The Breslow-Day tests were statistically insignificant as well (see Table 6).

Results for the open institution warranted further consideration, as a counter-intuitive result emerged: the accuracy rate was higher using 1999-2000 parameters than 2000-2001 parameters with the 2000-2001 data (28.3% and 21.4%, respectively). Why this result occurred is unclear, though it is likely related to the drop in number (as opposed to percent) of predicted persisters. Regardless, odds ratios between parameter years were very similar to each other, suggesting that taken as a whole, the predicted vs. actual persister relationship changed little between parameter years.

Discussion

Considerations for Using Statistical Techniques

This study was not intended to provide broad generalizations across many institutions, as persistence research is often best done within a single institution, and the variables selected for the present analyses were not necessarily optimal for the selected institutions. With this caveat in mind, the conclusions will be discussed below.

When considering all of the results above, several issues stand out. First, for some institutions, the use of the previous year’s prediction equation on the present year’s data will provide similar results to using the present year’s equation. Yet, this is not always the case, as could be seen by the traditional institution under a $p=0.70$ criterion. Also, the same predictors may have similar efficiencies from one year to the next at some institutions, but not at others.

For institutions that do not have extremely high or low persistence rates, the use of a criterion of $p=0.50$ may be the most advisable for several reasons. First, when logistic models are used and all parameters converge, this criterion will provide the maximum accuracy rates. Second, this criterion is more easily understood by non-technical colleagues, as it simply represents whether students have a higher probability than not of returning. Though this criterion may have more falsely identified at-risk students than other criteria (an assertion founded on raw results on which Table 6 is based), more students will receive persistence-targeted programming, thereby reaching out to those students who might otherwise be overlooked.

The downside to using a criterion of $p=0.50$ is that as many as half of the incoming freshmen are identified as being at-risk, a proportion representing many students. As such, relatively large amounts of financial and personnel resources are necessary to provide prescribed interventions. An unfortunate reality experienced by many institutions is that resources are limited. Thus, the selection of criterion to use when identifying students at-risk for non-persistence requires balancing priorities of serving as many students in as accurate a manner as possible, yet within a context of limited resources.

Another important issue to consider is selection of predictors. Ideally, pre-college predictors should be consistently efficient predictors of persistence and be readily available prior to arrival on campus. At the same time, when persistence programming will be provided for
at-risk students, at least some of the predictors should be manipulable. In other words, the student characteristic(s) described by the predictor(s) should be manipulable.

An example of a suitable predictor was ACT Composite score. In this study, ACT Composite was a stable, efficient predictor of persistence at each school, and was available prior to the arrival of most students to campus. Furthermore, ACT Composite scores reflect student academic characteristics that can be manipulated through assignment to coursework at appropriate levels (e.g., remedial or standard courses).

Along with the practical issues above, there are important statistical considerations that require attention as well. When selecting variables for inclusion into logistic predictive models, it is important to consider how highly potential variables correlate with one another within the sample. Collinearity can result in inflated variance estimates for model parameter estimates, wrong signs and magnitudes of these parameters, and other troublesome outcomes.

While there is really no set standard for how high the intercorrelation needs to be before one worries about the impact of collinearity, it is well advised to perform collinearity diagnostics in any logistic regression analysis and deal with collinear variables that emerge based on rules appropriate for each diagnostic procedure. As discussed earlier, ACT Composite score and high school GPA have a non-trivial correlation with one another, and both serve as efficient pre-college predictors of persistence. This correlation, or collinearity, would limit the stability of regression weights if both were included. This situation can result in misleading outcomes when trying to decide whether to use one variable or the other. If one’s interest is in overall model efficiency instead of the functioning of specific variables, the inclusion of collinear variables is not a problem. One approach to this inclusion would be to create a single predictor that represents a combination of the two variables. In this way, the predictive efficiency of both variables is included in the model. One drawback is that information is lost regarding the efficiency of both variables individually. Should one wish to use only one of the predictors, a simple solution is to run the full model first with one of the collinear variables, and then re-run the full model with the second collinear variable—but not both. Then, simply include the predictor that had the most impact on the efficiency of the full model.

**Considerations for Interpreting Statistical Results**

Though it may be tempting to simply look at the probability of persistence as an identifier of students at-risk for non-persistence, this practice has limitations associated with it. For instance, there is the possibility of erroneously assuming similar predicted/actual relationships from one parameter year to another when using a model to determine appropriate interventions.
A second issue is that moderate-to-substantial differences in average $p$ values between parameter years can impact the accuracy of identifying at-risk students. Based on a result in Hosmer and Lemeshow (1989), an institution's average $\hat{p}$ value for a given year is equal to the proportion of students persisting in the same year. As such, historical patterns can be investigated for persistence rate stability by simply reviewing past trends in persistence rates. If stability is not observed in past years, then other approaches (e.g., non-statistical reviews of student records) should be employed. Simply starting the process in a given year and using the probability approach without first determining the stability of persistence rates may give rise to inaccurate or misleading results.

This study also demonstrated a further consideration: simply looking at selected percentages of correct classifications in absence of the “big picture” could be misleading. This conclusion stemmed from varied percentages in correctly predicted persisters, non-persisters, and accuracy rates as shown in Table 6, yet few significantly different odds ratios. From these results we can draw a conclusion that looking at only part of the picture can give different results than looking at the whole picture.

One reality often faced in postsecondary institutions is that simply identifying students as being at-risk is not helpful. With a limited amount of resources, only a portion of an at-risk student cohort may be able to receive services. Thus, researchers are often asked to select from the at-risk cohort a subgroup for whom persistence-related programs/resources would be most at-risk. One approach can be accomplished by first rank ordering the students from “most at risk” to “least at risk” on the basis of estimated conditional probabilities of persisting (p). Once ranked, researchers can then flag a specific percentage of students with the highest risk levels and assign them to programs. Note, this approach is oversimplified, as more information than just statistics may be needed for accurate assignments.

Considerations for Persistence Research Implementation: An Example

An example of using more than just a probability to identify at-risk students is a delayed compensatory at-risk model. Let us suppose that the probability modeling approach is used to identify at-risk students before they come to campus, and that all of the statistical concerns identified above have been dealt with as much as possible. Without any other information, the probability modeling approach may be all an institution can do for identifying incoming at-risk students.

An alternative to immediately assigning students to at-risk programs based on statistical analyses would be to also implement one-on-one contact with RAs, academic advisors, faculty, and general outreach services, similar to the “three week checkup” for every new student as described in Nichols, et al. (1998). These contacts can be used to gather information about important predictors of persistence such as intent to leave the institution (Bean, 1982), attitudes about the social and academic environments (Bean, 1982), and fit between personal goals and actual experiences on campus.

As a conservative approach, any students identified as being at-risk by the personal contacts or by a given $p$ criterion might be invited to partake in persistence-enhancing programming. On the other hand, students may be considered at-risk if both $p$ and contacts recommend at-risk classification. Whether students are invited to initiate or continue participation in at-risk programming then becomes a decision based upon multiple sources of evidence, some of which may override the probability model in importance for decision-making.

Conclusion

In the end, promoting student persistence is not a simple task. The literature recommends that early intervention with students at-risk for non-persistence constitutes resources well spent (Sadler, et al., 1997; Tinto, 1993). Yet, some institutions have student bodies with characteristics that challenge attempts to identify at-risk students based on pre-college data. An institution may have stable predictive relationships from one year to the next or it may not, depending on selected predictors, classification criteria, base persistence rates, and admissions policies. If we are to use persistence prediction research to guide programming, we have to conduct proper preparatory analyses to ensure that our incoming student cohorts do not have a history of extreme nor rapidly changing persistence rates. Once this information is obtained, we need to regularly perform cross-validation analyses, or run the risk of assuming stable predictive relationships when such an assumption is not tenable.

As discussed above, using a probabilistic approach can have problems associated with it. Therefore, this approach would best be used in conjunction with other indicators of non-persistence risk, such as post-enrollment academic variables, personal contact, and the like. This information can be obtained through means as informal as local record keeping and RA visits, or as formal as using retention reporting services provided by institutions such as ACT.

Along with ongoing research, programs designed to promote persistence need to be in place at more points in time than just the initial contact with the campus (Sadler, et al., 1997). Failing to account for changes in the student body, both at admission and as students progress through school, increases the risk of using antiquated interventions on the wrong group of students. However, continued adjustment of programs based upon results...
from research can result in substantial rewards for the institution, and ultimately, the students.

**Recommendations for Future Research**

Future research using the present methods may consider investigating the applicability of predictive models across types of institutions is important. The typology of institutions can be general or specific. For instance, institutions can be stratified based on selectivity, as done in this study. Or, they may be classified according to other characteristics, such as 2/4 year, public/private, etc. Regardless of how typologies are defined, information about and strategies for improving student persistence are in the best interests of institutions and students.

**References**


**Author's Note**

The present article is a revised version of a paper presented at the 2003 AIR National Forum in Tampa, Florida.
THE AIR PROFESSIONAL FILE—1978-2004

A list of titles for the issues printed to date follows. Most issues are “out of print,” but microfiche or photocopies are available through ERIC. Photocopies are also available from the AIR Executive Office, 222 Stone Building, Florida State University, Tallahassee, FL 32306-4462, $3.00 each, prepaid, which covers the costs of postage and handling. Please do not contact the editor for reprints of previously published Professional File issues.

Organizing for Institutional Research (J.W. Ridge; 6 pp; No. 1)
Dealing with Information Systems: The Institutional Researcher's Problems and Prospects (L.E. Saunders; 4 pp; No. 2)
Formula Budgeting and the Financing of Public Higher Education: Panacea or Nemesis for the 1980s? (F.M. Gross; 6 pp; No. 3)
Methodology and Limitations of Ohio Enrollment Projections (G.A. Kraetsch; 8 pp; No. 4)
Conducting Data Exchange Programs (A.M. Bloom & J.A. Montgomery; 4 pp; No. 5)
Choosing a Computer Language for Institutional Research (D. Strenglein; 4 pp; No. 6)
Cost Studies in Higher Education (S.R. Hample; 4 pp; No. 7)
Institutional Research and External Agency Reporting Responsibility (G. Davis; 4 pp; No. 8)
Coping with Curricular Change in Academe (G.S. Melchiori; 4 pp; No. 9)
Computing and Office Automation—Changing Variables (E.M. Stamian; 6 pp; No. 10)
Resource Allocation in U.K. Universities (B.J.R. Taylor; 8 pp; No. 11)
Career Development in Institutional Research (M.D. Johnson; 5 pp; No. 12)
The Institutional Research Director: Professional Development and Career Path (W.P. Fenstemacher; 6 pp; No. 13)
A Methodological Approach to Selective Cutbacks (C.A. Belanger & L. Tremblay; 7 pp; No. 14)
Effective Use of Models in the Decision Process: Theory Grounded in Three Case Studies (M. Mayo & R.E. Kallio; 8 pp; No. 15)
Triage and the Art of Institutional Research (D.M. Norris; 6 pp; No. 16)
The Use of Computational Diagrams and Nomograms in Higher Education (R.K. Brandenburg & W.A. Simpson; 8 pp; No. 17)
Decision Support Systems for Academic Administration (L.J. Moore & A.G. Greenwood; 9 pp; No. 18)
The Cost Basis for Resource Allocation for Sandwich Courses (B.J.R. Taylor; 7 pp; No. 19)
Assessing Faculty Salary Equity (C.A. Allard; 7 pp; No. 20)
Effective Writing: Go Tell It on the Mountain (C.W. Ruggiero, C.F. Elton, C.J. Mullins & J.G. Smoot; 7 pp; No. 21)
Preparing for Self-Study (F.C. Johnson & M.E. Christal; 7 pp; No. 22)
The Calculation and Presentation of Management Information from Comparative Budget Analysis (B.J.R. Taylor; 10 pp; No. 24)
The Anatomy of an Academic Program Review (R.L. Harpel; 6 pp; No. 25)
The Role of Program Review in Strategic Planning (R.J. Barak; 7 pp; No. 26)
The Adult Learner: Four Aspects (Ed. J.A. Lucas; 7 pp; No. 27)
Building a Student Flow Model (W.A. Simpson; 7 pp; No. 28)
Evaluating Remedial Education Programs (T.H. Bers; 8 pp; No. 29)
Developing a Faculty Information System at Carnegie Mellon University (D.L. Gibson & C. Golden; 7 pp; No. 30)
Designing an Information Center: An Analysis of Markets and Delivery Systems (R. Matross; 7 pp; No. 31)
Linking Learning Style Theory with Retention Research: The TRAILS Project (D.H. Kalsbeek; 7 pp; No. 32)
Data Integrity: Why Aren't the Data Accurate? (F.J. Gose; 7 pp; No. 33)
Case Studies as a Supplement to Quantitative Research: Evaluation of an Intervention Program for High Risk Students (M. Peglow-Hoch & R.D. Walleri; 8 pp; No. 35)
Interpreting and Presenting Data to Management (C.A. Clagett; 5 pp; No. 36)
The Role of Institutional Research in Implementing Institutional Effectiveness or Outcomes Assessment (J.O. Nichols; 6 pp; No. 37)
Phenomenological Interviewing in the Conduct of Institutional Research: An Argument and an Illustration (L.C. Attinasi, Jr.; 8 pp; No. 38)
Beginning to Understand Why Older Students Drop Out of College (C. Farabaugh-Dorkins; 12 pp; No. 39)
A Responsive High School Feedback System (P.B. Duby; 8 pp; No. 40)
Listening to Your Alumni: One Way to Assess Academic Outcomes (J. Pettit; 12 pp; No. 41)
Accountability in Continuing Education Measuring Noncredit Student Outcomes (C.A. Clagett & D.D. McConochie; 6 pp; No. 42)
Focus Group Interviews: Applications for Institutional Research (D.L. Brodigan; 6 pp; No. 43)
An Interactive Model for Studying Student Retention (R.H. Glover & J. Wilcox; 12 pp; No. 44)
Increasing Admitted Student Yield Using a Political Targeting Model and Discriminant Analysis: An Institutional Research Admissions Partnership (R.F. Urban; 8 pp; No. 45)
Using Total Quality to Better Manage an Institutional Research Office (M.A. Heverly; 6 pp; No. 46)
Critical of a Method For Surveying Employers (T. Banta, R.H. Phillippi & W. Lyons; 8 pp; No. 47)
Plan-Do-Check-Act and the Management of Institutional Research (G.W. McLaughlin & J.K. Snyder; 10 pp; No. 48)
Data Integrity: Why Aren't the Data Accurate? (F.J. Gose; 7 pp; No. 33)
THE AIR PROFESSIONAL FILE—1978-2004

Using a Total Quality Management Team to Improve Student Information Publications (J.L. Frost & G.L. Beach; 8 pp; No. 53)
Evaluating the College Mission through Assessing Institutional Outcomes (C.J. Myers & P.J. Silvers; 9 pp; No. 54)
Community College Students’ Persistence and Goal Attainment: A Five-year Longitudinal Study (K.A. Corklin; 9 pp; No. 55)
What Does an Academic Department Chairperson Need to Know Anyway? (M.K. Kinnick; 11 pp; No. 56)
Cost of Living and Taxation Adjustments in Salary Comparisons (M.E. Zeglen & G. Tesfagiorgis; 14 pp; No. 57)
The Error Of Our Ways; Using TQM Tactics to Combat Institutional Issues Research Bloopers (M.E. Zeglin; 18 pp; No. 60)
How Enrollment Ends; Analyzing the Correlates of Student Graduation, Transfer, and Dropout with a Competing Risks Model (S.L. Ronco; 14 pp; No. 61)
Setting a Census Date to Optimize Enrollment, Retention, and Tuition Revenue Projects (V. Borden, K. Burton, S. Keucher, F. Vossburg-Conaway; 12 pp; No. 62)
Alternative Methods For Validating Admissions and Course Placement Criteria (J. Noble & R. Sawyer; 12 pp; No. 63)
Admissions Standards for Undergraduate Transfer Students: A Policy Analysis (J. Sause & S. Long; 12 pp; No. 64)
IR for IR—Indispensable Resources for Institutional Researchers: An Analysis of AIR Publications Topics Since 1974 (J. Volkwein & V. Volkwein; 12 pp; No. 65)

Progress Made on a Plan to Integrate Planning, Budgeting, Assessment and Quality Principles to Achieve Institutional Improvement (S. Griffith, S. Day, J. Scott, R. Smallwood; 12 pp; No. 66)
The Local Economic Impact of Higher Education: An Overview of Methods and Practice (K. Stokes & P. Coomes; 16 pp; No. 67)
Developmental Education Outcomes at Minnesota Community Colleges (C. Schoenecker, J. Evens & L. Bollman; 16 pp; No. 68)
Using the National Datasets for Faculty Studies (J. Milam; 20 pp; No. 70)
Tracking Institutional Leavers: An Application (S. DesJardins, H. Pontiff; 14 pp; No. 71)

The Role of Academic Process in Student Achievement: An Application of Structural Equations Modeling and Cluster Analysis to Community College Longitudinal Data (K. Bougah, 21 pp; No. 74)
A Collaborative Role for Industry Assessing Student Learning (F. McMartin; 12 pp; No. 75)
Efficiency and Effectiveness in Graduate Education: A Case Analysis (M. Kehrhahn, N.L. Travers & B.G. Sheckley; No. 76)
ABCs of Higher Education—Getting Back to the Basics: An Activity-Based Costing Approach to Planning and Financial Decision Making (K. S. Cox, L. G. Smith & R.G. Downey; 12 pp; No. 77)
Using Predictive Modeling to Target Student Recruitment: Theory and Practice (E. Thomas, G. Reznik & W. Dawes; 12 pp; No. 78)
Assessing the Impact of Curricular and Instructional Reform—A Model for Examining Gateway Courses (S.J. Andrade; 16 pp; No. 79)
Surviving and Benefitting from an Institutional Research Program Review (W.E. Knight; 7 pp; No. 80)

A New Focus for Institutional Researchers: Developing and Using a Student Decision Support System (J. Frost, M. Wang & M. Dalymple; 12 pp; No. 73)

Finding the ‘Start Line’ with an Institutional Effectiveness Inventory (S. Ronco & S. Brown; 12 pp; No. 84)

Finding a Critical Mass of Influences Upon Time to Bachelor’s Degree Attainment (W. Knight; 18 pp; No. 85)
Using Logistic Regression to Guide Enrollment Management at a Public Regional University (D. Berge & D. Hendel; 14 pp; No. 86)
A Micro Economic Model to Assess the Economic Impact of Universities: A Case Example (R. Parsons & A. Griffiths; 24 pp; No. 87)
Methodology for Developing an Institutional Data Warehouse (D. Wierschem, R. McBroom & J. McMillen; 12 pp; No. 88)
The Role of Institutional Research in Space Planning (C.E. Watt, B.A. Johnston, R.E. Chrestman & T.B. Higerd; 10 pp; No. 89)
What Works Best? Collecting Alumni Data with Multiple Technologies (S. R. Porter & P.D. Umback; 10 pp; No. 90)

Caveat Emptor: Is There a Relationship between Part-Time Faculty Utilization and Student Learning Outcomes and Retention? (T. Schibik & C. Harrington; 10 pp; No. 91)
Ridge Regression as an Alternative to Ordinary Least Squares: Improving Prediction Accuracy and the Interpretation of Beta Weights (D. A. Walker; 12 pp; No. 92)
The AIR Professional File is intended as a presentation of papers which synthesize and interpret issues, operations, and research of interest in the field of institutional research. Authors are responsible for material presented. The File is published by the Association for Institutional Research.

Authors interested in having their manuscripts considered for the Professional File are encouraged to send four copies of each manuscript to the editor, Dr. Gerald McLaughlin. Manuscripts are accepted any time of the year as long as they are not under consideration at another journal or similar publication. The suggested maximum length of a manuscript is 5,000 words (approximately 20 double-spaced pages), including tables, charts and references. Please follow the style guidelines of the Publications Manual of the American Psychological Association, 4th Edition.