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Abstract
This study investigated whether an intervention measurably conttibatéhe self-regulatory
processes underlying undergraduate students' learning. The Rasdeh was first applied to
Dynamic and Active Learning Inventory Revised (DALI-R; Iran-#teg Chissom, 1992) data
to examine the validity of inferences made from this instruragdtto estimate interval person
measures for the answering of substantive research questionsorsyiic analyses provided
mixed evidence for the validity of DALI-R inferences. Praatic meaningful growth in both
active and dynamic self-regulation was observed throughout the courthe aftervention.
However, attempts to explain growth by motivational factors aicators of intervention
exposure were largely unsuccessful. Furthermore, differentiatteffoy race/ethnicity and

gender were not observed. Limitations and recommendations for future reseatidtassed.



CHAPTER ONE: INTRODUCTION

The lack of persistence from enrollment through graduation isoblgm facing the
American higher educational system. Of those students enteridgyemr post-secondary
institution for the first time during the 1995-96 academic year, 68l$% held a Bachelor’'s
degree five years later. Gaps in college graduation ratessaamal/ethnic and gender lines are
furthermore evident in the literature. The five-year Bacheldegree completion rates for Black
(43.4%), Hispanic (44.0%), and male (54.6%) students are notably lowerhibsa af their
White (61.9%), Asian or Pacific Islander (69.1%) and female (6)L.68anterparts (Snyder,
Dillow, & Hoffman, 2008).

These differential graduation rates signal a perpetuation @ditnes in American society
that exist along racial/ethnic and gender lines. Importantly, d@ilaré to persist in higher
education, and ultimately the failure to graduate, has consequencesedia® annual earnings
of a person holding a Bachelor’s degree in 2006 was $43,500, while this econditator was
$31,400 for those who only had completed some post-secondary education ¢P&nt2008).
The economic implications of this problem are similarly evidenbgda 1.6% higher
unemployment rate in 2006 for those who dropped out relative to their IBéshgegree-
holding peers (Liming & Wolf, 2008).

These graduation statistics, and their (presumably) associatestqriences, remind
educational researchers and policy-makers that attrition befadeagion is a problem at the tail
end of the American educational system that needs to be memwith scholarly research.
Consequently, this study was aimed at investigating one meangibly this problem may be

tackled systematically. Specifically, it explored whethercanprehensive, semester-length



intervention for undergraduate students made a measurable contributlon delftregulatory
processes underlying their academic learning.

Any discussion of a problem in the American educational systemdwariincomplete
without a discussion of its causes, and there are myriad $ab@irmay contribute to a student’s
failure to graduate. Tinto (1975) formulated a theoretical model of dtdpam institutions of
higher learning that conceptualizes the problem as a longitudmadg® of interactions between
individual- and institutional-level factors. Tinto (1975) contends that dropitiatately occurs
in response to insufficient integration into either the socialcademic systems of an institution.
For example, experiencing performance problems in the acadeatin might prompt such a
decision. Correspondingly, failing to experience favorable sociatactiens with peers or
faculty also are predicted to have such an effect.

Individual background characteristics and attributes as well astexhataaspirations and
motivations are ascribed important roles as input variables i0'3i(t975) model. Crucially,
previous schooling experiences, familial backgrounds, individual learnamgl other
characteristics are purported to impact academic and sotegiration to the extent that they
influence one’s commitment to educational and institutional goals. &r atbrds, even though
events during a student’s tenure at an institution are clearly tampoicharacteristics of the
learner him- or herself are also related (albeit indirgdtythe outcome. Given the role of
individual characteristics in Tinto’s (1975) model, | will now disctwse factors that may be
related to this outcome.

If previous educational experiences are of import in Tinto’s (1975) inode might
hypothesize that unpreparedness is a factor related to our nat@nal and subgroup degree

completion rates. Such unpreparedness would be expected to contributébojatinsal



performance in the academic realm and consequent decision megigling persistence in
degree attainment. Evidence for such unpreparedness for collejesdekecomes from Parsad
and Lewis (2003), who reported that over 76% of degree-granting institutienscét least one
remedial course in reading, writing, or mathematics during theff2000. Not unexpectedly,
these remedial courses were most prevalent in public 2-yeagesli(98%), and were more
common in 4-year public degree-granting institutions (80%) than iir thgear private
counterparts (59%).

Unfortunately, Wirt et al. (2004) paint a bleak picture of the sscoé these remedial
courses in preparing students. They report that those whiootlichke remedial courses while
enrolled at a post-secondary institution are actually more likehgceive a Bachelor's degree
than their remedial-course-taking peers. Specifically, foretlogolled in twelfth grade in 1992,
and subsequently enrolled in a post-secondary institution, 69% of thosekimyg temedial
courses had received a degree or certificate by 2000, whilé80+8yY% of those who had taken
such courses managed to do so (depending on the number and type of courses).

Thus, it appears that remedial coursework is not necessanlidprg students with what
they need to be successful. If such classes were succesgftéparing students, one might
expect degree completion rates for remedial course-takersi@ndourse-takers to be more
similar. Of course, the lower rate of degree completiondoredial course-takers is not likely a
result of their having taken such courses; it more likely reflettalent backgrounds, prior
experiences and prerequisite knowledge and skills. Alternativelyt isharovided by these
domain-specific (e.g., reading, mathematics, writing) remedalrses might need to be
considered in explicating their unsuccessfulness. Such courses mighiepstudents with what

they need to succeed in, say, another mathematics course, butatoelse that could be called



upon in their other undergraduate courses. This research will igatesthe success of a
different form of intervention for undergraduate students.

In addition to previous educational experiences, Tinto’s (1975) model atsards for
other characteristics upon which individuals may differ. Selideggd learning (SRL; e.g.,
Zimmerman, 2000; 2002; 2008; Winne & Hadwin, 1998) might be such a construdtatha
implications for the capacity of students to experience suacdbhe academic sphere of higher
education. Put simply, SRL permits learners to autonomously takeokaoh their learning
processes. This notion of SRL will be taken up in much greater depkie literature review
below.

This research is grounded in the belief that a failure togengaself-regulated learning
(SRL) contributes to academic problems that precede the decwiahsdontinue higher
education. Along these lines, instructors cannot simply assumeudants engage in the kind
of strategic self-regulation called for by successful higlercation. It follows that if students do
not possess the skills required by the level of learningf@tirayear degree-granting institution,
then they must acquire them. Therefore, instruction in the useatégts to promote SRL
might be one avenue toward improving the academic performangelefgraduate students so
that they may graduate.

This study was aimed at evaluating the effectivenesdled@etically-based intervention
targeted for all undergraduate students. The intervention is a teetoeg study-skills-type
course at a large, public research university in the NortheastthEbeetical framework for
much of the intervention is the biofunctional theory of self-regulatidmch will be described in
more detail below (Iran-Nejad, 1990), although other theoretical ndtiomsthe cognitive and

educational psychology literatures are also invoked. More comprehelesgaptions of course



content and its theoretical grounding can be found elsewhere Abgna & Tinnesz, 2006;
Tinnesz, Ahuna, & Keiner, 2006; Schapiro & Livingston, 2000).

One goal of the intervention is the mastery of cognitive stedegstudents can use to
approach their learning of new material. To this end, studentsaaghtt concrete study
techniques and required to employ them in their other classes. fibasvalements of these
techniques are explicitly mapped onto components of the biofunctionakgalation theory
(Iran-Nejad, 1990). For example, note-taking and reading for cémpseri techniques taught
and practiced require that students employ cognitive strateges as summarizing material,
generating questions and comprehension monitoring. Zimmerman (2008xpart in self-
regulated learning, suggests that note-taking and reading arepapfma areas of academic
functioning targeted by these types of interventions. In additiawite-weekly lectures, the
course also involves a weekly 30-minute one-on-one meeting with angedigate peer

monitor, who facilitates on-going student self-assessment of strat@gnnentation.

! An example version of the reading for comprehemgézhnique can be found in Appendix C of Livings{@000).



CHAPTER TWO: LITERATURE REVIEW AND RESEARCH QUESTIONS

This research was principally informed by the literature ¢tfrregulated learning (SRL),
although the literature on higher-order cognitive processes (i.dacogmition) was also
consulted. Additionally, this research called upon literaturerdagg the extent to which self-
regulated learning (SRL) can be developed in students. Relevaatuie from each of these
areas of inquiry will now be discussed in turn.

SELF-REGULATED LEARNING (SRL)

Self-regulated learning (SRL) has received much attention &dutational and other
psychologists. Although Pajares (2003) notes that SRL has theoreticatlgrg in the work that
William James conducted over a century ago, it has been studredsmgly by educational
researchers and scholars during the past few decades (Zimme@0&h, Zimmerman (2008,
pp. 1-2) describes SRL as:

The self-directive processes and self-beliefs that enableelsato transform their

mental abilities, such as verbal aptitude, into an academicpenice skill, such

as writing. SRL is viewed aproactive processes that students use to acquire

academic skill, such as setting goals, selecting and deglsyiategies, and self-

monitoring one’s effectiveness, rather than as a reactive evanhappens to

students due to impersonal forces.
Notwithstanding an ostensible emphasispoocessin Zimmerman’s (2008) definition of SRL,
Murphy and Alexander (2000) contend that SRL is also very much contimgentmotivational
factors. That is, SRL is more than just a simple knowledge apmdication of cognitive
strategies. Instead, students who engage in SRL need not orgkiltheut also—and more
importantly—thewill to do so (McComb & Marzano, 1990).

Scholarly research has established self-regulated learnRb) (& a construct upon

which individual students differ with significant implications for ealimnal settings.

Specifically, SRL has been linked to various indicators of acadechievement, including track



placement and standardized achievement test scores (Zimme&nMartinez-Pons, 1986;
Zimmerman, 1990). SRL has also been shown to be distinct fronurasasf general cognitive
ability, although they are correlated (Zimmerman & Bandura, 1994).

Any discussion of SRL is inextricably linked to a discussion of aoggaition. Another
important construct receiving much attention, metacognition is téeschy Flavell (1979) as
“cognition about cognitive phenomena” (e.g., thinking about thinking) (p. 906). hosmntly,
Kuhn (2000) defined metacognition as “[higher-order] cognition tha¢atsf on, monitors, or
regulates first-order cognition” (p. 178). Notably, she draws andigin between metacognitive
awareness, “an awareness of what one believes and how one knows, tasitategic control,
“[the] application of strategies that process new information” (p. 178).

Developments in the understanding of metacognition have largelgdralevelopments
in the study of self-regulated learning (SRL; Zimmerman, 2002).skaply, metacognitive
abilities permit learners to engage in the strategic asp€&RL. That is, meta-level processes
would provide a student with the awareness that he has a parsicatagy to deploy and would
also serve to direct the application of that strategy to a tepewvent. Similarly, monitoring a
student’s memory processes (i.e., metamemory) would allow her ltcats/éhe effectiveness of
a particular cognitive strategy in a particular learning e&dnt Kuhn (2000) affirms that
enhancing these abilities should be an important educational gadleyasllow for both an
awareness of one’s cognitive processes and a means of managing ompgusati.
TRADITIONAL MODELSOF SELF-REGULATED LEARING (SRL)

There are various theoretical conceptions of self-regulated dgaf8RL). Puustinen and
Pulkinen (2001), who define SRL more broadly as “an intermediateraonslescribing the

ways in which individuals regulate their own cognitive processd#gman educational setting”



(p. 269), provide a review of five theoretical models that have caabidéeempirical support.
Zimmerman (2002) notes that research on SRL—as it is tradlfamaderstood—emerged from
a social cognitive theoretical framework. Accordingly, the poptgdatemporary models of SRL
by Zimmerman (2000; 2002) and by Winne and Hadwin (1998) both align witlsatial
cognitive theoretical perspective. | will now discuss the forraad (most prominent) model in
detail.

Zimmerman (2000; 2002) proposed a cyclical model of self-regulatediiga(SRL)
comprised of three stages. Each stage includes processes thatithezunefore, during or after
a learning event. In thorethoughtphase, a task is analyzed such that strategic planning can
occur and performance goals can be set. Self-motivational faetgrs self-efficacy beliefs,
outcome expectations and intrinsic interest) are germane to tlsis pimae it concerns what will
(or will not) happen prior to, during and after a particular legrewent. During the next phase,
performance self-control strategies such as imagery, self-instructiomttention focusing are
applied to the learning of new material while the learner monitors the suafdas or her efforts
and progress. During the final phaseltreflection the learner reflects on his or her efforts
during the learning event and uses self-evaluation to make | catfisbutions about one’s
successes or failures. During this phase, successfully apphéegses might be noted for future
use; unsuccessful attempts, on the other hand, might prompt a mauhfichtthe strategic
control approach used.

Zimmerman’s (2000; 2002) and other (e.g., Winne and Hadwin, 1998) modell- of se
regulated learning (SRL) rely on the operations of the centemluéive, a cognitive mechanism
theorized to control and manage the operation of human cognitive po¢Bssikeleley, 2000).

Sternberg (2009) defines the central executive as “the gatingamsch that decides what



information to process further and how to process it [as well ha} vesources to allocate to
memory and related tasks, and how to allocate them” (p. 193). thnggy the central executive
would govern the attention focusing and other active mental procedtss$ waon by self-
regulated learning (SRL).

Although there are various theoretical models of self-regulatgding (SRL), this study
focused on a particular theoretical account of the cognitive meschanby which learning
processes are internally self-regulated. In particular, thuslys critically examined the
biofunctional theory of self-regulation (Iran-Nejad, 1990) by applylveg Rasch measurement
model to its experimental operation. Secondly, this study attertpptdaluate the success of an
intervention grounded in this particular account of how one’s learniogepses can be self-
regulated.

THE BIOFUNCTIONAL THEORY OF SELF-REGULATION

Iran-Nejad (1990) challenges the notion that active executive coistréhe only
mechanism by which learning is internally self-regulated, &edproposes a two-source
theoretical model of learners’ internal self-regulation: tledusictional theory of self-regulation.
His theory, similar to other biofunctional theories, attemptsxjlagn the intrinsic nervous
system (i.e., brain) processes that underlie cognition (e.gninga More specifically, this
theory is concerned with the brain processes by which learnimgtemally self-regulated,
allowing persons to ultimately commit information to long-terranmory. In his article, Iran-
Nejad (1990) posits both active and dynamic sources of internal self-regulation.

It is generally understood in cognitive psychology that explestrning results from
active, central executive control over one’s learning processesislltammitting information

to long-term memory involveactively intending to learn something and strategically engaging



in control processes (e.g., rehearsal) to do so (Atkinson & Shiffrin, 1971). Howegerding to
Iran-Nejad (1990), such learner-controlled processes are onlynea@s by which learning
processes are internally self-regulated. Iran-Nejad (1991)tba first source of self-regulation
active self-regulation and describes it as a voluntary, controlledepsoinvolving selective
attention, self-questioning, prediction and procedural metacognition.

When one is actively self-regulating his or her learning presesglaboration,
organization, comprehension monitoring and rehearsal strategiepied to the learning of
new knowledge and skills. Elaboration involves integrating new infoomatith one’s existing
knowledge structures (e.g., summarizing, using keywords or mnemaddrgsnization involves
relating ideas and concepts—in other words, categorizing (eegtireg a hierarchy or graphic
representation). Comprehension monitoring involves using strategiesuoeethat goals are
being met (e.qg., self-testing). Rehearsal involves repedtenmtormation one is learning. Thus,
active self-regulation involves the performance of strategicl-djoected acts. The similarity
between the goal-directed nature of both biofunctional (Iran-Nejad, Ho@0dther conceptions
of self-regulation (e.g., Zimmerman, 2000; 2002) is notable. Moreoveacthe application of
cognitive strategies to the learning of new information is alstoraponent of other self-
regulated learning (SRL) models (e.g., Zimmerman, 2000; 2002).

Despite its similarities to alternative theoretical med#l self-regulated learning (SRL),
Iran-Nejad’s (1990) biofunctional theory of self-regulation does hiawedifferences. His
conception of self-regulation asvaulti-source phenomenon largely arose from evidence that not
all learning is governed by the constrained processes of thaloexecutive (Baddeley, 2000).

In response to incidental or unintentional forms of learning than@tréhe result of such active

10



executive control, Iran-Nejad (1990) proposed a second source by whitindeprocesses are
internally self-regulateddynamicself-regulation.

Iran-Nejad (1990) defines this other source of internal self-aéigal as “self-regulation
by the nonexecutive components of the system, implying that bmasystems and
microsystems must be capable of regulating local internal [lednel] construction processes on
their own.” Dynamic self-regulation is “control exercised by tmindful brain as a whole,”
rather than just by the operations of the central executive (p. A8@)rding to Iran-Nejad and
Chissom (1992), this nonexecutive (uncontrolled) influence on learninguriseth by interest,
curiosity, postdiction and reflective metacognition. Iran-Nejad (L19@@es that most learning
occurs as a result of dynamic self-regulatory control. Intplasi procedural) learning—that is,
learning that occurs without an intention to do so (e.g., Schac@ra& 1986)—was not taken
up by Iran-Nejad (1990).

Iran-Nejad and Chissom (1992) tested the hypothesis that two indepaodeces of
control permit undergraduate students to internally self-reguiate learning processes (lran-
Nejad, 1990). In their study, undergraduate studéhts §9) completed the Dynamic and Active
Learning Inventory Revised (DALI-R), which is purported to meaboté active and dynamic
self-regulation. To examine whether these two internal controlepses do in fact explain
differences in learning, participants were divided into two grougsdan their overall grade
point average (GPA). Mean GPAs were 2.56 and 3.22 for the low and highg@ips,
respectively. Independent samptegsts revealed that both actiye € .05) and dynamicp(<
.001) control scores distinguished the groups, favoring those with higlfes. @BRhough effect
sizes were not reporteds were .40 and .67 for active and dynamic control, respectively. These

effect sizes implied a practically meaningful differentiation ofrlees by these two constructs.
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This differentiation of GPA groups by both active and dynamic nmeaswmas taken as
evidence that dynamic control processes are an “important sofincariation in individual
differences in learning processes” (p. 131). However, to examinéherhdynamic control
represents amndependentsource of variation in learning processes, above and beyond the
influence of active control, additional analyses were conducted, iirgtle regression analyses
predicting GPA on the basis of either active or dynamic DAIlSeRle scores revealed respective
statistically significant Pearson product-moment correlation2find .42. However, when the
influence of the other control source was accounted for, the pawti@lation for only dynamic
control remained statistically significant. That is, support lgas for the authors’ hypothesis
that dynamic internal control represents an independent contribuleartong; accounting for
active self-regulation did not explain away the relationship ketweynamic control and
learning. In contrast, active self-regulation was foundaiandependently contribute to learning
after parceling out the effect of dynamic self-regulation.

Iran-Nejad and Chissom (1992) concluded that dynamic self-reguthtisirepresents a
real construct that contributes to learning. An alternative acafuhts finding, however, might
take into consideration the instrumentation employed by Iran-Neja@laisdom (1992). In their
study, dynamic self-regulation was measured by approximatete tas many items as was
active self-regulation. In trying to explain differences inrd@agy, twenty additional items
developed on the basis of prior research on individual differendearimng might very well be
expected to explain additional variance in the dependent measureirlarticle, Iran-Nejad and
Chissom (1992) report preliminary analyses in which “dynamicrebobntributed about four

times as much variance to cumulative grade point averagetias aontrol” (p. 129). To
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evaluate the merits of this alternative hypothesis, this sta#lgst a closer look at the
instrumentation developed and used by Iran-Nejad and Chissom (1992).

Iran-Nejad and Chissom’s (1992) other finding (i.e., that dynamitregulation
explained the relationship between active self-regulation amdihga was unexpected. This
could also be interpreted in terms of how these constructs werdiopaliaed. For instance, the
dynamic self-regulation items could be measuring the same #sirthe active self-regulation
items. Alternately, the dynamic self-regulation items could capturing something more
fundamentally related to learning, something without which studeighkt not actively engage
in strategy use (i.e., motivational factors). In either casanfiteimentation used in the drawing
of these conclusions requires close attention.

Additionally, discovering that the use of active self-regulatérgtegies is statistically
unrelated to learning except through another construct—dynamiegel&tion—is inconsistent
with prior research to the contrary. That is, the use of giemie(e.g., summarizing, self-
guestioning) is a well-established means of promoting comprehersidn committing
information to long-term memory (e.g., King, 1992). Furthermors,also a component of Iran-
Nejad’s (1990) theory. To explain this finding, Iran-Nejad and Chisg®92) suggested that
perhaps “active learning strategies contribute to learning t@xtent that they influence the
activity of dynamic sources” (p. 132). Further research islgleaeded to understand the nature
of and the relationship between these two self-regulatory preceBses latter question (i.e.,
their relationship) is of particular importance since theylamothesized by Iran-Nejad (1990)
to govern different forms of learning.

In response to Iran-Nejad and Chissom (1992), Schapiro and Livingston (2000)

investigated the role of dynamic self-regulation in acaderaarning. Specifically, they
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attempted to examine whether dynamic control underlies actit@egelatory behavior. To
examine the influence of dynamic self-regulation on learning, Schapd Livingston (2000)
looked at its relationship with grade point average (GPA) in a large saspl8d0). They drew
upon programmatic data collected to evidence change in activeyaanhid self-regulation as a
function of the intervention described earlier. The authors hypothethaédigher levels of
dynamic control would be associated with higher GPAs, regardlgsariadipants’ active self-
regulatory control levels. This is exactly what they foundti€pants were categorized into four
guadrants based on post-intervention active and dynamic DALI-R sulsscaés. After ruling
out other potential confounds using simple regression analyses, a 2 (active bagtirdbw) x 2
(dynamic control: high, low) analysis of covariance (ANCOVA)thwpost-course GPA as the
dependent variable and year in school as a covariate, was conductededdreya statistically
significant main effect of dynamic control on GPA in favortodge in the high dynamic control
group. Neither a main effect of active control nor the intesadbetween active and dynamic
control were statistically significant.

Schapiro and Livingston (2000) conclude that active control “does not uniquel
contribute to GPA,” (p. 30) and that instruction focused solely on the uaetigé strategies
under executive control would be insufficient. Like in Iran-Nejad ang€om’s (1992) study,
Schapiro and Livingston’s (2000) non-significant main effect ofvactelf-regulation is
surprising. Their interpretation of this finding was that “white tdynamic may drive the
student’s desire to learn, active strategies or techniques prdwadstudent with the tools to
initiate learning and master the materials” (p. 34). However, if di;mseff-regulation “drive[s]”

active self-regulation, an interaction might have been observedtsaitctiynamic self-regulation
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would make a particularly large contribution to GPA when coupled \wehuse of active self-
regulatory strategies.

One aspect of the Schapiro and Livingston (2000) study war@nisideration.
Specifically, institutional warehouse GPA and self-reported abyno and Active Learning
Inventory Revised (DALI-R; Iran-Nejad & Chissom, 1992) data ctéecprior to the
intervention may have been preferable for the answering of réeearch question. Although
post-intervention data were selected so as to “put all studentseren playing field, all having
been exposed to the same course set of interventions” (p. 30), the pseirdervention data
would have ensured that the analysis was untangled from any effdatis intervention itself.
That is, pre-intervention data may have better representedl|#tierrehip between these self-
regulatory processes and learning as they exist for most wadeage students; intervention
participants may be different than their non-participating countstpaspection of Table 1 in
Schapiro and Livingston (2000) reveals a relatively small diffee between the high and low
active self-regulation groups’ GPA marginal means. This g@®Rp difference might have been
more pronounced at pre-course, which might have drasticallygetatheir results and
conclusions. For example, a larger pre-intervention GPA differenag mave revealed a
statistically significant main effect of active self-regulation.

Schapiro and Livingston (2002) conclude with a call for further studyhef nature of
dynamic self-regulation” and “the factors that comprise, influeand stimulate dynamic
process|es]” (p. 34). In light of these findings, it is clear #dlitional research is needed to sort
out the nature of dynamic self-regulation (Iran-Nejad, 1990), dsaseits relationship with
active self-regulation. To this end, this study considers thathakiclaimed to be measured by

the Dynamic and Active Learning Inventory Revised (DALI-Rnitdejad & Chissom, 1992):
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the experimental operation of Iran-Nejad’s (1990) hypothetical sallatyy control constructs.
This is performed via the application of the Rasch measurement model (Bond & Fox, 2007).
FOSTERING SELF-REGULATED LEARNING (SRL)

This study was also informed by research on the teachatfilihose cognitive strategies
employed by self-regulated learners (SRLs) as wellhas development of academic self-
regulation more generally in undergraduate and other students. FmplexaRosenshine,
Meister and Chapman (1996) reviewed 26 intervention studies with &ticntrol groups
that examined training in a particular cognitive strategy (generating questions to aid
comprehension). The median effect size ranged between .35 amkp@®ding on the outcome
measure) for training in this strategy, suggesting a pedigtiecneaningful overall treatment
effect. Importantly, all five studies in which college studengseatrained to use this particular
strategy demonstrated statistically significant effectheir favor. However, this review may be
somewhat limited in its scope, as it only focused on one cognitive strategy.

Hattie, Biggs and Purdie (1996), in contrast, conducted a meta-anafySiL different
learning skill interventions to determine their overall effectass. Some interventions included
in the analysis specifically targeted self-regulatory esses, while others focused on study-
related skills and strategies (e.g., mnemonics) or motivati@eabrs. Importantly, all of the
included studies exercised some form of statistical control. Tékatistical aggregation
technique revealed a practically meaningful overall weightegihnedfect size of .45. However,
this figure was somewhat lower (.28) for interventions with college stsident

Furthermore, Hattie, Biggs and Purdie (1996) also attempted to detewntnich, if any,
instructional characteristics were systematically relate cognitive strategy intervention

effectiveness. Reviewing the literature, they first summasegiously indicated conditions for
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successful strategy training, including “high and appropriate maimvaincluding self-efficacy

and appropriate attributions (such as attributing failures &xha of effort, and setting realistic
and attainable goals),” “the strategic and contextual knowledgeldimg the task,” and “a

teaching-learning context that supports and reinforces thtegia being taught” (p. 103).
Based on their meta-analysis, they also report that strét@igyng was most effective when it
was contextualized. For example, they recommend that strat@gingr should occur in the
target context (e.g., writing strategies in a writing courgeirthermore, their meta-analysis
suggested that “a high degree of learner activity and metdiv@gawareness” (p. 131) and
motivational support were associated with intervention effectiveness.

The review by Rosenshine, Meister and Chapman (1996) and the meta-analyaisdyy H
Biggs and Purdie (1996) suggest that students can benefit from trairihrgytypes of cognitive
strategies employed by self-regulated learners. HatiggsBand Purdie (1996) further note that
metacognitive interventions, those which “focus on the self-manageshéearning, that is, on
planning, implementing, and monitoring one's learning efforts, and on theionatliknowledge
of when, where, why, and how to use particular tactics and giatén their appropriate
contexts” (p. 100), are successful. Not surprisingly, these inteovsntiosely mirror the goals
of interventions aimed at promoting self-regulated learning.

Lastly, clues regarding how to successfully promote self-agggillearning (SRL) via an
intervention can also be garnered from educational practitioviezswvork with students rather
than effect sizes. In response to an investigation of SRL @search and writing class, Perry
and Drummond (2002) suggest establishing a community of learners armubs#ive,
encouraging learning atmosphere” (p. 302). Further, they also pointheuimportance of

engaging students in complex, meaningful tasks, self-monitoringesatliation to foster SRL.
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These suggestions are consistent with other factors recommentiesl llierature, as well as by
the social cognitive theoretical models (e.g., Zimmerman, 2000; 20021e & Hadwin, 1998)
in which they are grounded.

Like many educational and other interventions (see Ceci & Papie2ifb),
investigations of the effectiveness of interventions targetguiombhoting cognitive strategy use
have demonstrated differential effects as a function of panticigfaaracteristics. For example,
Hattie, Biggs and Purdie (1996) found in their meta-analysis that tlypes of interventions
were the most helpful for underachieving students. In contrast, thewrdyieRosenshine,
Meister, and Chapman (1996) yielded a more mixed picture of therafiffal effectiveness of
training in the question generation strategy they studied. They found some studresyflower
achieving students and some favoring those who were higher achihreg. of the five studies
that focused on college students had results favoring the higheviaghstudents. However, the
authors note that the number of studies reviewed limits theityatolidefensibly argue their
findings regarding the interaction between cognitive strategynirigp and participant
characteristics such as age or achievement level. Theydatggr recommend that such
interactions be considered in future research.

Although training in the use of cognitive strategies can be ssftdethis is not always
the case. For example, there is some evidence demonstratimyéicatinstruction in strategies
coupled with simple self-monitoring fails to provide changes toydhethavior. Cao and Nietfeld
(2007) found that one’s monitoring of his or her understanding of courseriahadnd an
awareness of the difficulties one is having does not automgtieald to the application of
appropriate remedial strategies. In their study, students indanakonal Psychology course

covering various metacognitive strategies were asked to figdemtia worksheet each day any
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difficulties they were having (e.g., understanding a specificeqanapplication of information)
and what they planned to do to improve their understanding. Usingohre 4?) tests, they
found that students did not appropriate their application of strategilks type of problems they
were aware they were having. That is, strategies supportéldeblterature were not applied
systematically to meet specific learning difficultiesidaparticipants more often relied upon
common, passive rehearsal strategies (e.g., re-reading)adthers conclude that a “more
intensive intervention is needed for students to not only understand buimakter the
recommended strategies” (p. 40).

It is important to consider that the Cao and Nietfeld (2007) stugdycaaducted ancillary
to an Educational Psychology course. This does not necessarily wenstitstand-alone
intervention. As suggested by the authors, it is possible that adimected or comprehensive
intervention might be more successful in promoting the effectiveoismgnitive strategies.
Furthermore, an intervention better grounded in the research Urieraegarding when
interventions of this nature are effective might yield more favorable results

The previous literature review demonstrates that the developaofieself-regulatory
processes is possible given the right conditions. A fundamental pissarof this research is
that active and dynamic self-regulation can be influenced bynteevention under study. Iran-
Nejad (1990) posits that both active and dynamic self-regulatiotbeamproved by instruction
in learning strategies, clearly stating that “both sourdasternal self-regulation must be the
target of metacognitive instruction.” He suggests that learniradegy instruction aimed at
developing active self-regulation should “teach [students] to take adeant executive internal

self-regulation” (p. 592). It is assumed that the instructional dondidiscussed earlier by other
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scholars would similarly promote active self-regulatory absitvis-a-vis Iran-Nejad’s (1990)
theory.

To develop dynamic self-regulation, Iran-Nejad (1990) purports tltaidé&mic contexts
must be arranged in such a way that the dynamic or spontaneonisgeapproaches that
worked for children before school continue to work for them during sch@ml’592).
Specifically, he recommends *“eradicating all signs sugggestimt today’s learning is
memorization of isolated materials in preparation for tomorrdeésning of more authentic
stuff” and “orchestrating learning opportunities to closely matdhentic learning opportunities
of real-world contexts” (p. 592). Furthermore, he advocates “chamgie® learning intentions
from those aimed at optimizing the conditions for encoding and rdtuedr other-regulation
to those aimed at optimizing the conditions for understanding and pegsomndh under self-
regulation” (p. 592-593).

Tinnesz, Ahuna, and Keiner (2006) and Schapiro and Livingston (2000) contend that
students enrolled in the present intervention receive overtatisinun both active and dynamic
self-regulatory control. To promote active self-regulatory contstlidents engage in the
contextualized application to mastery of concrete, prescribduhitpees intended to foster the
development and internalization of cognitive strategy use. It iswootiey that this
contextualization is consistent with the recommendations of Hattie, Bigguatie PL996).

The extent to and the means by which Iran-Nejad’s (1990) notion ofmoyrself-
regulation can be influenced by an intervention is lessr,claat prior investigations have
reported growth (e.g., Schapiro & Livinston, 2000). Schapiro and Livingston (p@8@)lated
that dynamic self-regulation may have been influenced by “gisingents sufficient time to

demonstrate their persistence, valuing.... [and] enthusiasm for unconventi@as and
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interpretations” as well as “reinforc[ing]...students’ naturalagity” (p. 33). They also suggest
overtly valuing behaviors indicative of dynamic self-regulation fostering a community of
learning (i.e., peer interaction). In the present intervention, thimanifest in the explicit
endorsement of behaviérsconsistent with dynamic self-regulation both during formal
instruction and 12 30-minute one-on-one meetings with an undergraduate peer monitor.

Prior evaluations of this intervention (VanZile-Tamsen, 2007; Ahunanebz, &
VanZile-Tamsen, 2009) have reported positive effects on studentioetegraduation rates and
guality point averages (QPAS) as a result of course participdtios research, however, centers
on the effectiveness of the intervention as it relates to tfarwtional theory of self-regulation
(Iran-Nejad, 1990) rather than variables of institutional interesici@ly, this study seeks to
rigorously address the question of whether growth in both active arahily self-regulatory
control results from participation in the intervention.

Some quantitative data lend support for the success of this inierventpromoting
undergraduate students’ self-regulatory processes. Tinnesz, AhuKaiaed (2006) report on a
large sample of student®N (= 680) who took the course over four semesters. The authors
measured students’ active and dynamic self-regulatory preacbgsadministering the Dynamic
and Active Learning Inventory Revised (DALI-R; Iran-NejadGhissom, 1992) at pre- and
post-intervention. One-sampldests were conducted to examine if mean differences from pre
to post-intervention (i.e., growth) were statistically distinguiéddrom zero. Growth in both
students’ active and dynamic self-regulatory processes wasvebsps < .001) across all four

semesters under study.

2 These were assumed to be behavioral manifestatibtise non-executive processes (e.qg., interestyrieed by
Iran-Nejad (1990), although the extent to whichhsseelf-regulatory processes are manifest behaljasalinclear.
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The authors also explored whether the growth observed in both activgraardid self-
regulatory processes differed by gender, year in colleges dastion, or race/ethnicity.
Independent sampldstests revealed no statistically significant gender difiees jfs > .05).
Similarly, separate analyses of variance (ANOVAs) conduat&h growth in active and
dynamic self-regulation as dependent variables revealed natistdly significant group
differences ffs > .05) by year in college, class section, or race/ethnicityt i§hahe growth
observed was similar for all course participants. In light of dfinelings to the contrary (e.g.,
Hattie, Biggs, & Purdie, 1996) in similar interventions, this studgnapts to re-visit this
guestion using refined instrumentation.

Schapiro and Livingston (2000) also examined whether or not growth iwe atd
dynamic self-regulation is evidenced throughout the course fritarvention. In order to also
study growth by participant achievement level, they used post-intemmeBRA data to separate
participants into two groups. Dependent samplests were then conducted to examine self-
reported change in active and dynamic self-regulation for ttvaseachievement groups from
pre- to post-intervention. They report increages € .001) in both forms of self-regulation—
regardless of achievement level—as a result of courseipatitm. The authors also examined
growth in dynamic self-regulation by examining changes inqinedrant status classification
discussed earlier. They report that the percentage of pantisigéassified as high dynamic
increased from pre- to post-intervention. However, whether this eyees a statistically
significant difference was not reported.

The timing of posttest data collection in both the Tinnesz, Ahuna ameK@006) and

the Schapiro and Livingston (2000) studies was immediately dfteriritervention. To

% Pre-intervention data might have again been pabferfor reasons similar to those discussed earlier
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investigate any sustained effects of the intervention, Living26AQ) conducted a qualitative
dissertation studyN = 30) to examine participants’ perceptions of cognitive strait@gfyuction
and its influence on their subsequent strategy use. Phenomenolotgoakeivs were conducted
two semesters after course participation. Also, learningrialstde.g., notebooks, textbooks)
were inspected, coded and used as a basis for discussion. Eigletyt g participants reported
during the interviews that the intervention contributed to their custeategy use. In addition,
inspection of participants’ learning materials revealed thlataesal (93%) and organization
(87%) strategies were subsequently used by participants.

Livingston (2000) also considered participants’ course grade as ¥ fmroparticipants’
mastery of the prescribed techniques that were geared atirfgstagnitive strategy use.
Consistent with expectations, “A-grade students used a greaterenwhlstrategies more
consistently than did C-grade students” (p. iv). An analysis of varigkld®VA) revealed that
students receiving an A were statistically more likely tgolewy organization strategies than
students receiving a C. However, statistically significant difieeenn use of the three other self-
regulatory strategies considered were not observed.

Students’ motivations for taking the course were also considereimgston’s (2000)
study. In particular, she differentiated between students enrallethe course for self-
improvement versus other reasons (e.g., academic risk). Liom@&000) hypothesized that
students who were intrinsically motivated (i.e., in the self-imprem® group) would be
expected to “exhibit long-term strategy use and maintenafre9). However, conclusions
regarding the relationship between motivation and subsequent stustegyere more nuanced.
Specifically, students enrolled in the course for self-improvemdagegjuently used rehearsal

and metacognitive self-regulation strategies more, while tiwtbeother motivations tended to
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more often use elaboration and organization strategies. Neveghelralysis of variance
(ANOVA) did not reveal any statistically significant difemces. These failures to find
significant differences may be related to the small samigle The author calls for a larger,
more representative sample in future follow-up research.

The Motivated Strategies for Learning Questionnaire (MSL@trieh, Smith, Garcia, &
McKeachie, 1991) was also administered to participants in Liongst(2000) study.
Qualitative evidence of the use of organization, elaboration, comprehem®nitoring and
rehearsal strategies was compared to respective MSLQ sed@cabrder to triangulate using
both ecologically valid and objective analytical approaches. Theargdleand organization
MLSQ subscales were found to be positively correlated with actidarsal r( = .37) and
organization strategyr (= .42) use. In contrast, correlations between the elaboration and
comprehension monitoring subscales were not statistically sigmifi¢hus, although there were
some inconsistencies in her data, Livingston’s (2000) qualitativerthen study did provide
some evidence that students may acquire long-term benefits from the pressgeattion.

THE PRESENT STUDY

The purpose of this research was to critically examine previodsigs and to address
empirical questions that remain unanswered. Specifically, thiy stvdstigated the validity of
inferences made from the Dynamic and Active Learning InvenReyised (DALI-R; Iran-
Nejad and Chissom, 1992) and addressed other threats to previously msaleirdarences
(e.g., maturation) regarding the effectiveness of the inteorediscussed throughout this paper.
This research thus represented an attempt to move toward tegjiraadefensible treatment
effect of the intervention. Six research questions prompting thidy shre discussed next;

specific research hypotheses are also presented when appropriate.
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How confident can one be in inferences made from the Dynamic and Active Learning
Inventory Revised (DALI-R; Iran-Ngad & Chissom, 1992)? Prior investigations of this
intervention have measured active and dynamic self-regulation tr@nBynamic and Active
Learning Inventory Revised (DALI-R; Iran-Nejad & Chissom, 1992) experimental
instrument undergoing continued development. Data from the DALI-R Ibese transformed
and submitted to analysis in a number of ways. Tinnesz, Ahuna and K200&) computed
scale score differences between pre- and post-intervention-RAddministrations. Schapiro
and Livingston (2000) used both post-intervention scale scores and atBannsplits to
dichotomize DALI-R pre- and post-intervention scale score variaBigsificantly, all of these
uses of DALI-R data have begun with scale scores.

Like many measures used in research and practice, the DAL&fRdeveloped in a
manner consistent with the classical test theory (CTT) uneasent approach. This approach has
a number of limitations. These will be discussed thoroughly in the Method sé&dtshinotably,
scale scores yielded from measures developed using the CTT dppr@ac violate the
assumptions of the parametric inferential statistics to whidy are submitted (Wright &
Linacre, 1989). In other words, DALI-R and other CTT measure scaee gata are not
necessarily on the interval scale required by these anallisespractical problems associated
with the use of ordinal measures in the estimation of treatniégdte have been discussed
previously by Merbitz, Morris, and Grip (1989). The authors note thatu§aif [ordinal]
scales...may mask ineffective treatment procedures and hideeffrocedures” (p. 308). Such
errors of inference are clearly problematic.

Furthermore, the reader will recall that both Iran-Nejad and Chissom (a88Z3chapiro

and Livingston (2000) studies found that active self-regulation was aindtisally related to
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achievement outcomes after accounting for the influence of dgnsetftregulation. Of note to
this study, these findings contrasted the preponderance of evithencrategic self-regulatory
behavior does contribute to learning. There were various hypotheseste as to why these
unexpected findings were observed; they mostly centered on thef iyy@amic self-regulation
as requisite to active self-regulatory behavior. Alternatélg, author hypothesized earlier that
the instrumentation used to measure these constructs may have been problematic.

This study responds to these unexpected findings and alternatp@héses by
submitting DALI-R data to the Rasch measurement model (Bond &Z86%). The refinement
of the DALI-R via the application of this model in this study la¢ very least represents an
improvement to the outcome measures employed by placing scoaesapproximately interval
scale. Additionally, submission of data to Rasch analysis andhétgtia procedures involved in
doing so also provided some evidence as to the validity of infey¢haecan be made using the
DALI-R. For example, this study sheds light on the nature of mynaelf-regulation and
whether it represents a unidimensional construct on which individuder-g#n important
theoretical matter.

Do participants report increased active, dynamic self-regulatory control following the
intervention? The primary research question asked whether growth in active aadhatyself-
regulation is observed throughout the course of the intervention. This quéstsorbeen
addressed by prior research (Tinnesz, Ahuna, & Keiner, 2006; Scl&apindngston, 2000),
although the inferences drawn previously may suffer from ditnoihs related to the influence of
unmeasured variables, as well other threats to internal valithtgdeto the instrumentation used
and maturation. The question, therefore, was re-addressed in thig ity refined

instrumentation. Subsequent research questions attempted to combttethanternal validity
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threats. Given the findings of Tinnesz, Ahuna and Keiner (2006), it wasthesized that
statistically significant growth in active self-regulatiovould be evidenced throughout the
course of the intervention. It was unclear at the outset of thgsasaivhether growth in dynamic
self-regulation would be observed using refined instrumentation.

Does observed growth differ by instructor? Since parts of this intervention are
implemented in the form of an undergraduate course, one might éxpecto be differences in
observed growth as a function of the instructor who is deliveringaghtent. The data employed
for this study were collected from students enrolled in courdessdaught by two different
instructors. Consequently, this study investigates whether suahstanctor effect is present.
Importantly, evidence that growth differs by instructor might lend sugpothe inference that
the intervention itself was the cause of any observed growth. WHgequestion has been
addressed by Tinnesz, Ahuna & Keiner (2006), it was again re-addrés this study using
refined instrumentation. It was hypothesized that there would not trectes differences in
active and dynamic self-regulation growth, as no anecdotal or e¥igance suggested that this
would be the case.

Does observed growth differ by participant motivation? The influence of motivational
factors on academic learning permeates the educational psygHuabkrgture. For example,
Uguroglu and Walberg (1979) summarized 232 Pearson product-momenttmorretefficients
describing the relationship between measures of motivation andvaciget and reported a
mean correlation of .338; motivation accounted for approximately 11.4% oftrence in the
achievement measures. Although they did not include correlations ifreestigations with
college students, they reported that the magnitude of the relationship grbvissongases in age.

It was assumed that this relationship is valid for the populatigretisdt by the intervention
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presently under investigation, as many of the students enroliedr@ only slightly older than
the oldest students in Uguroglu and Walberg’s (1979) study.

Prior quantitative investigations of the effectiveness of thignmention have not
considered motivational factors. Such unmeasured variables thréatantérnal validity of
causal inferences made via observational research (SchneideoyCldiipatrick, Schmidt, &
Shavelson, 2007). For example, it could be argued that students enrolledimtetirention
demonstrate growth in active and dynamic self-regulation asutrof motivational factors
rather than as an effect of the intervention itself. Thisaeh addresses whether any observed
growth varies as a function of the motivations of its participditse specifically, this research
accounted for data on why students took the course. Given the impodamncetivational
factors in learning (e.g., Uguroglu & Walberg, 1979), and self-atgdl learning (SRL) in
particular (e.g., Zimmerman 2000; 2002; Winne & Hadwin, 1998), it wa®thgsized that
growth in active self-regulation would be moderated by parttipaotivations. It was again
unclear at the outset whether any observed growth in dynanficegelation would be
moderated by participant motivation.

Does observed growth differ by the extent to which participants receive the intervention
as intended? The threat of maturation to the internal validity of longitudinaatment
investigations without a comparison group is a paramount concern (Hr&ek&allen, 2006).
In this case, the maturation threat casts doubt on whether repouteth gTinnesz, Ahuna &
Keiner, 2006; Schapiro & Livingston, 2000) would have actually been obsewitadut
participants having undergone the intervention. Specifically, it cbalérgued that students’
active and dynamic self-regulatory processes could develop lhataver the course of a

semester.
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The research attempts to combat this maturation threat. Pholady (i.e., non-
institutional) quantitative evaluations of the effectiveness ofititésvention in promoting self-
regulatory processes (Tinnesz, Ahuna & Keiner, 2006; Schapiro & Lieing&000) have
treated all participants as a homogeneous group with respeeirtoeteipt of the intervention.
However, one might expect to observe differential growth as a «umotithe extent to which an
intervention was actually received. VanZile-Tamsen (2007) lends sopp®rt to the hypothesis
that differential gains might be observed as a function of ssicecd¢be course. She demonstrated
that both retention and graduation rates as well as quality poirstigev€QPA) gains varied as a
function of course grade. Ahuna, Tinnesz, and VanZile-Tamsen (2009) destexhstrsimilar
differential effect on retention and graduation rates as a @amati course grade with a larger
sample. Furthermore, Livingston’s (2000) qualitative dissertatiohyseviewed above revealed
differences in subsequent cognitive strategy use as a function of course grade

The present study attempts to shed light on whether it is #nemition itself that can be
claimed to have caused observed growth. To provide evidence of theayvafidhis causal
inference, the degree to which participants received the intewesd intended was accounted
for in the analyses. It was hypothesized that growth in actieeggilation would increase in
concert with increases in various indicators of intervention expolswas again unclear at the
outset whether growth in dynamic self-regulation would vary asnatibn of intervention
exposure.

Does observed growth differ by participant race/ethnicity or gender? Given variability
in college graduation rates along racial/ethnic and gender éndsthe reported differential
effectiveness of cognitive strategy training programs discussarlier, it might also be

worthwhile to investigate this intervention’s effectiveness imgepf the races/ethnicities and
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genders, of its participants. The demonstration of differentialvietdion effectiveness favoring
more disadvantaged students might provide evidence for its utilielping to close gaps in
American college graduation rates.

Support for the hypothesis that differential gains might be obsessadixed. For
example, Tinnesz, Ahuna and Keiner (2006) reported equivalent active yaathid self-
regulatory control growth by various participant characteriggas., race/ethnicity). In contrast,
VanZile-Tamsen (2007) reported an interaction between certaincswaggables and course
completion when examining its effect on quality point average@&§lPn particular, she found
that students participating in the Equal Opportunity Program (@&t to experience a larger
guality point average gain as a function of course participationrtba-EOP participants. This
research question was re-addressed in this study using refined instrumentation.

It was likewise possible that this intervention might promote diffeal growth favoring
more advantaged groups. This issue is taken up by Ceci and Papierno\2@0Bdte examples
of interventions that have actually exacerbated extant gapsniBmeention under study is what
they refer to as aniversalizedintervention such interventions are not targeted at particular
high-risk or disadvantaged groups. In their article, they refereeeearch on universalized
cognitive strategy interventions by Scruggs and Mastropieri (1988), others, where
differential effects favoring more advantaged groups were obsefeeckexample, Scruggs and
Mastropieri (1988) report an experiment in which gifted and non-gffesgllar) students were
randomly assigned to either a control or one of three mnemoateggrconditions. Participants
were instructed to independently learn material—the hardn@sgsaif various North American
minerals—presented on cards in a manner consistent with the conditishich they were

assigned. Statistically significant differences betwela control and mnemonic strategy

30



conditions were observed only for gifted students. Additionally, onledjiftudents transferred
the strategy to a novel learning task. In light of the mixadifigs reported previously, it was
unclear whether all participants would experience similar growtiterpa in active self-

regulation throughout the course of the intervention. There was agdigpathesis regarding

differential growth in dynamic self-regulation.
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CHAPTER THREE: METHOD

This research was conducted in two phases. First, the Rasch emeasumodel (Bond
& Fox, 2007) was applied to data collected previously to addre$ssheesearch question. This
process is described in Analytical Approach. Second, after sdmements were made to the
Dynamic and Active Learning Inventory Revised (DALI-R; Iraniddée & Chissom, 1992),
person measures for the two primary variables of interesapipsoximate an interval scale were
estimated. These yielded person measures were then analyzexther data to answer the five
other research questions.

DATA SOURCE

No new data were collected for this research. Data for tady stere collected during
the spring of 2009 for programmatic purposes. These analyses thsi#uted a secondary
analysis. Participants provided informed consent for their data igdzbas part of an on-going,
programmatic “research” project. This research was exeropt feview by the Social and
Behavioral Sciences Institutional Review Board (SBSIRB)hat Wniversity at Buffalo, The
State University of New York. Data from disparate sourcegwempletely de-identified after
their merger; they were maintained, analyzed and are reported heyenaosty.

DALI-R. The Dynamic and Active Learning Inventory Revised (DALI-Rnifdejad &
Chissom, 1992) was administered both at the beginning and end of the niervior
programmatic assessment purposes. It was administered a$ pdarger inventory containing
additional items more closely mapping onto course content and of attatimesinterest. There
were 38 and 37 non-DALI-R items included in the complete inventory ext gmd post-

intervention, respectively. Examples of non-DALI-R inventory itentduidel consciously use a
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variety of strategies to studhnd| consciously try to write a winning script for myselinly
DALI-R items were considered in this study.

Iran-Nejad and Chissom (1992) assert the Dynamic and Activenibgalnventory
Revised (DALI-R) to measure the active and dynamic self-adigal underlying the learning
processes of undergraduate students. Regarding the validitfecdérices that would be made
from their instrument, its authors report that the DALI-R wasétully derived from theory and
research in cognitive educational psychology on the relationship deteeurces of self-
regulation and learning processes” (p. 130). Specifically, theumstit was developed on the
basis of Iran-Nejad’s (1990) two-source biofunctional theory of regiiHation. Thus, item
development is consistent with that called for by the Rasch metaih requires that items are
developed with respect to theory (Wilson, 2005). It was assumed thadrttent of the DALI-R
items are representative of Iran-Nejad’s (1990) biofunctional theoryfakgailation.

A modified version of the DALI-R was used in this study. Theni/hen | have an
exciting new idea, | carefully consider how it will play out, ratieart acting upon it quickly
was not administered. Six items were reverse scored befafgs@n The original DALI-R
featured seven negatively worded dynamic self-regulated ;itenes was administered with a
positive wording in this context (i.dt;s hard for me to picture myself achieving the goals | have
in mind on the DALI-R was administered&hen | have a goal in mind, | can picture myself
achieving i). The response format for all items was a 7-point ratingesoathored by “never”
(), “sometimes” (3), “often” (5), and “always” (7). Internal cesncy reliability () during
development = 99) was .65, and item-total correlations ranged from .28-.69 (IrardNeja
Chissom, 1992). Ten DALI-R items were intended to measure reheangglnization,

elaboration and comprehension monitoring—active self-regulatotegtea (see Appendix A).
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When employed in practice, internal consistency reliabilitiegHeractive self-regulation items
(o) were .81 and .83 at pre- and post-intervention, respectively (Schapiro & Lonnge00).

Twenty-one DALI-R items were intended to measure “alertfiéndion, curiosity,
postdiction, reflective metacognition, and other related dynamic factors sscls@ense, anxiety
and interest” (p. 130; see Appendix B). The breadth in item contantasvorthy and prompted
the author’s hypothesis that there may be sub-dimensions capturbdsieyDALI-R dynamic
self-regulation items. Schapiro and Livingston (2000) reported inteoradistency reliabilities
(o) for the dynamic items at .77 and .78 at pre- and post-interventgpeatevely. Prior work
(Iran-Nejad & Chissom, 1992; Livingston & Shapiro, 2000) has admietstdrese items to
undergraduate samples. It was assumed that students’ selsrepdineir active and dynamic
self-regulatory processes were valid.

Demographics. Demographic data were obtained from the University at Buffale, Th
State University of New York. Information regarding the ra¢taleity and gender of each
participant was considered in the analyses. These data perimitestigation of the effects of
the intervention for many of those subgroups discussed earlierifi&gc Black, Asian or
Pacific Islander and White students were represented in the afialyses

Descriptive analyses indicate that the sample was roughlgsemative of the target
population. For example, the sample has slightly more males (51@4b)fémales, which is
similar to the total full-time undergraduate degree-seeking ptpnlof males (53.9%) at the
institution at which these data were collected. The percentagdbei sample and target

population, respectively, of Asian or Pacific Islander (11.3% and 11.8%) and Higpdficand

* Native American and Puerto Rican students werereptesented in the sample. Hispanic students were
represented in the analyses owing to insufficiamyging of this group. Participants either indingti'‘Other” or for
which race/ethnicity information was not availablere also excluded from the analyses.
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4.5%) students are also quite similar. In contrast, Black studeat®ver-represented in the
sample (11.8% versus 8.9%), while White students are under-repregh&¥ (ersus 74.6%)
(Office of Academic Planning & Budget, 2008). Sample characteristicsesernged in Table 1.

Motivation. To roughly capture motivational factors, data from a selectwgmbnse pre-
intervention assessment item asking participants to report theianyrreason for taking the
course was used. There were five response categories: fitarsdatory”; “My advisor
recommended it”; “I needed to improve my GPA”; | needed antieé8c and “The course
content seemed interesting.” These categories were develggbd buthor and a colleague to
collect information for programmatic purposes. Therefore, they wetenecessarily a priori
categories aligning with current theoretical understandingsativation. While a post hoc
attempt is made later to interpret some of these catsgwiile respect to theory, the limitations
of this indicator were recognized at the outset. The “It is ntanglaresponse category was
endorsed by an insufficient amount of participants ) and was excluded from analysis. The
“I needed to improve my GPA” and “The course content seemedshtgyeresponse categories
were endorsed by at least twice as many participanga@s of the remaining two. Response
category frequencies are presented in Table 1.

Intervention exposure. The extent to which participants received the intended
intervention was estimated by accounting for various elementgesfention participation and
progress that were quantified and recorded for programmatic purpdsssstudy, therefore,
considers the extent to which: (1) direct instruction in course coni@mntreceived (exposure);
(2) weekly, facilitated self-assessment meetings weeaddd (attendance); (3) strategies were
employed in students’ other classes (commitment); (4) stestegere mastered in relation to a

set of specified criteria (practice); (5) and stragegivere implemented correctly by course end

35



(final review). The course elements that were taken into coasiolerwere assumed to serve as
crude estimates (i.e., proxies) of their participation and engagemehe intervention (i.e.,
intervention exposure) as it relates to Iran-Nejad’s (1990) theory.

ANALYTICAL APPROACH

Rasch analysis. As discussed earlier, the Rasch measurement model was apgiesi
study to investigate the validity of inferences that can be rifesvn the Dynamic and Active
Learning Inventory Revised (DALI-R; Iran-Nejad & Chissom, 1998) t yield interval active
and dynamic self-regulation person measures to assist in therarg of the other research
guestions. The author’'s rationale for the application of the Raschlmodbis study is
thoroughly discussed next. Later, the results of both previous and nelwop®tcc analyses are
presented.

The application of the Rasch measurement model constitutes a coorribortthe
measurement of these constructs for a few reasons, which correspbritie advantages of
Rasch measurement (Bond & Fox, 2007). Like the Dynamic and Activanibhgalnventory
Revised (DALI-R; Iran-Nejad & Chissom, 1992), instruments arenafeveloped according to
the principles of classical test theory (CTT). In CTT, aspeis observed score on some latent
trait is considered to be a summation of their hypothetical (gnudbservable) true score, and
error. Error can include the influence of irrelevant factors suchesting context, test-taker
motivation, anxiety, or characteristics of the instrument ité&elf., item wording). Since CTT
supposes two estimable elements necessary for the measureraenenfal construct, and the
observed score is quantified, the estimation of error, then, becom&gtiseof measurement.
This second value (i.e., error) is used in conjunction with the(fiesf observed score) in order

to determine an estimate of the third, one’s true hypothetica.9co€TT, error, or the standard
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error of measurement (SEM), is estimated using an indicativeafeliability of the instrument,
among other things. After the SEM is estimated, a confidenaeahtean be calculated around a
person’s observed score to yield—with some degree of confidence—tlah’sehypothetical
true score.

The classical test theory (CTT) approach to measuremerd hasber of limitations.
First, these operations are based on total scores and do nadecotin® characteristics of
individual items (which could, in theory, be differentially difficitt endorse or error-laden).
Next, the SEM is held constant for all test-takers, which is pnodilic given the vast literature
on many relevant individual differences and unavoidable variabilitthén conditions under
which tests are administered. Third, true and observed scoregaraldet, such that a different
test could yield a different “true” score estimate. Lastdhability, which is used to estimate
error, is a function of test length such that longer tests pieatly more reliable, which may not
always be administratively efficient—or economical.

An important consequence of the limitations of classical kesiry (CTT) involves the
type of scale upon which scores are placed. Measures are cfteneasto yield scores on an
interval scale when developed using CTT, which can be an invaliohnggion. Since scores are
based on the simple summation of raw scores, items that relifférent cognitive demands or
are differentially endorsable are weighted equally in the coripntaf a total score. This is
problematic since interval (or ratio) scales are assumesbhne inferential (i.e., parametric)
statistics used in the drawing of generalizations from sampl@®pulations. Importantly, the
use of ordinal scales increases measurement error, which decreastesabfatwer.

There are additional limitations of classical test theory TICWhen dealing with

polytomous (i.e., rating scale) data. Notably, response catedteyedces are not necessarily
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identical across all items. Also, the “agree” category dexserally been observed to be larger
than other categories when employing a Likert-type scaf@rese format. This phenomenon has
been termed the acquiescence response bias (Knowles & Nathan, 186@@ékeH the CTT
approach to measurement treats all response category thresh@dsiadent, which can be
problematic. Fortunately, these issues can be handled by the Rgsolach to measurement
(Bond & Fox, 2007).

The Rasch approach to measurement considers two parametersdifienity and
person ability—both of which are measured on the same hypothetital Reach measurement
is based on conjoint measurement, which involves predicting the piigbtizt one answers a
given item correctly by modeling it as an interaction betwiezwlifficulty and the his or her
ability level (Bond & Fox, 2007). The Rasch measurement model asstnaethe object of
measurement is a unidimensional, linear trait which can be neehsur an interval scale.
Consequently, the scale upon which both person and item measuréscaceysing the Rasch
approach is in log-odds probability units (logits). Significantly, tihensformation to logits
changes the scale from ordinal to interval, eliminating tinnstdtion of classical test theory
(CTT).

The reader will recall that the classical test theorf/T(Capproach relies on total scores.
In contrast, the Rasch measurement approach considers items individualhysaddds not rely
on total scores. Therefore, in CTT, there is only one error estifoata set of items, while in
Rasch, an error estimate is provided for each item (and persosfe@hire of Rasch overcomes
another major limitation of CTT. Lastly, in Rasch measur@m@ersons and items are
independent, a concept known as invariance (Bond & Fox, 2007). This featurehiaracteristic

of measures developed in a manner consistent with CTT.
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Because the Rasch model assumes that the focus of measuremehnhear, latent
construct, submitting data from an instrument to Rasch analysiproaide evidence for the
validity of inferences that are made using that instrumeéot. example, Rasch analysis provides
model fit statistics for items that provide a measure of xtenéto which they conform with the
expectations of the model. Additionally, principle components factor sisa(iPCA) of the
standardized model residuals (i.e., discrepancies between modetipresdand empirical data)
can provide evidence of the existence of any sub-dimensions captuagdifstrument (Smith,
1996). The Rasch model was applied in this manner in this study using Bond&FoxStepsesoft
(Bond & Fox, 2007).

It was assumed that both active and dynamic self-regulatioesesr unidimensional
constructs suitable for the application of the Rasch model (Bond & Z88X¢/; Wilson, 2005).
Preliminary support for the validity of this assumption was lenirdry-Nejad’s (1990) example
descriptions of learners who make use of their active and dynamic selftoegelantrol sources
to varying degrees. Additionally, a previous application of the Rasmelio the active self-
regulation items of the Dynamic and Active Learning Inventayised (DALI-R; Iran-Nejad &
Chissom, 1992) items described later supported this contention.

Statistical analysis. Both descriptive and inferential statistical analyses were coediuc
using SPSS software. To answer the question of whether growthen active or dynamic self-
regulation was observed throughout the course of the intervention, twamipées-tests were
conducted to determine whether observed growth was statisticstitygtiishable from zero. To

answer the research questions related to an instructor efiffetential effectiveness and

® The instrument must similarly be assumed to measutinear construct. The Dynamic and Active Leagni
Inventory Revised (DALI-R; Iran-Nejad & Chissom, 9% is posited to separately measure two lineastcocts:
active and dynamic self-regulation.
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motivational factors, separate multivariate analyses of vai@MANOVAs) were conducted
with active and dynamic self-regulatory control growth as a ivaulate set of dependent
variables. Separate analyses were conducted for each independanie@rg., race/ethnicity)
because some cell sizes precluded sufficient statisticalrgovieclude all variables in the same
model. To explain any observed growth as a function of intervemtkposure, univariate
multiple regression analyses were conducted to simultaneouslgtpgealivth in both active and
dynamic self-regulation from each of five process indicatBxest hoc contrasts were also
conducted secondary to omnibus inferential analyses. Strengffecf-eneasures were also
calculated for all statistically significant relationships.

Groups with insufficient counts were excluded from the analysesevappropriate. Two
participants were excluded from the analyses owing to théhactheir post-intervention active
self-regulation scale scores were artificially imputedBbynd&FoxSteps due to insufficient data.
Both participants’ post-intervention scale and growth scores wereotigirs at the high end of
the distribution. Bond&FoxSteps did not impute any dynamic self-ragalatcores. Results
from the analyses conducted after removing these two partici@aatsreported in this
manuscript to ensure that treatment effects were not infl&edstantive results were not

changed by removing these two participants.
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CHAPTER FOUR: RESULTS
RASCH ANALYSIS

The Rasch model was applied to ten DALI-R active self-regulatems for a course
project during the spring of 2009. This project was concerned wiitbrat#on (i.e., ordering
items and identifying their relative difficulties) and providingelpninary evidence for the
validity of inferences made using these items. Findings areilbedmext in conjunction with
rationales for the analytical tools that were used. Thesdtseare then synthesized with findings
from new applications of the Rasch model performed for this study.

Initially, the active self-regulation data were submittedhie Rasch measurement model
for polytomous data, otherwise known as the rating scale mode&M;RAndrich, 1978).
Important in the context of the present study, the RSM assumesanhe category structure
across all items. However, since all the items were rayegarticipants on the same 7-point
ordinal rating scale without an explicit theoretical rationfale doing so, the data were also
submitted to the partial credit Rasch m8d&ICM; Wright & Masters, 1982). This allowed for
category thresholds to vary across items and for the examiradtithreir category structures
individually.

In general, the data better fit the partial credit Rasch mddasters, 1982), indicating
that all items may not have the same optimal item design. Howsmee the rating scale model
is preferable in that it is more parsimonious and would involve participantsmhjifegsponding
to all items, it was retained. Moreover, overall item measastrument quality indicators

(described later) were acceptably high when data were submitted to blo¢és@htodels.

® It was recognized that model selection is not madly performed on the basis of post hoc item(Xt Liu,
personal communication, May 12, 2009).
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After model selection, each item’s point-biserial correlatioith whe measure was
estimated to ensure that it was making a contribution to theument. According to Mok,
Cheong, Moore and Kennedy (2006), items with point-biserial correlatiathsthe measure
larger than .4 are generally not indicative of sub-dimensions. Thus, ontwg@omoderate
correlations with the measure are acceptable. From the outHet ahalyses, all items were
moderately and positively correlated with the measure (.44-.64).

Infit and outfit mean square and standardized item fit gtatistere consulted to
determine the extent to which each item conformed to the exipestatf the Rasch model. Non-
fitting items were removed (Smith, 2001) if their mean square and standardizedd outfit fit
statistics were not within acceptable limits (Bond & Fox, 200Re @em (i.e.When | study the
textbook or my lecture notes, | underline or highlight important sentgnzes removed for
exceeding acceptable limits for both its infit and outfit mean sgaad standardized item fit
statistics (Bond & Fox, 2007; Adams & Khoo, 1996). This item may not haea measuring
this same construct as were the others (Smith, 2001). Reeves (2006f)dsized that this item
may not conform to the pattern expected by the Rasch model betaeeesents a behavior
that is quite common among students, regardless of their leve tdiriget active self-regulatory
construct. In contrast, infit and outfit mean square and standardized $tictdtr the nine other
items were acceptable throughout the analyses.

A major aspect of instrument development when using the re¢@lg model is category
structure analysis. Specifically, this phase of instrument develdproencerns whether
participants are afforded enough response options or if thereo@rendny. Linacre (2002)
outlined a set of criteria for the optimization of rating sceftectiveness. First, category

response counts for each item were inspected to ensure thaegpehse category was used for
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each item and that there was a minimum of 10 observations in ategoiy for each item.
Insufficient response counts were observed for some items’ respatsgories. Next, the
uniformity of observations across categories was examined. Thalndistribution of responses
across categories that was observed was less problematic than others.

Because multiple difficulties describe each item when usingrahiag scale model,
category difficulty increases should represent, on average, higties To verify this, item
category difficulties were explored to ensure that they ineteasonotonically (Linacre, 2002).
This was examined both overall and by item, although overall adubiytwas considered more
important. Non-monotonic increases were initially observed for stemesi Also, threshold step
calibrations, or difficulty estimates for choosing one responsegegt over another, were
examined for monotonic increases of at least 1.4 but less thagit$, las recommended by
Linacre (2002). Threshold step calibrations did not initially mbet triterion. Category fit
statistics, using the criterion of less than 2.0 for each categesgpective outfit mean square fit
statistic, were also examined. Outfit mean square fit 8tatialues greater than 2.0 indicate
unacceptable levels of noise (Linacre, 2002). Overall, categostdiistics were acceptable.
Point-biserial correlations between each rating scale ayteyud the instrument were also
inspected. Some non-monotonic increases with increases in resptaggEycan terms of their
point-biserial correlations with the measure, were observedgQat response curves were also
examined for the appearance of distinct peaks (Linacre, 2002).vidually demonstrates
whether some categories are subsumed by others, indicatingc@ss e necessary response
categories. Inspection of these curves suggested that respondentsrawvided with an excess

of response categories.
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After investigating the data with respect to these criteriaategory re-structuring (i.e.,
reducing the number of response categories) was ultimatelprmed for rating scale
optimization (Linacre, 2002). Some original categories weragstd with adjacent ones to
ensure sufficient category response counts. Specifically, the 74adiimg scale structure was
reduced to a 3-point rating scale, with categories one and two, categorigfotinread five, and
categories six and seven being merged. Collapsing the respdegeries was expected to
remedy any problems observed. Most non-monotonic increases in resptagg@\cdifficulties
and category point-biserial correlations with the measure veenedied by this particular re-
structuring. Inspection of category response curves after retstngctalso revealed distinct
peaks. Category fit statistics were also improved by thiscp&ar re-structuring. Lastly, item
standard errors were inspected. These provide information regéndiegtent to which one can
be confident in the various item difficulty estimates. Standaraks for all items increased from
.04 to .12 with category re-structuring, but were still acceptably smalltaisgemodification.

To further examine dimensionality of measurement (Smith, 1996) bdjendspection
of item fit statistics, standardized model residuals were dtdamio a principle components
factor analysis (PCA). Item loadings greater than .3 and tlems -.3 on resultant factors
(Tabachnick & Fidell, 1983) with eigenvalues larger than 1.4 (Smith, 18863 considered
indicative of possible sub-dimensions. PCA revealed only one factiorawi eigenvalue larger
than 1.4 (1.7). Six items loaded on this possible sub-dimension. littighgsthose items with
positive and negative factor loadings were the most and least difficnd,itespectively. Reeves
(2009) speculated that this possible sub-dimension could be related to motivatitoral fa

Data was also represented graphically by examining therpéesn map and a bubble

chart plotting items and persons on the same hypothetical scalex&mple, the person-item
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map was inspected to explore the presence of item redundancies.wiédrerno redundancies.
The distribution of persons approximated a normal curve with a mea2dfiogits. Thus,
although the items were generally well-targeted for thepgrthe items tended to be somewhat
more difficult, on average, than persons. There were also gapmioaterage at the higher and
especially the lower levels of person ability.

There was also a restricted range in the difficulty of thegm@ssion being measured
initially (1.96 logits). This was not surprising given the measergnapproach through which
these DALI-R items were developed. The original approach toument development was
consistent with classical test theory (CTT), and included thosartbst discriminated among
persons (i.e., mean level difficulty). However, the range in itlfficulty increased to a
somewhat more acceptable 2.95 logits after the aforementidrethes were made to the
instrument.

To examine overall instrument quality, item reliability and saf@n indices were
estimated and referenced during the various phases of analgsis. reliability provides
information about the consistency of item placement in terms dffftsulty amongst the other
items. The item separation index provides information as to thadsmfethe items, and the
differentiation of items by the measure. More specificalig, item separation index is a ratio of
the variance accounted for by the Rasch model to error variandsof\WR2005). For the
separation index, a value greater than 2.0 is typically comesidmrceptable. For reliability, a
value of .80 is typically acceptable (Bond & Fox, 2007; Wilson, 2005).

Person reliability and separation indices were also estinzatéddeferenced during the
analyses to examine overall instrument quality. The person Separatex provides an estimate

of the differentiation of persons by the measure. Person reliability lisgane to the indicator of
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internal consistency reliability used in the classical tesbry (CTT) measurement approach.
Similar to item reliability and separation, person separation grister2.0 and person reliability
greater than .80 are typically considered acceptable (Bond & Fox, 2007; Wilson, 2005).

Both changes to the instrument (i.e., removal of the non-fitting, iteategory re-
structuring) were examined with respect to these indicators oélbvestrument quality. These
indices were expected to increase with these changes. &atigfdifferentiation of the items by
the measure (i.e., item separation) was observed at the outsetpaoded with the removal of
the misfitting item. Similarly, item reliability was amgtable from the outset of analysis; no
change was observed with the removal of the misfitting itencolmtrast, decrements were
observed in both item separation and reliability after the oageg-structuring. However, these
changes did not move them away from acceptable levels.

The story of the person summary statistics during these anagsesomewhat different.
Only person reliability, but not separation, was acceptable IpitiHhe removal of the misfitting
item slightly decreased estimates of both person reliabiiysgaparation. Similarly, category re-
structuring resulted in further decrements in both person summetigtiss. These changes
ultimately resulted in estimates of person separation and h#idbat were outside acceptable
limits. Although it was recognized that caution should be exefcitanstrument quality
indicators decrease with item removal or category re-stingtu(X. Liu, personal
communication, n.d.), the revised category structure was retaimeeetothe criteria outlined by
Linacre (2002).

In summary, inadequate person summary statistics were sthwaosafter conducting
changes intended to improve overall instrument quality. It wasgrezed at the outset that the

ten items included in this analysis may not be sufficient fgoad instrument (X. Liu, personal
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communication, March 26, 2009). Thus, the inadequate person summary statestec not
surprising. They were likely due to the small number of itemstirBathese problems and in
recognition of the iterative nature of instrument development, thitsesd these analyses (i.e.,
item fit, reliability and separation) supported the contention #dcsive self-regulation was a
measurable, unidimensional construct worthy of further study (Reeves, 2009).

This study builds on these earlier analyses by applyinR#seh model to Dynamic and
Active Learning Inventory Revised (DALI-R; Iran-Nejad & Céosn, 1992) data collected from
a new sample. The Rasch psychometric analyses reported eeatsarthe first to consider
dynamic self-regulation DALI-R items. These new analygese aimed at addressing the
guestion of the extent to which one can be confident in inferencasliregactive and dynamic
self-regulation made from the DALI-R (Iran-Nejad, 1990). These analyses were conducted
in a manner consistent with those just described earlier.

Both active and dynamic self-regulation DALI-R items weamalyzed first
simultaneously. The purpose of this combined analysis was to exavhatber Iran-Nejad’s
(1990) notions of active and dynamic self-regulation are not actaafiingle self-regulatory
construct. For this analysis, initial and final status DALI-Rad&rom 186 intervention
participants were submitted to Rasch analysis, representing pssisbn twice in the same
analysis. The sample sizd)(for this psychometric analysis thus exceeded the traditralebf
thumb of at least five participants per item. Analyses presented later @isteih sufficieniNs.

To investigate whether active and dynamic self-regulation lacttepresent a single
construct, two methods were used to examine dimensionality of reeauir First, infit and
outfit mean square and standardized item fit statistics vedcalated by Bond&FoxSteps (Bond

& Fox, 2007). In total, 16 of the 31 items were outside acceptable laoaording to at least two
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standardized fit statistics. Four had fit previously in the exagpplication of the Rasch model to
the DALI-R active self-regulation items. The active seffuiation item that had been removed
previously was again not behaving appropriately. The other 11 wAtd-B dynamic self-
regulation items.

Second, a principal components factor analysis (PCA) of the astimndd model
residuals was conducted. The PCA revealed five factors with coasidesigenvalues by the
criterion discussed earlier. The reader will recall thatRK#A conducted previously with the
active self-regulation items only yielded one possible sub-dimenSioa. presence of five
possible sub-dimensions in this combined set of items suggested thmedssimensionality of
measurement may be invalid in this case.

Because of the large share of misfitting items and the fiveilpp@ssub-dimensions
indicated by principal components factor analysis (PCA), theskysas did not lend support to
the hypothesis that active and dynamic self-regulation reprasengle construct. Moreover, the
range in difficulty for the 31 items submitted to analysiswaly 1.91 logits, which was less
than the range initially observed with just ten active sdfitation items. If the combined set of
items were measuring the same thing as those ten prevewstyitted to Rasch analysis, one
might have expected the range in item difficulty to increash wibre items. This restricted
range in item difficulty also cast doubt on the hypothesis ttateaand dynamic self-regulation
represent a single construct.

Consequently, the Dynamic and Active Learning Inventory Revised-Ngad &
Chissom, 1992) active and dynamic self-regulation items were g#atnto separate Rasch
psychometric analyses. These analyses were aimed at swaistgntran-Nejad’s (1990)

theoretical account of active and dynamic self-regulation asratep linear constructs.
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Importantly, these analyses could provide empirical evidence faralitbty of inferences made
using this instrument. The results of these analyses are peksenteand then synthesized with
those found previously.

Active sdlf-regulation. Dynamic and Active Learning Inventory Revised (Iran-Nejad &
Chissom, 1992) active self-regulation data were submitted to the saalytic procedures
discussed earlier. Not surprisingly, the results of this newRasalysis of the active self-
regulation items were quite similar to those obtained eafll@se changes possible during one
round of data collection were conducted. Specially, misfittinggtemre removed and revisions
were made to the rating scale structure. These changeatelly resulted in person measures for
active self-regulation that approximated an interval scale. Bestila principal components
factor analysis (PCA) of the standardized residuals and its implicatedésa presented next.

One Dynamic and Active Learning Inventory Revised (Iran-Neja@l8ssom, 1992)
active self-regulation item was removed for exceeding aabkptiimits in both its infit and
outfit standardized fit statistics. This item was the sam¢hat excluded during the previous
analysis. Two other items’ infit standardized fit statistiosre outside acceptable limits, but
these items were retained to ensure content coverage. Additjahalte items’ infit and outfit
mean square and standardized fit statistics were within abbefitaits previously with a larger
sample. Item statistics are presented in Table 2.

The same category re-structuring performed previously wasedppd these new
Dynamic and Active Learning Inventory Revised (Iran-Nejad & &ns, 1992) active self-
regulation data after consideration of Linacre’s (2002) critekm expected, the revision of
category structure improved insufficient response category gaumtsmonotonic increases in

response category difficulties, as well as other impogsapécts of rating scale structure outlined
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by Linacre (2002). Distinct peaks were furthermore evident afiémot before category re-
structuring (see Figures 1 and 2). Altering category strudlidreot adversely affect item fit for
the active self-regulation items. The revised rating scale strustatenmarized in Table 3.

After removing the misfitting item and conducting a categ@sgtructuring, principal
components factor analysis (PCA) of the standardized model resréwakled two factors with
substantial eigenvalues. The first factor had an eigenvalue of 1.6xptained 8.9% of the
variance in the observations. Six items had considerable loadings dadtor (see Figure 3). It
is notable that the same six items loaded on a factor identifi¢dei previous analysis. The
second factor had an eigenvalue of 1.5 and explained 8.6% of the varidheeolrservations.
Six items also had considerable loadings on this factorHigeee 4). The items loading on this
second factor were not the same as those loading on the other, altheughwas some
necessary overlap.

Consideration of person and item reliabilities and separation swdieeughout the
various stages of this psychometric analysis reveal a sistiday to that reported earlier (see
Table 4). Both persdrand item summary statistics were acceptable by convertidhe outset
of analysis. However, the removal of the misfitting item #rel revision of category structure
brought person (but not item) summary statistics outside of abtéepiaits. This pattern was
similarly seen during previous analyses. Performing thesegelsandependently indicated that
these decrements were owed primarily to the categoryuetisting as opposed to item removal.

However, the category re-structuring was again retainedetet e criteria for rating scale

" Only person reliability was acceptable initiallyrihg the previous application of the Rasch motiel Bynamic
and Active Learning Inventory Revised (DALI-R; Ir&tejad & Chissom, 1992) active self-regulation item
(Reeves, 2009).
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optimization outlined by Linacre (2002). Notably, the category retstring did have the
favorable impact of doubling the range in difficulty seen across these items.

Inspection of the person-item map (see Figure 5) and a bubblepldttirtg persons and
items (see Figure 6) on the same hypothetical scale also provided sometiofoahaut overall
instrument quality for these nine remaining active self-reguilatems. These figures generally
indicate that some gaps in item difficulty coverage existed cedlyenear those individuals with
the highest and lowest estimated active self-regulation scores. phesitions of these gaps will
be discussed in greater detail later.

Dynamic self-regulation. The dynamic self-regulation items from the Dynamic and
Active Learning Inventory Revised (DALI-R; Iran-Nejad & Céosn, 1992) were submitted to
the same set of Rasch analyses. Seven items were réhfimvedceeding acceptable limits in at
least both their infit and outfit standardized fit statisticse @maining item’s infit standardized
fit statistic was also outside acceptable limits, but tlEmitvas retained. Final dynamic self-
regulation item statistics are presented in Table 5.

The same category re-structuring performed for the DAldeRve self-regulation data
was performed with the dynamic self-regulation items aftersideration of Linacre’s (2002)
criteria. As expected, the revision of category structure ingatansufficient response category
counts, non-monotonic increases in response category difficulties, Frdroportant aspects of

rating scale structure outlined by Linacre (2002). Distinct peakthermore, were evident after

8 K. Ahuna (personal communication, August 4, 2008)ed that one misfitting (and removed) item (‘thdiit
difficult to keep my mind on the topic | am studgihwas very similar to another (“I have a hardeigoncentrating
when | am studying”) that behaved in accordancé tie model and was retained. Despite this perbapspected
difference in model fit, removing one of these itetrad the favorable effect of eliminating an iteedundancy
(Bond & Fox, 2007).
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but not before category re-structuring (see Figures 7 andlt8)ing category structure did not
adversely affect item fit for the dynamic self-regulatitems. The revised rating scale structure
is summarized in Table 6.

After removing the misfitting items and conducting a catggerstructuring, principal
components factor analysis (PCA) of the standardized model resréwakled two factors with
substantial eigenvalues. The first factor had an eigenvalue of 2.9xptained 6.5% of the
variance in the observations. Ten items had considerable loadirigs dactor (see Figure 9).
The second factor had an eigenvalue of 1.5 and explained 3.4% of the eanarice
observations. Six items had considerable loadings on this factorF{gees 10). The items
loading on this second factor were not entirely the same asltdexing on the other, although
some overlap existed.

Consideration of person and item reliabilities and separation swdieeughout the
various stages of this psychometric analysis reveal a sistday to that reported twice earlier
(see Table 7). Both person and item summary statistics weeptable by conventions at the
outset of analysis. However, the removal of the misfitting items the revision of category
structure brought person (but not item) summary statistics deutsf acceptable limits.
Performing these changes independently indicated that thesendatsevere owed primarily to
the removal of misfitting items as opposed to the revision @&goay structure. This was the
opposite pattern of that seen with analysis of the active gplifaton items for this study.
However, this is likely due to the removal of multiple item®jgosed to just one. The category
re-structuring was again maintained to meet the criterisatong scale optimization outlined by
Linacre (2002). Notably, the category re-structuring againthadavorable impact of almost

doubling the range in difficulty seen across these items.
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Inspection of the person-item map (see Figure 11) and a bubble chart plotsiogspand
items (see Figure 12) on the same hypothetical scalepralgnled some information regarding
overall instrument quality for the dynamic self-regulation iteiffgese figures generally indicate
that some gaps in item difficulty coverage existed, especmligide of mean-level person
ability and at the lower end of the person ability distribution. ifli@ications of these gaps in
item difficulty coverage will be discussed in more detail later.

Conclusions. The previous analyses were intended to provide evidence for the vafidity
claims made from the Dynamic and Active Learning Inventory ReM{BALI-R; Iran-Nejad &
Chissom, 1992) regarding active and dynamic self-regulation. Thisdaas primarily by
investigating dimensionality of measurement. Dimensionality egdored by way of item
model fit and the results of the principal components factorysesl Information regarding
broader instrument quality was also provided by inspection of the pgesomaps and various
indicators of overall instrument quality.

While only one active self-regulation item was removed, tiveeee seven clearly
misfitting dynamic self-regulation items. This suggestet the original dynamic self-regulation
item set was less coherent in terms of its measuremerat sihgle construct. Principal
components analyses (PCAs) of both the active and dynamic sd@iitreg items each revealed
two possible sub-dimensichsaptured by the items. Speculation as to the nature of these sub-
dimensions likely would be tenuous. However, they do suggest non-dimeitgionaloth sets
of items. The eigenvalue of the first factor revealed indyn@amic set, moreover, was larger

than that observed in active self-regulation items. The loadingsdofidual items on these

° The previous PCA analysis of the active self-ratjah items (Reeves, 2009) only yielded one possshib-
dimension.
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factors were also larger in the dynamic set. This suggeststhiere may be more of a non-
dimensionality problem in the dynamic self-regulation itéfns.

Although the ranges in both active and dynamic self-regulationdi#ficulty were small
initially, improvements were seen with the revision of categtmyctire. However, the final
item difficulty ranges were still not as large as thosgctv might ensure confidence that one is
measuring a real, unidimensional construct (Bond & Fox, 2007). Gaps alsreobserved,
especially at the upper and lower ends of the distribution of gemtts’ abilities, during all
Rasch calibratiorts. This finding again might be best understood by considering the mianner
which the Dynamic and Active Learning Inventory Revised (DAL Ih&n-Nejad & Chissom,
1992) was developed. That is, those items retained for the most vecsioin of the DALI-R
may represent only those items that maximally discriminatashg participants. They therefore
may not represent the entire linear progressions.

Despite evidence of non-dimensionality from the PCA, fit stedisnostly supported the
notion that the active self-regulation items were measuringetbong of a linear character.
Because of the advantages of the Rasch measurement approadhla weas constructed from
the nine remaining items. This decision was also made in ligbthefr theoretical models of
self-regulated learning (SRL; e.g., the performance stagegmmerman, 2000; 2002) that are
remarkably similar to Iran-Nejad’s (1990) notion of active self-reguiat

Again despite the results of PCA, fit statistics for the iamg 14 dynamic self-
regulation items also provided some support for the claim thattdweynight be measuring

something of a linear character. Person measures weredmmsiied from these 14 remaining

% However, the amounts of explained variance inaittéve self-regulation observations reveal a patseiggesting
the opposite.
' Gaps in item difficulty coverage in the dynamidfsegulation items were more problematic at thevdo levels

than at the higher levels.
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items. Although the variable constructed from this amalgamafidems is hereafter referred to
as dynamic self-regulation, the reader should be skeptical gpdhns as to whether or not it
necessarily reflects the non-executive self-regulation of legrmrocesses. The potential
limitations of conclusions regarding dynamic self-regulatialh be discussed later in much
greater detail.

Subsequent analyses were conducted with scale scores cretiteccanclusion of the
psychometric analyses of the DALI-R active and dynamicrseffilation item¥. Logit scores
were re-scaled to a mean of 500 as recommended by Wright@mal (3079). The value of one
logit was also set at 100. This avoided dealing with negative Vagiies. Active and dynamic
self-regulation growth measures were then calculated by subgyaoitial from final status
Rasch person measure scale scores.

DESCRIPTIVE STATISTICS

Means, standard deviations and other descriptive statistick éon&inuous variables are
presented in Table 8. There was a restriction in the possibfesanf three out of the five
intervention exposure variables (i.e., attendance, commitment anc@yabteans and standard
deviations for Dynamic and Active Learning Inventory Revised (BDRL Iran-Nejad &
Chissom, 1992) scale score and growth variables for all levels dadtms of classification
(e.g., racel/ethnicity) are presented in Table 9. Relevant pgermean differences will be
discussed where appropriate throughout the remainder of this mahustdditionally,

frequencies and valid percentages for all categorical variablesesenped in Table 1.

12|t is notable that Dynamic and Active Learningéntory Revised (DALI-R; Iran-Nejad & Chissom, 199@ms
were removed solely on the basis of Rasch modei fie Thus, although the researcher’s opinion rdijey the
remaining items’ representativeness of Iran-Nejéti390) theory are presented later, person measgesyielded
from only those items identified as behaving inadance with the Rasch model.
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Data were represented graphically and inspected before procedthnthevinferential
statistical analyses. The distributions of all continuous variakées examined for normality
and skewness. The five intervention exposure variables were negaskelved. All six
variables resulting from Rasch analysis were normally diged. Scatter plots of the
relationships between continuous variables were also inspectédefarity. The relationships
between all intervention exposure variables were approximatedgrli as were those between
the intervention exposure and active and dynamic self-regulatovtlgrariables. Furthermore,
the relationships between all Dynamic and Active Learning liovgriRevised (DALI-R; Iran-
Nejad & Chissom, 1992) scale score and computed growth variablesalso approximately
linear.

Pearson product-moment correlation coefficient {lescribing the linear relationships
between the five intervention exposure variables ranged from .362 to rtb6vere all
statistically significant s < .01). Pearson product-moment correlation coefficiensg (
describing the linear relationships between the Dynamic angiéAcgarning Inventory Revised
(DALI-R; Iran-Nejad & Chissom, 1992) scale score and growthabées are presented in Table
10. There were statistically significant correlations betwalé of these variables except for the
correlations between initial status in dynamic self-reguaéind final status in both active= -
.042,p > .05) and dynamia = .120,p > .01) self-regulation.

Most notably, there was a moderate negative correlation betwéiga aelf-regulation
initial status and growthr (= -.637,p < .01) and a moderate positive correlation between active
self-regulation final status and growth=.646,p < .01). This suggests that participants with an
initial lower status tended to evidence more growth throughout theecdumilar pattern was

observed for dynamic self-regulation. That is, there was a mi@deegative correlatiom € -
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.631,p < .01) between dynamic self-regulation initial status and growth, amolderate positive
correlation € = .694,p < .01) between dynamic self-regulation final status and growth. Together,
these findings suggest that participants with more room to groactime and dynamic self-
regulation demonstrated more growth over the course of the entes. Also notable, both
initial status ( = .528,p = .10), final statusr(= .540,p = .10) and growthr(= .599,p < .01) in
active and dynamic self-regulation were also moderatelyipelgitcorrelated; these interesting
correlations will be discussed later.

Only five bivariate Pearson product-moment correlations betweenenteyn exposure
and Dynamic and Active Learning Inventory Revised (DALI-R; INgjad & Chissom, 1992)
scale score and growth variables were statisticallyfsignt. Attendance was slightly positively
related to initial status in both dynarhi¢r = .156,p < .05) and active self-regulation¥ .179,p
< .05) and slightly negatively related £ -.146,p < .05) to active self-regulation growth. This
suggests a tendency for participants with higher initial leeélslynamic and active self-
regulation to attend weekly peer monitored self-assessmentngseehore often than their
counterparts. The (unexpected) small negative correlation betwesdance and growth in
active self-regulation suggests that students more often atetidgse meetings tended to
experience less growth in active self-regulation. The concluthah attendance of these
meetings is detrimental to growth in active self-regulation,dw@w is not necessarily warranted
based on this small negative correlation. This indicator of meatiagdance is confounded with
tardiness, as attendance points were deducted if a student gtarethan ten minutes into the
meeting (irrespective of whether or not everything planned fomieting was accomplished).
Given the restricted range and negatively skewed nature of tiébblea students who perhaps

consistently arrived late—consequently reducing their attendanocéspdiut otherwise self-

13 This bivariate correlation will be expounded iriaiklater.
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reporting growth in active self-regulation might be fueling temall negative correlation.
Alternatively, students more often attending these meetings couddgmmsessed higher initial
levels of active self-regulation such that they did not experiaagauch growth throughout the
course of the intervention. Empirical support for this latter hysmhe presented later. Lastly,
commitment ( = .159,p < .05) and practice & .173,p < .05) were slightly positively related to
final dynamic self-regulation status. These correlations sugfggisthere was a slight tendency
for those who attempted employing the prescribed techniques (coemtjtrand for those who
ultimately mastered these techniques against a set of stitith, to self-report higher final
levels of dynamic self-regulation.
INFERENTIAL STATISTICS

Do participants report increased active, dynamic self-regulatory control following the
intervention? To examine whether growth in active or dynamic self-reguiadiccurred over the
course of the intervention, on average, one satdfgsts were conducted to determine whether
mean growth in both active and dynamic self-regulation wasststally distinguishable from
zero. Growth in self-reported active self-regulation wasssizally significant,t(183)= 6.971,p
< .001. The magnitude of this growth in standard deviation 'initas estimated at .66. This
suggests practically significant growth in active self-regotatiover the course of the
intervention (Cohen, 1988). Growth in self-reported dynamic self-regulatvas also
statistically significantt(185) = 5.871,p < .001. The magnitude of this growth in standard
deviation units was estimated at .55, also suggesting practiatyingful growth in dynamic

self-regulation over the course of the intervention (Cohen, 1988).

14 Active and dynamic self-regulation mean growth wasded by the standard deviation of the respecfiosttest
scale scores, which were slightly larger than tlaagmretest.
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Given the moderate negative correlations between initial statusoth active and
dynamic self-regulation and the respective amounts of growth oldseéwvig the course of the
intervention, additional analyses were conducted to estimate the aof@uatvth observed as a
function of initial status. Participants were divided into quartiles the basis of their active and
dynamic self-regulation initial statuses for these analySessistent with expectation$ the
amount of growth observed in both active and dynamic self-regulationgimout the course of
the intervention varied as a function of initial status.

To investigate whether these various initial status groups were infiacedt in terms of
their active or dynamic self-regulation as self-reported onDixeamic and Active Learning
Inventory Revised (DALI-R; Iran-Nejad, 1992) at the outset of titervention, significance
tests for initial status scale score mean difference® wenducted. Also, estimates of the
magnitudes of these differences in standard devidtianits were calculated. There were
statistically significant differences on the DALI-R betweall quartiles for both active and
dynamic self-regulation initial status. The magnitude of thegfice in standard deviation units
between the highest and lowest initial status quartiles was 2.58 for selfiregulation and 2.43
for dynamic self-regulation. Standardized differences on thisure&&tween each of the other
guartiles for both active and dynamic self-regulation were alactipally meaningful, ranging

from .59 to 1.0. These analyses suggested that the individuals comphsisg various

!> The groupings are only approximate quartiles) (because some participants were assigned idefasch
person measure estimates. This impeded the atoilityake the exact quartile cuts specified by tredyah

16 The threat of regression toward the mean was Kibdbught to the author’s attention by J. Lee (pead
communication, July 7, 2009).

" Mean quartile differences were divided by the eesive pooled standard deviations of the active dymamic

initial status scale score variables.
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groupings were meaningfully different—according to the DALI-R—t#e beginning of the
intervention.

The next set of analyses was geared at investigating wiggtheth in both active and
dynamic self-regulation varied as function of participants’ éespe initial status. For active
self-regulation (see Table 11), only three of the initial stguuestiles experienced statistically
significant change throughout the course of the intervention. Sgdgifithe first and second
guartiles demonstrated statistically significant growth frpre- to posttest. The respective
magnitude of the growth for these quartiles in standard deviatias was 1.71 and .67.
Although descriptive statistics revealed that the third quaalsie experienced growth, it was not
statistically distinguishable from zero. Interestingly, therth quartile experienced a statistically
significant decrease in self-reported active self-regulatiomoughout the course of the
intervention (.36 of a standard deviation).

This pattern was similar for dynamic self-regulation ($able 12), although the third
quartile also experienced statistically significant growthodghout the course of the
intervention. The magnitude of self-reported growth in dynamic eglitation for the first,
second and third quartiles, respectively, was 1.42, .77, and .37. Asvim sadf-regulation, the
fourth quartile also self-reported a statistically significdatrease in dynamic self-regulation
throughout the course of the intervention. The magnitude of this dednestsandard deviation
units was .36 of a standard deviation.

To explore the problematic finding that some participants eplifted decreases in
active and dynamic self-regulation throughout the course ofntieevention, the upper initial
status quartiles for each construct were next examined rfamel\c First, descriptive statistics

and a graphic representation of the data were inspected. The eaugetandard deviations in
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initial status were larger in the upper quartiles for both aciivé dynamic self-regulation.
Histograms for both the active and dynamic self-regulation Iownesl status quartiles revealed
that the distributions were positively skew&dSecond, initial status person measures for this
quartile were considered with respect to Dynamic and Activanima Inventory Revised
(DALI-R; Iran-Nejad & Chissom, 1992) Rasch item difficulty esdtes. For active self-
regulation initial status, 24 of the 37 individuals in the upper quérdideperson ability estimates
which exceeded the estimate of the most difficult item. Thahey were initially very high on
active self-regulation as measured by this instrument. If orseusing a ruler, this would be
analogous to making a measurement estimate that is above thpsegheist marks on the ruler
itself. The lack of items with estimated difficulties hightan the initial statuses of these
individuals implies that the instrument may not necessarily Hestured items to further
differentiate individuals within an even higher ability range. In @stfrfor dynamic self-
regulation initial status, only 1 of the 42 individuals in the upper qednad a person ability
estimate that exceeded the highest item difficulty eséimidhlike with active self-regulation,
this does not necessarily suggest that an initial lack of roorgrowth is behind their failure to
demonstrate such growth at posttest using this instrument.

These analyses might shed light on the reasons why some indiuvitidialet evidence
growth in active self-regulation throughout the course of the sem@stey do not, however,
provide evidence as to why this was the case with dynamiaegglfation. Further, these
analyses do not explain why there was a statisticallyfgignt decreasgon average, for these

highest initial status groups. An alternative explanation for th@eblematic findings is

18 This was particularly the case for active selfulatjon initial status within this upper range. Hower, the
distributions for the entire range of initial statin both active and dynamic self-regulation wegnmally
distributed.
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presented later in Conclusions. Additionally, the implications of tkeseriptive analyses for
the suitability of using these items with this calibration samplerasepted later.

Does observed growth differ by instructor? Descriptive analyses (see Table 9) revealed
that there were sample mean differences in both active and dyrsatiiregulation growth
favoring different instructors. However, a multivariate analp$ variance (MANOVA) did not
yield a statistically significant multivariate difference active and dynamic self-regulation
growth by instructorf(2, 181) = 1.105p = .333. Univariate results for both activ1, 182) =
498,p = .481, and dynamid;(1, 182) = .387p = .535, self-regulation mean growth differences
were also not statistically significant. These resultgyesgthat there were not differences in
self-reported active and dynamic self-regulation growth obdaitueng the course as a function
of the instructor.

Does observed growth differ by participant motivation? Descriptive analyses revealed
mean differences in active self-regulation growth between thasgcipants enrolling in the
intervention for different primary reasons (see Table 9), fagatitwse students indicating “I
needed to improve my GPA,” “My advisor recommended it” and “It wasidatory™ over
those enrolled because “The course content seemed interestiny” reeetled an elective” (in
that order). The pattern of mean growth differences for dynasiferegulation was somewhat
different, although the same three groups experienced the most dsaetfiable 9); dynamic
self-regulation growth favored those responding “My advisor recommergedit is
mandatory” and “I needed to improve my GPA” over those responding tedean elective”

and “The course content seemed interesting” (in that order).

¥ The “It was mandatory” response category growtlamsefor both active and dynamic self-regulationenesased
on only two participants.
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After excluding the “It was mandatory” group € 2), a multivariate analysis of variance
(MANOVA) revealed a statistically significant multivate difference in active and dynamic
self-regulation as a function of participant motivatiéii¢, 352) = 2.421p < .05. However,
inspection of univariate analysis of variance (ANOVA) results atestrated that only growth in
active self-regulation was distinguishable by this motivatimuging, F(3, 176) = 3.162p <
.05; growth in dynamic self-regulation was only marginally 53, 176) = 2.507p = .06. At
first blush, this suggested that participant motivations weevaat to the amount of growth
observed in active (and possibly dynamic) self-regulation.

However, the reader will recall that there was a negativariaie Pearson product-
moment correlation between initial status in both active and dynaeii-regulation and the
respective amount of growth observed. Consequently, analyses weretedniducule out the
possibility that the relationship between participant motivation aogthr was a regression
artifact. After including both active and dynamic self-regolatnitial statuses in the model, the
multivariate difference was no longer statistically sigaifit, F(6,348) = 1.437,p = .199.
Univariate differences were also not observed for either ad#(\3174) = 1.948p = .124, or
dynamic,F(3,174) = .148p = .931, self-regulation after controlling for initial status in these
variables. This suggests that motivational factors were rel@vatplaining observed growth
only to the extent that they reflected the amount of room for growth participahiisitinelly.

Six post hoc contrasts were conducted secondary to the omnibus nat#iamalysis of
variance (MANOVA) to determine whether there were specifiatigically significant
differences in active and dynamic self-regulation growth eetwgroups indicating particular
primary reasons for enrolling in the intervention. There was notatstgally significant

multivariate difference in active and dynamic self-regulagoowth between the “My advisor
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recommended it” and the “I needed to improve my GPA” grok(i,91) = .232p = .793, nor
were the univariate differences in acti¥€l, 92) = .054p = .816, or dynamick(1, 92) = .120,
p = .730, self-regulation statistically significant. There algms not a statistically significant
multivariate difference in active and dynamic self-regulagoowth between the “My advisor
recommended it” and the “I needed an elective” gro&3, 48) = 2.371p = .104. However,
there was a statistically significant univariate diffeenn active self-regulatiorf;(1, 49) =
4.766,p < .05, favoring those that endorsed “My advisor recommended it.” TWwaseno
statistically significant difference observed between thesegroups in terms of their growth in
dynamic self-regulation-(1, 92) =1.751p = .192. After controlling for initial status in active
self-regulation, however, there was no longer a statistisalyificant difference between these
two groups in terms of the amount of active self-regulation graveth $elf-reported;(1, 48) =
3.401,p = .071. This again suggested that it was not motivational factorsfuelksd this
difference but rather participants’ levels of active sedufation at the beginning of the
intervention. There was not a statistically significant matiate difference in active and
dynamic self-regulation between the “My advisor recommendednt’ “The course content
seemed interesting” groups(2, 82) = 2.442p = .093. The univariate difference for active self-
regulation also was not statistically significaf¢l, 83) = 1.883p = .174.However, there was a
statistically significant difference in terms of dynarsedf-regulation growthi-(1,83) = 4.886p

< .05, favoring those that endorsed “My advisor recommended it.” Adtetrolling for initial
status in dynamic self-regulation, this difference was agaifonger statistically significant,
F(1, 82) = .619p =.434. There was a statistically significant multivariatéed#nce in active
and dynamic self-regulation between those responding “I neededptovie my GPA” and “I

needed an electiveF(2, 92) = 3.670p < .05. However, only the univariate difference between
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these two groups in active(1, 93) = 6.600p < .05, but not dynamid;(1, 93) = .896p = .346,
self-regulation was statistically significant. This difiece favored those indicating “I need to
improve my GPA.” Unlike the previous analyses, after controllingactive self-regulation
initial status for this comparison, this difference remainatissically significant,F(1, 92) =
5.552,p < .01. To investigate the magnitude of this difference in standardtideviaits after
controlling for initial status in active self-regulation, a unigtei multiple regression analysis
was conducted to simultaneously predict active self-regulati@wtr on the basis of
participants’ initial status and a dummy variable in which “Idegeto improve my GPA” was
coded 1 and “I needed an elective” was coded 0. The resultingasdaet! beta coefficient was
.181,; this suggests a small effect of being motivated to improve GHA relative to taking the
course as an elective. The contrast between “I needed to improPdyYy and “The course
content seemed interesting” did not yield a statistically Bggmt multivariate difference in
active and dynamic self-regulatio(2, 126) = 2.842p = .062. However, both univariate tests
for differences in activelr(1, 127) = 4.025p < .05, and dynamid;(1, 127) = 5.140p < .05,
self-regulation were statistically significant. When res$pely controlling for active and
dynamic self-regulation initial status, however, growth in botlvedt(1, 125) = .553p = .458,
and dynamicF(1, 125) = .002p = .965, self-regulation was no longer distinguishable by this
grouping. The last contrast between “I needed an elective” ahd tburse content seemed
interesting” did not yield either a multivariate differenE€2, 83) = .054p = .098, or univariate
differences in either activé;(1, 84) = 1.556p = .216, or dynamick(1, 84) = .795p = .375,

self-regulation growth.
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Does observed growth differ by the extent to which participants receive the intervention
as intended? Multiple regression analyses were conducted to determine whdtbefive
indicators of intervention exposure were systematically rekateshy observed growth in either
active or dynamic self-regulation. Only attendance of weedslffassessment meetings with a
peer monitor was related statistically to growth in acsigi-regulation while controlling for the
other intervention exposure variables (Beta = -.32%,-2.801,p < .01). Specifically, a one
standard deviation increase in the attendance of these meetingsssociated with a .321 of a
standard deviation decrease in active self-regulation growth. th&eunexpected negative
bivariate correlation between these variables reported edHisrsuggests that attendance of
weekly meetings was associated with less growth in active sgifateon.

However, in light of the finding that initial status in actiwfgsegulation was related to
the amount of growth observed, a second model that included activegseétian initial status
was estimated. This was done to combat the threat of regrees/ard the mean to the internal
validity of this finding. This analysis examined the extent toclhhese various intervention
exposure variables were systematically related to the Qroutcome while controlling for the
others as well as accounting for where individuals were at tgmrbeg of the intervention.
After accounting for initial status in active self-regulatioattendance was no longer
systematically related to the active self-regulation gnoadtcomet = 1.527,p = .129. This
lends support to the author's hypothesis regarding this unexpectetivaegarelation that
students more often attending weekly self-assessment meetilg kad less room to grow in
active self-regulation over the course of the intervention.

Only the extent to which students mastered the prescribed techrjopaetice) was

related systematically to growth in dynamic self-regafat(Beta = .199t1 = 2.019,p < .05)
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while controlling for the other intervention exposure variables. Spaltyf, a one standard
deviation increase in practice was associated with a .199 ohdastiadeviation increase in
dynamic self-regulation growth. However, after controlling faitial status in dynamic self-
regulation, practice was no longer related to dynamic selfiaggn growth { = 1.404,p =
162).

Does observed growth differ by participant race/ethnicity or gender? After excluding
Hispanic 6 = 10) participants, as well as those indicating “Other”< 1) and whose
race/ethnicity was unknowm (= 19), a multivariate analysis of variance (MANOVA) did not
yield a statistically significant multivariate difference active and dynamic self-regulation
growth by race/ethnicityt-(4, 302) = 1.476p = .209. Univariate results for both activg(2,
151) = 2.558p = .081, and dynamid;(2, 151) = .209p = .812, self-regulation mean growth
differences were also not statistically significant. Bhessults suggested that there were not
omnibus race/ethnicity differences in self-reported growth fiv@@and dynamic self-regulation
observed throughout the course.

Three post hoc contrasts, however, were conducted secondary to thbusmni
multivariate analysis of variance (MANOVA) to determine wiegt there were specific
statistically significant differences in active and dynamself-regulation growth between
particular racial/ethnic subgroups. There was not a statigtsignificant multivariate difference

between White and Black students in terms of their growth in active and dyredfiegsilation,

F(2, 131) = .457p = .634. Univariate results for both acti#l, 132) = .920p = .339, and

dynamic,F(1, 132)

.288p = .593, self-regulation also were not significant for this contrast.
There also was not a statistically significant multivaridifference between Asian or Pacific

Islander and Black participants in terms of their growth in botiveaand dynamic self-
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regulationF(2, 38) = .637p = .535. Univariate results for both activ&1, 39) = .919p = .344,
and dynamic,F(1, 39) = .010,p = .923, self-regulation again were not significant. The
multivariate difference between Asian or Pacific Islander arutéVstudents also was not
statistically significantF(2, 130) = 2.868p = .060. However, there was a statistically significant
univariate difference in growth in active self-regulatiéifl, 131) = 4.797p = .05, favoring
Asian or Pacific Islander students. There was not a staligtggnificant univariate difference
between these groups for dynamic self-regulattgh, 131) = .182p = .670.

These findings suggested that although there were not omnibusthiaaety differences
in terms of growth in active and dynamic self-regulation, tiaae a specific difference in active
self-regulation growth favoring Asian or Pacific Islander owdrnite participants. However, to
ensure that this difference in growth was not a regressidacartinitial status in active self-
regulation was simultaneously included in this same statisticalel just reported. Results
indicated that after including initial status in the model, thees wo longer a statistically
significant differenceF(1, 130) = 2.456p = .120, between Asian or Pacific Islander and White
students in terms of the active self-regulation growth theyrebdealuring the intervention. This
suggests that the growth differences observed were more ah @fhaitial differences in the
dependent measure than they were the result of differentialenteon effectiveness. Inspection
of Table 9 lends support to this contention.

Descriptive analyses (see Table 9) revealed slight diifesein active and, in particular,
dynamic self-regulation growth means as a function of particiggrder. However, a
multivariate analysis of variance (MANOVA) did not yield atistiecally significant multivariate
difference in active and dynamic self-regulation growth by geri€@, 181) = .160p = .853.

Univariate results for both active(1, 182) = .036p = .851, and dynamid;(1, 182) = .292p =
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.589, self-regulation mean growth differences were also nottstallis significant. These results
suggest that there were not gender differences in selftegpactive and dynamic self-regulation

growth observed throughout the course.
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CHAPTER FIVE: CONCLUSIONS

This study first investigated the validity of Dynamic and Actarel Learning Inventory
Revised (DALI-R; Iran-Nejad & Chissom, 1992) inferences regardtitye and dynamic self-
regulation via the application of the Rasch measurement model. Tdoevdet collected both
before and after an intervention targeted at fostering active ymahic self-regulation (Iran-
Nejad, 1990) in undergraduate students. Subsequent analyses attemptiedate s amount
of growth observed in both active and dynamic self-regulation over thescoiuttse intervention
and to explain the variance in any observed growth in terms otipartt motivations and
intervention exposure. Furthermore, differential effects of therviat¢ion by initial status,
race/ethnicity and gender were also investigated. Findings frongsasahimed at answering
these various research questions are now discussed.

Results of those analyses aimed at providing evidence for tlutyali inferences made
from the DALI-R (Iran-Nejad & Chissom, 1992) were somewhat ciffe than the author’s
expectations. The author had hypothesized that while the analysesgwoulde support for the
DALI-R measuring active self-regulation as a linear, unidimensiaratouct, they would fail to
provide similar evidence regarding dynamic self-regulation. dntrast, mixed evidence for
assertions that the DALI-R measures these two distinct,rlineastructs was lent by the
analyses. Removal of one and seven active and dynamic selfti@gut@ms, respectively, left
nine active and 14 dynamic items behaving mostly with the exmetwaof separate Rasch
models. Remaining item fit suggested these two sets of items wereagpachng something of a
linear character.

However, principal components analysis (PCA) of the standardizedlmegiduals for

both active and dynamic self-regulation item sets indicatedtibat were two sub-dimensions
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possibly captured by each. Notably, PCA eigenvalues and factor loadppmgmared more
problematic (i.e., larger) in the dynamic self-regulation itets, the amount of variance
explained by the PCA resultant factors in the active selita¢gign item observations suggested
the opposite. Nevertheless, in light of the remaining item satsfel fit, variables representing
active and dynamic self-regulation were computed for answeddiji@al research questions.
These results will be discussed following the implications of the psychiorapalyses.

Iran-Nejad’s (1990) account of active and dynamic self-regulas independent
mechanisms by which learning processes are internally selfated does not exist in isolation
from other accounts of this phenomenon (i.e., self-regulated learnihg)lit€rature review
presented earlier discussed other contemporary theoretical acaoiunihese findings. For
example, Zimmerman’s (2000; 2002) account of self-regulated leaf@RIg) was presented in
great detail. The reader will recall that Zimmerman’'s (20@)2) and other (e.g., Winne &
Hadwin, 1998) models of SRL include the performance of strategid;dgeated acts. This
aspect of these models of SRL is remarkably similar toNajad’s (1990) notion of active self-
regulation.

In light of these other theoretical accounts of self-reguldéaaining, the analyses
reported earlier are interpreted by the author to provide some suppdhe claim that the
DALI-R active self-regulation items are measuring the vactistrategic self-regulation of
learning. Care should be taken not to exaggerate the strength evitdhésce, however, since
possible sub-dimensions were observed in data collected from twoategamples. Future
research should unquestionably investigate any systematicitesyahe items loading on these

potential sub-dimensions.
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Conclusions as to the validity of DALI-R inferences regardingadyic self-regulation
are more elusive. Despite the acceptable model fit of 14 remataing, a question arises as to
what is actually being measured. Inspecting the items in Appendix Bdenlidity reveals that
some of the remaining items do not appear to reflect non-exeseliveegulatory processes. For
example, it is unclear how the itevsihen | do NOT understand a concept, | ask the teacher or
other fellow students for clarificatioreflects something that occurs outside the control of the
central executive. There are additional examples in this sbf dems. Interestingly, many of
these face invalid items did behave in accordance with the Rasibdl when submitted together
with the others.

The nature of dynamic self-regulation thus still remains clduldan-Nejad and Chissom
(1992) state that dynamic self-regulation is marked by intewsiosity, postdiction and
reflective metacognition, among other things. One, however, could #nguehese are each
actually linear constructs themselves. To counter such an arguinemtld be possible to
define dynamic self-regulation as a broader unidimensionatrachshat is evidenced by things
like interest, curiosity, postdiction and reflective metacognitiet, even if this argument was
made, the question would still remain as to why some items do tnfaiceavalue, appear to
reflect non-executive self-regulatory intrinsic brain proces§bs nonexecutive characteristic
is noted by Iran-Nejad (1990) to be fundamental to the nature of dynamiegakitron.

Aside from qualitative observations on the part of the author, some fanélioigp this
research project might shed light on this issue. In partidiarnitial correlation between active
and dynamic self-regulation was statistically significant and moderatagnituder = .528 p<
.01. This observed correlation might have been unexpected for two reasenslran-Nejad

(1990) theorized that these two sources of self-regulation goverrediffierms of learning and

72



are distinct mechanisms by which individuals’ learning procemsesternally self-regulated. If
these two sources of self-regulation represent separate umgstsuch a large statistical
relationship might not have been expected. Second, Iran-Nejad (198€k dkat as students
grow older, they rely less and less on dynamic self-regulati favor of engaging in active,
strategic self-regulatory behavior. According to Iran-Nejad (1,98d)viduals enrolled in post-
secondary institutions would thus be relying primarily on activeregulation. If this was the
case, the initial correlation between active and dynamieragifiation might have been less
robust, as the data were collected from a sampling of this papulati students. As it was,
individuals who often engaged in active self-regulation were alsoewbat inclined to
experience the influence of dynamic self-regulation on teamming processes. Furthermore, the
moderate bivariate correlations between active and dynamiceggilfation at the end of the
intervention, as well as the amount of growth observed throughout its catgsealso
noteworthy. These correlations too suggest that there might beas@rap between these two
constructs.

It is also interesting that the extent to which participatiended weekly self-assessment
meetings was positively related to initial statudath active and dynamic self-regulatiéhThe
extent to which a participant attends such meetings clearly magtivational aspect to it, and
this correlation suggests that motivational factors wereecklat both dynamic and active self-
regulation prior to the intervention. The correlation between attendamtehe former (i.e.,
active self-regulation) might have been expected, as they both inaolvely behaving in a
manner that contributes to success in one’s academic endeavorsn@aging in strategic self-

regulation or going to a required course component). Furthermore, MarphyAlexander

% The magnitudes of these two bivariate correlativage also similar.
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(2000) and McComb and Marzano (1990) underscore the importance of motivédcines in
similar conceptions of self-regulated learning (SRL).

In contrast, the correlation between attendance and one’s lewglarhat self-regulation
at the beginning of the course might not have been expected. Wofkfgran-Nejad’'s (1990)
theory, the author would hypothesiz¢hat the extent to which one makes an effort to attend
weekly self-assessment meetings would not necessarily dteddb the extent to which their
learning processes are internally self-regulated by nocdéixe (i.e.,uncontrolled intrinsic
brain processes. This correlation suggests—albeit tenuously—thatntiagr be somewhat of a
motivational character to “dynamic self-regulation” as meainy the DALI-R. However, it is
recognized that these perhaps unexpected bivariate correlagionst e used to solely frame
such an argument. Nonetheless, inferences that follow regardingruy self-regulation” (Iran-
Nejad, 1990) should be interpreted with caution, as additional resesechtsi nature is still
clearly needed.

On the whole, self-reported growth in both active and dynamicresglfiation was
observed throughout the course of the intervention. The magnitude oténal growth was on
the order of .66 of a standard deviation for active self-regulation5&naf a standard deviation
for dynamic self-regulation. After taking into considerationtipgrants’ initial status, however,
conclusions regarding growth throughout the course of this intervendmmore nuanced. The
approximately 50 percent of participants with the lowest irsdftreported levels of active self-
regulation experienced practically meaningful growth in this tcoass by the end of the

intervention. Moreover, the approximately 75 percent participants wethothest self-reported

% There were no a priori hypotheses regarding theioaships between the intervention exposure té@mand
Dynamic and Active Learning Inventory Revised (DAR] Iran-Nejad & Chissom, 1992) initial and findhtis
scale score variables; hypotheses were only magirdimg some the growth variables. The consideratiothis
issue occurred only after descriptive statisticallgses.
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initial levels of dynamic self-regulation demonstrated praltyicaeaningful growth, on average,

in that which is captured by this set of itéfnThese findings could be taken to suggest that this
intervention is effective in promoting active and dynamic sejtd&tion in most of its
participants.

Then again, not all participants experienced self-reported gromdbtive and dynamic
self-regulation. For example, those initially between approxiydhe 58' and 78" percentiles
in active self-regulation did not demonstrate statisticalgnificant growth throughout the
course of the intervention. This finding suggests that some participants do nat betesins of
active self-regulation, from the intervention. However, this finding might tierhenderstood by
considering the statistical power of the inferential staastanalyses employed. Although the
amount of growth self-reported was statistically indistinguishdf@en zero, inspection of
descriptive statistics (see Table 9) reveal that thereanassitive growth mean for this group.
Yet, the sample size may not have afforded enough statisticargowconfidently detect an
effect of that magnitude.

Also, those initially in approximately the top 25 percent in termshefr active and
dynamic self-regulation actually reported respective steibti significant decreases in active
and dynamic self-regulation from pre- to posttest. This unexpdcigithg that some students
actually self-report less active and dynamic self-regulatinposttest is a much more
problematic finding than no growth at all. That is, this interventsomtended to foster self-
regulatory abilities, not diminish them among those whose learsiradready self-regulated.

Descriptive analyses reported earlier suggested that the fangctive self-regulation item

2 For example, Hattie, Biggs, and Purdie’s (1996)aramalysis revealed that motivational factors saccessfully
be targeted by these kinds of interventions.
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difficulty might have prohibited demonstrating growth for those pperds initially very high
on active self-regulation. No such evidence was found to provide a rsimstaumentation-
related explanation for a lack of observed growth for the uppertiguin dynamic self-
regulation. Furthermore, those analyses could not elucidatededrgasesvere observed for
these initially highest groups. To explain this, one might considemlathbaracy with which
participants initially responded to the Dynamic and Active Learimmgntory Revised (DALI-
R; Iran-Nejad & Chissom, 1992) at the beginning of the intereenfor example, it is possible
that those participants indicating initially high levels of eithetive or dynamic self-regulation
may have been overconfident at pretest only to perhaps moreicalyisreport their self-
regulatory processes by the intervention’s end. This conclusion, hovueenmely speculative
on the part of the author.

These findings that some participants experienced decreasds/énaand dynamic self-
regulation could be taken to indicate that thisversalizedintervention should instead be
implemented as #argeted intervention (Ceci & Papeirno, 2005). Importantly, targeting the
intervention might ensure that it is provided to students in whom grievitely to be observed.
Programmatic changes in response to these findings, however, beoylicemature in light of
some problematic findings yielded from the psychometric analggested here. A qualitative
follow-up study of the intervention experiences of those studentsepalfting decreases in
active or dynamic self-regulation might shed some light on this issue.

It was reported earlier that growth in both active and dynaeiferegulation did not vary
as a function of the instructor who provided direct instruction in eowmntent. This is
consistent with findings reported by Tinnesz, Ahuna & Keiner (2006). fEiligre to explain

variability in growth via an aspect of the intervention itsklis cannot be used to support the
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inference that the intervention is in fact the cause ofdaosgerved growth. However, this null
effect also cannot necessarily be taken as evidence thattéineeintion isnot the cause of any
observed growth. Assuming that other aspects of instructor q(algy delivery) were similar,
such differential growth as a function of the instructor might mestessarily have even been
expected. The interpretation of this finding as it relatebeditlelity with which the intervention
was implemented by the instructors will be elaborated later.

The next research question attempted to address roughly thencdl of motivational
factors on the amount of active and dynamic self-regulation grohah was observed
throughout the course of the intervention. Although there were a faiberuaof initial growth
differences between groups endorsing various primary reasoesrfiling in the course, all but
one became non-significant after controlling for initial statuthe relevant measure. The only
remaining statistically significant difference was thawesstn “| needed to improve my GPA”
and “l needed an elective” in active self-regulation growth. Teamdifference in active self-
regulation was most pronounced for this pair, so it is not surpribiagthis was the only
difference that remained statistically significant after colmglfor initial status.

It is difficult to provide a generalizable interpretation of fimsling in which the author
can be confident. These five response categories were not éxgifotinded in the motivation
literature when they were developed by the author and his colleagdiesubsequently
administered for programmatic purposes. However, this particatgrast® might correspond

roughly to the distinction between intrinsic (“I needed an eledtand extrinsic (“I needed to

% The contrast was coded 1 for “| needed to impnmyeGPA” and 0 for “| needed an elective” because lthk
between the former and extrinsic motivation wasrgier than that between the latter and intrinsitivation. This
variable might thus be considered a rough dummyeftrinsic motivation rather than a contrast betwadrinsic
and extrinsic motivation.
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improve my GPA”) motivation (e.g., Ryan & Deci, 2000). Assumingt tthese response
categories roughly captured these two motivations for engagibghavior, it would appear that
individuals who were extrinsically motivated (i.e., by the mnelvaf an improved GPA) were
slightly more successful in evidencing growth in active selidagn throughout the

intervention. Nevertheless, cautions are in order owing to thehpostature of this hypothesis
and the crude programmatic indicator employed.

These analyses demonstrated that only one intervention exposuldevaaa related to
the amount of growth observed in both active and dynamic self-regul&pecifically, only
attendance of weekly self-assessment meetings was asgowidite growth in active self-
regulation, while only the extent to which students mastered tecnived techniques was
related to growth in dynamic self-regulation. However, after adooy for participants’
respective initial statuses in either active or dynamitreglulation, the relationships between
these intervention exposure indicators and growth were no longsticadly significant. Thus,
these findings do not provide evidence that can support an inferenteetivaervention itself is
the cause of observed growth in active or dynamic self-regulation. Thenéxte which
participants had room for growth was instead more important ingngvan explanation for the
growth that was observed.

While this last set of findings might make the reader skalpbt causal inferences
regarding intervention effectiveness, it is necessary dua&t is taken to carefully consider the
intervention exposure variables employed in this study. The realleegall that there were
restricted ranges in some of the intervention exposure variaidethat all five were negatively
skewed. Moreover, these variables all demonstrated somewhateding effect where most

participants were assigned scores at the high end of thibulisin. Thus, while the failure to
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explain variance in the growth measures could in part suggesblikarved growth is due to
maturation or other factors (e.g., a testing effect), the iméoreexposure measures employed
also might simply not have shown enough variability to evidencersgsic relationships with
the outcomes investigated.

The next research question involved whether or not this interventioritfaentially
effective for certain racial/ethnic and gender groups. The ofigreince observed in the amount
of self-reported growth was between Asian or Pacific IslanddrWhite students (favoring the
former) for active self-regulation. However, this differenceswall after accounting for initial
status in participants’ active self-regulation. That is, the rebdedifference in growth as a
function of race/ethnicity was owed to the amount of room there @ragrowth rather than
differential effectiveness of the intervention itself. The asedyreported earlier also did not
demonstrate statistically distinguishable growth in eithevaar dynamic self-regulation as a
function of participant gender. That is, both males and female ameown participants appear to
experience similar growth patterns in active and dynamiersgiflation throughout the course
of the intervention. This is not inconsistent with expectations, as tes no a priori directional
hypothesis predicting that there would be differential growth observed by gender.

Taken together, these findings indicate that beyond theirlisititus all participant§ in
terms of their race/ethnicity and gender, experience similar growth patterns in active and
dynamic self-regulation. Thus, while this does not provide evidenceisaintervention can
potentially help close extant race/ethnicity and gender gaps ingradaate degree-completion

rates, it also does not suggest that it could potentially es@eesuch gaps. The finding that

% As discussed earlier, growth in active self-retjafafavored participants indicating that theirrpairy reason for
enrolling in the intervention was “I needed to iioype my GPA” over those indicating “I needed an &ec’ Also,
interactions between subject variables (addresged) were not investigated.

% Conclusions regarding differential interventiorfeefiveness by race/ethnicity are limited to theesent
comparisons between White, Black and Asian or Ralslfander intervention participants.
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growth was not moderated by race/ethnicity or gender was consigith earlier reviewed
research by Tinnesz, Ahuna & Keiner (2006) who found that growth did riet Qif these and
other (i.e., year in school) participant characteristics.

LIMITATIONSAND FUTURE DIRECTIONS

Although this study attempted to combat threats to the validityprafr empirical
investigations, it certainly was not without limitations of itsmowFirst, there remain threats to
the validity of drawn conclusions related to the instrumentation emloFor example, the
psychometric analyses conducted with Dynamic and Active Leahmuagtory Revised (DALI-
R; Iran-Nejad & Chissom, 1992) data were somewhat limited. Sedbadtiming of data
collection also poses a threat to the validity of drawn conclusidnsl, the fidelity with which
the intervention was implemented was largely neglected in tility.sLastly, threats related to
the data and design of the study were also present. Fortunately,omtrese threats can be
addressed or mitigated by additional research. These thrilat®w be discussed in turn; how
additional research may combat them will be discussed where appropriate.

I nstrumentation. The proposed study attempted to provide evidence as to the validity of
inferences that are made from the Dynamic and Active Legrmventory Revised (DALI-R;
Iran-Nejad & Chissom, 1992). These analyses, however, only considenesl mot persons.
Future analyses might also want to consider persons, given thaparces of bias on the part of
respondents would preclude optimal test development as they woulitidyently confounded
with the behavior of items. Furthermore, the conclusions regardiidg.aand in particular,
dynamic self-regulation are somewhat tenuous in light of mixelihgs from the psychometric
analyses regarding dimensionality. Also, the findings reportedrbgeeding growth in dynamic

self-regulation should be interpreted with extreme caution, asdtispef these items for face
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validity casts doubt on what, in fact, grew throughout the course aftéreention. Consistent
with recommendations by Schapiro and Livingston (2000), future resisastih clearly needed
to examine the nature of dynamic self-regulation.

The present study did not investigate the measurement invariatke Bfynamic and
Active Learning Inventory Revised (DALI-R; Iran-Nejad & Closs, 1992) items by way of
differential item functioning (DIF) analyses. Such analysesld be conducted using those
grouping variables (e.g., race/ethnicity) that were considereshgdiihe answering of the
substantive research questions. Specifically, DIF analysis coutmrimicted with respect to
gender, and race/ethnicity. DIF analysis similarly couldd®lacted to evidence the invariance
of the instrument between its pre- and posttest administrafltvese analyses could help to
identify bias in the instrument’s items that could preclude sound inferences.

Although the development of both theoretically and empirically ddsengistruments is
iterative and involves multiple phases of data collection, this waik represented an
improvement to the measurement and estimation of growth performgagomresearch (e.g.,
Tinnesz, Ahuna & Keiner, 2006). Barring the results of principal comporiactisr analyses
(PCAs) and other concerns introduced in response to the psychomatyseanthe placing of
persons on an interval scale allowed person measures to not violadsstimaptions of the
inferential statistics to which they were submitted. This wowddehnot been the case had
persons’ individual item scores simply been summed to yield totalkesc However, the
calibration that was performed in this study utilized a relbtigenall sampling of respondent
data (J. Lee, personal communication, July 7, 2009). This casts doubts generalizability of
the claims presented here regarding the validity of DALI-Rrerices. Inconsistencies between

the previous and new analyses of the active self-regulation items support taigioont
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In addition to a large calibration sample (or samples), howeveaoug instrument
development also requires that the range of the sample’s abikfeesent those for which the
instrument is ultimately intended (Bond & Fox, 2007). These itemse vdeveloped for
undergraduate students and were piloted with a sample of these stedeolied in an
Introductory Psychology course at a large, public institution irBtheh. It is generally assumed
in Psychological research that such courses are represerdhtiiese populations to which
generalizations are made. Students enrolled in the presemneintien ranged from those on
academic probation to those taking it as a course electiveuld be assumed that this sample
represents the range of abilities for which the DALI-Rnemnded. However, earlier and new
analyses were geared at investigating the suitability sfittstrument for the particular sample
employed in the present study.

Aside from issues related to those possible sub-dimensions captuted liems, the
reader will recall that inadequate person reliability and re¢éjpa summary statistics were
observed in both sets of items. While these could be related toegatf the instrument itself
(e.g., the number of or difficulty range covered by the iteith® sample employed during the
calibration should also considered (J. Lee, personal communicatignsd, 2009). The range
in initial status person estimates was 7.6 logits for actelersgulation and 5.6 logits for
dynamic self-regulation. The ranges in these estimates supgeshere was in fact variability
within this calibration sample in terms of both active and dynamic self-regulati

However, the reader will recall that many of those inyidiighest in active self-
regulation received Rasch person measure estimates that ektlieedeghest item difficulties.
This provided some—albeit mixed—information as to the appropriatetiteygeé persons by the

measure. To further shed light on the appropriate targetingrebps by the measure, the lower
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initial status quartiles for both active and dynamic self-rtguit were also examined in a
manner consistent with that performed earlier. Similar to the ugpertiles, the ranges and
standard deviations in initial status were larger in the lowettitgsafor both active and dynamic
self-regulation. Histograms for both of these lower quartilesatedethat the distributions were
negatively skeweé’ For active self-regulation initial status, all 53 of the individua the lower
qguartile had person ability estimates that were beneathottest item difficulty estimate. For
dynamic self-regulation initial status, only 13 of the 64 individualshe lowest quartile had
person ability estimate that were beneath the highest item difficiitpate.

In summary, with the exception of the upper range of dynamicresglfiation, the
calibration sample included many individuals whose abilities liedrithe range of difficulties
covered by the instrument’s items. Not surprisingly, these cdookisare not different from
those drawn from inspection of the person-item maps (see Figares BlL). The analogy of this
instrument as a ruler measuring both active and dynamic egplfation in this particular
calibration sample presented earlier again adequately conveyspheations of this matter.
Together, these findings cast doubt on whether the Dynamic andeAatarning Inventory
Revised (DALI-R; Iran-Nejad & Chissom, 1992) instrument was -sa@led for use with the
entirety of this particular sample.

There is one additional finding revealed at the culmination opslyehometric analyses
that deserves attention. Namely, there were notably low coordabetween participants’ initial
and final statuses in both active and dynamic self-regulatiorpiteethe fact that change was
self-reported throughout the course of the intervention, one might have ekjpeeteto be more

of a tendency for individuals to somewhat remain around their ingial$ at the end of the

% This was particularly the case for the dynamié-ssgulation initial status variable within thiswer range.
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intervention. These small correlations between both of these coasttuttie earlier and later
time points could cast double on the stability of the measure €J).pegsonal communication,
August 4, 2009). Alternatively, the nature of growth in these constaxer the course of the
intervention could be considered to explain these low correlatiorggoWth was happening
consistently across all the intervention participants, one would expese with higher and
lower initial levels to still remain at relatively higher dogver levels, respectively. The lack of
consistency between participants’ initial and final statusestimeaand dynamic self-regulation
could suggest that growth may have occurred less neatly across interventapgpedst

Although the psychometric analyses conducted for the present studybeoattizanced
via additional research, future investigations of this intervention cdsitdastempt to measure
self-regulated learning (SRL) using other operations of this eatstor example, Zimmerman
(2008) reviews three other well-established questionnaire and inteméasures of SRL: the
Learning and Study Strategies Inventory (LASSI; WeinsteimuBe & Palmer, 1987); the
Motivated Strategies for Learning Questionnaire (MSLQ; RingrEmith, Garcia, & McKeachie,
1993); and the Self-Regulated Learning Interview Scale (SHitBmerman & Martinez-Pons,
1986, 1988). These measures, or still others described by Zimmerman (2008)in the future
be administered either in lieu of or in tandem with the DynammiéActive Learning Inventory
Revised (DALI-R; Iran-Nejad & Chissom, 1992). The latter would mpesatditional information
regarding the validity of inferences made using the DALI-R.

This study also suffers from limitations related to how matwat factors and
intervention exposure were operationalized. The reader will reaball a programmatic
assessment question asking students to report their primargnrdas enrolling in the

intervention was used as a crude indicator of participants’ matngatGiven the purpose of its
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addition to the assessment by the author, these response categogiésosely (at best) aligned
with the motivation literature. Using this operation of motivatidaators, only one difference
between the response category groupings remained statisicalificant after controlling for
initial status. Given the relationship between motivational fachéoid educational outcomes
discussed eatrlier (i.e., Uguroglu & Walberg, 1979), this crude indio&tmarticipant motivation
could be to blame for the failure to explain growth as a functiopadficipant motivation. A
different indicator might have been better able to capture r&alatices—if they exist. Had
such an indicator been employed in this study, conclusions regardimgleéhef motivational
factors in the amount of growth observed might have been different.

Furthermore, most the indicators of intervention exposure employédsi study may
have also been problematic. The reader will recall thatiadl ihdicators demonstrated little
variability and somewhat of a ceiling effect. It is possthkg variance in observed growth might
have been explicable by these indicators had they shown morkiltgridhere were also other
potential problems with some of these indicators. First, the pecef the attendance and
exposure indicators might have been impeded by the particular gsatiegne employed in the
course. For example, participants received the same amount of exgmsats if they had
missed either zero, one or two class sessions. Next, the coemhindicator was likely inflated
owing to attempts to reward effort. For example, students would emeéved full credit for
attempting to implement the prescribed techniques if they attehgptieast half of them. Lastly,
the practice points indicator employed may also have been proldeovang to a modified
mastery learning (e.g., Block & Burns, 1976) philosophical approach ngkd course. That is,
two participants could have the same score for practice regardfewhether or not they

successfully implemented a technique for either one or multipeksv Ultimately, this resulted
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in an indicator of technique mastery that only captured informatgerdeng where participants
were at the intervention’s end. Specific recommendations for hodvemee these indicators are
presented later.

This research also suffers from a limitation related to thevailadbility of valid and
reliable information on participants’ baseline levels of acadeatlievement (K. Ahuna,
personal communication, July 7, 2009). Although this study investigated thibilggssf
differential intervention effectiveness by participant ratafieity and gender to provide
evidence of its ability to tackle extant gaps in Bachelor'segompletion rates, these subject
variables were assumed to represent prior educational experegamtescademic achievement
histories. That is, the target constructs in these analyses natractually race/ethnicity or
gender but rather participants’ levels of academic achievenidr use of these subject
variables in this manner is furthermore a limitation of this study.

The author must note that it was not expected that this interventerdwbe
differentially effective owing simply to participants’ skoolor, area of origin or anatomical
makeup. However, the presentation of findings in terms of particgiearacteristics such as
race/ethnicity and gender did permit conclusions that could easihtdypreted with respect to
obtained statistics regarding graduate rate inequities. Notaitieg a difference in operational
definitions, these proxies did provide convergent evidence of findingbgpiro & Livingston
(2000), who reported that growth in both active and dynamic self-reguldid not differ by
achievement (i.e., grade point average) level.

Timing of data collection. The next limitation involves the timing of posttest data
collection. The data for this study were collected on two occas$ions participants in class,

three months apart, at the beginning and end of the academic sethesigr which they
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participated in the intervention. It is important to note that theepreavas administered before
any course content was delivered and the posttest was admastiereall course content was
received and all self-assessment meetings had been compleséflably, posttest data were
collected at the immediate end of the course in order to ensigeffisient number of
respondents for evaluation purposes. Consequently, any sustainedfeffecintervention was
not investigated.

The ultimate goal of a metacognitive intervention such as this is the highooadrd-
reaching transfer of domain-general knowledge and skills that can be called upon irsstudent
subsequent academic endeavors. In the present intervention, this is attenatgzbbgfully
having students diversify the contexts in which they apply the prescribed techiituiles.
Livingston’s (1990) qualitative dissertation study examined subsequent cogtréieg)g use
with previous intervention participants, its focus was limited to activeregiftfatory control.
Follow-up quantitative data collection is clearly warranted to examinemtigeVvity’ of any
observed growth in both actiaad “dynamic” self-regulation. Furthermore, a quantitative
follow-up might serve to corroborate findings by Livingston (2000) that whatingdyan terms
of active self-regulation, is sustained beyond the immediate end of the interv&heoreader
will recall that Livingston (2000) also made a call for such a study.

Indicating increased self-regulation on an instrument administered at the end of a
intervention that is identic&lto that given at the beginning can also be problematic. That is, the
increases observed during a repeated administration of the Dynamic andL&etineng

Inventory Revised (DALI-R; Iran-Nejad & Chissom, 1992) could be owed tdiage=ffect.

2" This is not a concern specific to investigatiorfstitis particular intervention. Perkins and Grot&097)
previously noted the lack of longitudinal investigas regarding the effects of metacognitive anahilar
interventions.

% There were very minor differences between the sassents administered at the beginning and end ef th
intervention.
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This phenomenon (i.e., a testing effect) occurs when simply being athredisome instrument
more than once results in a demonstrated increase in the target of measukEngrhese
lines, Fraenkel and Wallen (2006) note that a testing effect can also arig@drorteraction
between being administered a pretest and participating in an interventtbrs $tudy, it is
possible that administering the DALI-R prior to the intervention alertedcgaatits of what
would be targeted by it, making them perhaps more sensitive or receptive wbsbguent
treatment. To control for the threat of a testing effect, Fraenkel BeWg&006) recommend
modifying a study’s design. They specifically recommend certainrigmpetal, quasi-
experimental or factorial designs. One quasi-experimental desigm{athing-only pretest-
posttest control group) as well as a more complex, factorial desitiro(wrandomization) that
could be feasibly employed in future research will be discussed later.

Fidelity of implementation. Various scholars discuss the need for any evaluation of an
intervention to consider the extent to which it was implemented aasedl—referred to as
implementation integrity or (henceforth) fidelity (Gresham, 198an® & Schneider, 1998;
Moncher & Prinz, 1991; Gresham & Gansle, 1993). Importantly, doing so oai@revidence
as to whether any non-significant results were observed duehr it conceptually poor
intervention or instead poor implementation of an intervention that etasrwise valid.
Alternatively, as in the present case, collecting informatitatee to implementation fidelity can
provide evidence that some statistically significant effed. (growth in active or “dynamic”
self-regulation) was in fact owed to the intervention itself andemogenous factors. Lastly,
collecting information related to implementation fidelity casogbrovide information as to what

changes occur in the outcomes when various prescribed intervention eleraeatseal.

88



This study assumed that all of those individuals involved in implengnthe
intervention did so with equivalent fidelity. However, the possibibists that there was
variability in implementation fidelity by a number of players. Erample, the reader will recall
that one portion of the intervention is wholly implemented by an undergeageat monitor.
This was neglected in this study. There is likely variabitigtween peer monitors that could
influence the amount of growth observed throughout the course oftémeention. Furthermore,
the undergraduate peer monitors for each course section are@soised by separate graduate
teaching assistants, who could also introduce variability into ll& intervention is
implemented. This was also not considered. Future studies should inctwdeelaborate data
collection related to implementation fidelity in order to strbegt claims regarding a causal
relationship between intervention participation and growth in partigpaself-regulatory
processes.

Clues regarding the target of such efforts and additional ddectmh can be found in
the literature. In a review of the extent to which reseaschssessed implementation fidelity in
intervention studies, Dane and Schneider (1998) considered a numbetood, farcluding but
not limited to: the use of training manuals, the training of ifatdrs, and the supervision of
implementers. The authors also examined whether informatideddtavarious other aspects of
implementation fidelity was collected during the evaluation. tHpelty, they considered
adherence, quality of delivery, responsiveness, program diffdfentend exposure. This later
element of implementation fidelity was clearly targetedabgplyses reported earlier, although
this literature was not reviewed a priori.

Other findings provide information that can be used to promote tfidedf

implementation. For example, consistent supervision of program ireptens was shown to be
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related to implementation fidelity in a program for latchladyldren (Peterson, et al, 1988).
Next, Dane and Schneider's (1998) review found that outcomes weaieovied when
implementers adhered to manuals and protocols. Also, trained observetsebav&hown to be
more successful in explaining intervention outcomes than are implersenhen providing
ratings; Dane and Schneider (1998) hypothesize that the formé¥sarprone to demonstrate
social desirability response biases. Lastly, after conductaviews similar to Dane and
Schneider’s (1998), Moncher and Prinz (1991) and Gresham and Gansle (1898cbotmend
that clearly operationally defining a treatment should be tis¢ §itep in any investigation
considering implementation fidelity.

This study made two preliminary attempts at investigatadarg these lines. First, this
study considered teacher variability by examining differerinethe growth outcomes. No
differences were observed and it was essentially concludedthtbi was not differential
implementation (e.g., in quality of delivery) by instructor. It is notelmpothat the course content
delivered by the two instructors was highly scripted, which is sterdi with recommendations
in the literature (e.g., Moncher & Prinz, 1991; Gresham & Gansle, 189Bhout having
collected information related to the various aspects of instructpiementation fidelity,
however, it remains unclear from where this null effect arose.ekample, instructors could
have differentially implemented various elements of the intervettinrstill fostered the same
amount of growth. Alternatively, one instructor could have implementednteevention as
prescribed, while the other could have made modifications yefastbred the same amount
growth. There are countless other possibilities about which the achita speculate in the

absence of implementation fidelity data.
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This study also considered the extent to which participants wepesed to the
intervention via a set of quantitative indicators used for gragiagposes. Some of the
limitations of these indicators were discussed earlier. Moredhesse indicators provided
information regarding intervention exposure that was expressedimteems ofquantity than
quality. While they were employed as indicators of intervention exposweg,were not created
on the basis of what actually constitutes exposure to the intervef#on its constituent
components). This constitutes another important limitation of theseatods. In contrast,
indicators more aligned with what actually constitutes exposutbe various aspects of this
intervention would certainly be more preferable.

The limitations of these two approaches can be addressed by figsearch if
implementation fidelity is more rigorously considered. First, istest with recommendations
by both Moncher and Prinz (1991) and Gresham and Gansle (1993), the riteéitme
intervention) should be clearly operationally defined. This willoval for systematic
documentation of the extent to which various intervention elementsrgalennented by the
various players (e.g., instructors, peer monitors, and graduatengaassistants) involved in
doing so. Despite using training manuals, training, and supervisionwtgl allow the
researcher to examine whether the intervention was actuallgnmepked with fidelity by the
various individuals involved. Subsequently, these data can be used to explath in the
investigated outcomes; this could provide information as to which compoméntbe
intervention are more or less effective in fostering growth irtiggeants’ self-regulatory
processes.

For participants’ intervention exposure, future investigations nughsider ratings made

by the peer monitors with whom they work or ratings by others invo{eedot) with the
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intervention; the latter might be preferable for reasons disgwesdier by Dane and Schneider
(1998). These exposure ratings for intervention participants should htgo waith the
operational definition of the treatment. Alternatively, video or audionscripts of weekly self-
assessment meetings could be coded with respect to pre-defieed by trained observers to
yield yet other process exposure indicators that could be used @nexpiserved growth
(Gresham & Gansle, 1993). Consistent with assertions by Dane cmmi@er (1998), and
others, it may be possible to refine the estimate of thisniezdteffect by accounting for such
factors.

Data and design. Still other limitations of this study are related to itsadahd design.
The first limitation is owed to the size of the sample fromclv data were collected for the
analyses. The reader will recall that the statisticalyara reported here largely produced null
effects. Because of the size of the sample, failure to aclsitistical significance may be
related to insufficient statistical power. That is, if reffées exist but are small in magnitude, a
larger sampling might have meant that statistically sicguifi differences could have been
demonstrated. Inspection of the descriptive statistics in Tabdtees reveal that there were many
mean differences between those groups who were studied, but thefsinds/idual sample
groupings may have precluded statistical confidence that theeeeddes were not sample
flukes. Nevertheless, it is also possible that a largepamight not have yielded statistically
significant effects, as the variability within groups could have been tge.lar

Because of the particular sample that was employed, thidy svas not able to
investigate whether Hispanic, Native American or Puerto Ricstndents experience more or

less growth in active and dynamic self-regulation than their counterpésts interactive effects

# These are additional groups recognized at théttien from which these data were collected.
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on the outcomes investigated between particular subject variebldd not be investigated.
Although this study independently investigated whether differegt@ith in both active and
dynamic self-regulation was observed as a function of race/gyhainzl gender, it was unable to
include both variables in the same model due to insufficient ceds.sitmportantly, these
interactive effects can still be present in the absenceyoblaserved main effects of a particular
independent variable (e.g., race/ethnicity or gender). It is podbibesuch interactive effects
exist in these data although there was not sufficient stafigower to allow the analyst to
explore them. Future analyses might want to consider interactions betweenisjech variables
in an investigation with a larger sample.

Lastly, the design of this study was non-experimental (i.e.,redosenal) in nature,
which severely limited the ability to make any caus@riences whatsoever. While experimental
research would be impractical given the nature of the interventien an optional
undergraduate course), conducting a quasi-experimental investigation \goedtly move
toward a causal inference regarding its effectiveness. ¥Yamme, future research could also
administer the Dynamic and Active Learning Inventory Revised (BRLllran-Nejad &
Chissom, 1992), or another measure, to a comparable group of student® wbb enrolled in
the intervention. Additionally, collecting data from all papents on covariates that potentially
could confound the comparison between these two groups (i.e., stiatgticaing) would allow
the researcher to approximate a true experimental researchAligdyatively, a factorial design
with a matched comparison group and data collected regarding additidepéndent variables
of interest such as race/ethnicity and gender could be conducheldiness additional research
guestions, including those regarding possible interactive differegifeadts of the intervention.

Such designs would provide much greater confidence in claims regahisnqtervention’s
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effectiveness in fostering self-regulated learning (SRWindergraduate students. They could
possibly put to rest specific concerns that observed growth wagsbk# of maturation or a

testing effect.
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APPENDIX A
Dynamic and Active Learning Inventory Revised (DALI-R; Iran-NiefaChissom, 1992)
Active Self-Regulation Items Submitted to Rasch Analysis.
For each section of a unit | study, | make a list of questions and try to answer them
| make a list of possible exam questions and memorize the answers to them
As | read the textbook, | make predictions about the upcoming information
| make an outline of the main ideas | am studying
| start a study session by surveying the chapter summaries and chaptegse

| summarize the information in the textbook or my class notes and review the saswizen
| study

When | study, | try to stay on task by continuously reheariegmain ideas, names, and
principles from my class notes or textbook

When | study the textbook or my lecture notes, | underline or highlight importaehsenst

| organize my class notes to consist mainly of the important concepts, dasnand relevant
examples from class and readings

| locate the definitions of the key terms in the textbook, lecture notes, or arglasddearn
those definitions

95



APPENDIX B
Dynamic and Active Learning Inventory Revised (DALI-R; Iran-&¢teg Chissom, 1992)
Dynamic Self-Regulation Iltems Submitted to Rasch Analysis.

When | wake up in the morning, the first thing that springs to mintdestopic | have been
studying in school

| wake up in the morning or the middle of the night with an insight atwbat | have been
studying in school

When | do NOT understand a concept, | ask the teacher or other fellow studentsficatabar
When | study, what keeps me going is curiosity and interest

When | have a goal in mind, | can picture myself achieving it

Discovering new ideas causes excitement in me

| get so involved in learning that studying feels almost like watching a sesplemovie
When studying, | cannot help making frequent stops to think about the ideas | amglearni
The topics that | study activate many relevant thoughts in my head

Even for the courses that | consider important, studying feels like a chiore t

| can easily see the relationship of what | am studying to my own persqesiesnces

| find it difficult to keep my mind on the topic that | am studying

| am good at detecting inconsistencies or flaws in the ideas to which Iposesk

When | study, | find myself reading the same information over and again without
remembering much of what | read

| find it difficult to get as much meaning as | would like from what | study
| have a hard time concentrating when | am studying
| get a lot of satisfaction when | solve conflicts or inconsistencies in tbemation | encounter

| have trouble relating the different sections of the chapter | study
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| have insights about what | learn during my study sessions

When | am doing things outside school, | spontaneously remember the ansightl have
gained in school

At the moment that | first experience them, some of my schéaikrkinsights feel very much
like pleasant surprises to me
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Table 1

Frequencies and Percentages for All Categorical Variables

Frequency Percent

Teacher

Dr. Analytical 129 69.4

Dr. Global 57 30.6
Gender

Male 96 51.6

Female 90 48.4
Race/ethnicity

Black 22 11.8

Hispanic 10 5.4

Asian or Pacific 21 11.3
Islander

White 113 60.8

Other 1 5

Unknown 19 10.2
Motivation®

It was mandatory 2 1.1

My advisor 25 13.6

recommended it
| needed to 70 38.0
improve my GPA

| needed an 26 14.1
elective
The course 61 33.2

content seemed

interesting

Note.Valid percentages are presented.
#Two participants did not indicate their primary reason for enrolling in the course
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Table 2

Final DALI-R Active Self-Regulation Item Statistics

Raw ltem Point-
Entry Item Count S.E. Infit Outfit  biserial
score measure

corr.

10 generale grs 371 132 .10 -16 1.6 66
guestions

2 predict 654 372 1.02 .10 1.2 1.1 .60
guestions

5 predict 260 371 52 10 21 1.4 56
upcoming
information

9 outline main 727 371 24 .10 1.4 1.2 .61

ideas

8 survey 764 371 -.15 .10 2.4 1.9 .56
readings

7 : 787 370  -41 .10 11 -1.3 62
Summarize

. 804 370 -.59 .10 -3 -4 .59
organize notes

3 continuously 811 372 -.63 10 -9 -2 .58
rehearse

4 locate 876 372 -1.32 .10 2 2 A7
definitions

Note.DALI-R = Dynamic and Active Learning Inventory Revised (Iran-Nejad&sSom,
1992). Infit and outfit mean square fit statistics not included owing to editoriaramns; both
were acceptable for all nine items.
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Table 3

Summary of Rating Scale for DALI-R Active Self-Regulation Iteafter Category Re-
Structuring

Category Observed Average Infit mean Outfit mean Threshpld
count measure square square calibration
1 644 -1.68 1.00 .99 -
2 1984 .05 .96 .97 -1.91
3 694 1.70 1.02 1.02 1.91

Note.DALI-R = Dynamic and Active Learning Inventory Revised (Iran-Nejadt&sSom,
1992)
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Table 4

Overall Instrument Quality for Active Self-Regulation ltemsadaunction of Rasch Analysis Stage

Number of PCA factor

ISI IR PSI PR Range
misfitting item$ eigenvalued
Initial analysis 866 99 204 81 1 1.26 18,1.6
After removal of misfitting item  8.90 .99 196 .79 0 1.31 1.7,1.6
After category re-structuririg 779 98 161 .72 0 2.55 16,15

Note.PCA = Principal components factor analysis. ISI = Item separatior.ifile= Item reliability. PSI = Person separation index.
PR = Person reliability.

AMisfitting was defined as more than two unacceptable fit stati0edy eigenvalues for factors larger than 1.4 are sht®@ategory
re-structuring was conducted secondary to removal of the misfittimg ite
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Table 5

Final DALI-R Dynamic Self-Regulation Item Statistics

Raw ltem Point-
Entry Item Count S.E. Infit Outfit  biserial
score measure
corr.
morning or
2 middle of night 542 371 1.98 0.11 1.1 1.1 0.48
insight
5  askteacheror gpg 372 094 01 -1 -1 0.54
students
4 curiosityand 758 369  -0.29 0.1 -0.5 -0.6 0.62
interest
5 picture 904 370 -1.78 0.1 0.6 0.6 0.5
achieving goal
7 suspenseful 525 372 22 011 -05 -1.8 0.6
movie studying
8 stop frequently 721 371 0.11 0.1 -1.1 -1.3 0.42
10 studyinga 645 372 089 0.1 0.7 0.6 0.51
chore
13 detecting 746 369 -0.18 01  -1.8 1.7 0.46
inconsistencies
re-reading
14 without 758 371 -0.26 0.1 1.4 1.3 0.46
remembering
15 notenough 739 371 -0.07 0.1 1.2 1.2 0.4
meaning
16 hardtime 704 371 028 0.1 1.7 1.5 0.49
concentrating
satisfied by
17 resolving 866 371 -1.35 0.1 0.7 0.5 0.51
inconsistencies
20 remember 769 370 -0.39 0.1 -0.4 -0.6 0.58
insights
insights
21 pleasantly 751 371 -0.19 0.1 2.1 2.1 0.62
surprising

Note.Infit and outfit mean square fit statistics not included owing to editorial @ntsy both
were acceptable for all nine items.
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Table 6

Summary of Rating Scale for DALI-R Dynamic Self-Regulation Ilteftex £ategory Re-
Structuring

Observed Average Infit mean Outfit mean Threshold

Category count measure square square calibration
1 1150 -1.73 1.00 1.00 -

2 3017 -.01 .93 .90 -1.80

3 1024 1.45 1.04 1.04 1.80

Note.DALI-R = Dynamic and Active Learning Inventory Revised (DALI-R;nifilejad &
Chissom, 1992)
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Table 7

Overall Instrument Quality for Dynamic Self-Regulation Items Esiraction of Rasch Analysis Stage

Number of PCA factor
ISI IR PSI PR Range
misfitting item$ eigenvalue%
Initial analysis 11.49 .99 2.55 .87 9 2.07 40,2.2,1.7
After category structurirfg 10.06 99 221 .83 6 4.14 3.3,21,15
After removal of six items 10.11 .99 1.83 T7 1 4.01 3.1,1.6
After removal of a seventh item  10.41 .99 1.76 .76 0 3.98 29,15

Note.PCA = Principal components factor analysis. ISI = Item separatior.ifiRfle= Iltem reliability. PSI = Person separation index.

PR = Person reliability.
AMisfitting was defined as more than two unacceptable fit stati¥Bedy eigenvalues for factors larger than 1.4 are sht@ategory

re-structuring was conducted prior to removal of the misfitting item.
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Table 8

Descriptive Statistics for All Continuous Variables

Standard Standard

Range Minimum Maximum Mean error  deviation Variance

Exposure 10.00 0.00 10.00 8.94 0.16 2.12 4.49
Attendance 3.50 2.50 6.00 5.68 0.04 0.56 0.32
Commitment 8.50 3.50 12.00 10.89 0.12 1.60 2.55
Practice 37.40 7.60 45.00 40.94 0.37 5.04 25.42
Final review 10.00 0.00 10.00 8.47 0.12 1.65 2.72
DALI-R active initial status 762.72 68.67 831.39 454.83 10.13 137.47 18897.07
DALI-R active final status 851.98 68.67 920.852 545.97 10.24 138.96 19309.66
DALI-R dynamic initial status 556.62 178.12 734.74 466.97 8.15 111.21 12367.70
DALI-R dynamic final status 834.96 167.52 1002.48 533.02 8.79 119.93 14383.77
DALI-R active growth 1145.03 -382.31 762.72 91.14 13.07 177.33 31445.62
DALI-R dynamic growth 1217.05 -424.74 792.31 66.05 11.25 153.42 23538.85

Note.DALI-R = Dynamic and Active Learning Inventory Revised (Iran-Nejadl&sSom, 1992)
#The maximum statistic was 1054.22 prior to removing two person measures imputead&FBxSteps.
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Table 9

Means and Standard Deviations for DALI-R Scale Score and Growth VariabBshyoups

DALI-R active DALI-R DALI-R active DALI-R DALI-R active DALI-R
initial status dynamic final initial status dynamic final .
growth dynamic growth
status status
Mean Standard Mean Standard Mean Standard Mean Standard Mean Standard Mean Standard
deviation deviation deviation deviation .. .
deviation deviation
Gender
Male 436.8 153.1 466.8 1145 5255 1424 526.8 111.6 88.7 199.7 60.0 143.7
Female 4741 116.3 467.1 108.2 567.8 132.5 539.6 1285 93.7 151.0 72.5 163.7
Race/ethnicit§
Black 492.8 134.8 500.7 108.5 605.3 136.6 579.3 109.8 1125 1721 78.7 159.7
HispaniB 407.6 220.7 478.3 153.5 508.8 205.2 5225 120.7 101.2 311.6 442 196.1
Asian or 4149 150.8 472.8 80.7 5748 117.6 546.6 99.5 1599 1421 73.8 109.1
Pacific Islander
White 462.8 126.1 466.4 109.0 538.0 128.7 521.1 120.6 75.2 162.2 547 142.3
Teacher
Dr. 451.7 138.0 464.1 111.7 536.7 138.1 535.3 108.3 849 1749 71.3 130.3
Analytical
Dr. Global 461.7 137.2 4735 110.7 566.6 139.8 527.8 143.7 104.9 183.5 543 196.9
Motivation
Itis 4719 31.8 468.9 199 583.3 624 565.0 76.7 111.4 305 96.1 56.8
mandator§
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My advisor 431.2
recommended
it

| needed to 435.8
improve my
GPA

| needed an 472.4
elective

The course 478.5
content seemed

interesting

142.3

143.1

113.7

141.0

440.3

438.4

474.5

507.9

115.8

108.9

89.6

112.7

550.6

565.7

492.3

544.3

131.0

147.2

123.3

140.1

542.6

528.9

529.4

535.1

97.5

134.8

95.4

124.9

1194

129.9

19.9

65.8

175.2

197.7

149.8

159.5

102.3

90.5

54.9

27.2

131.8

167.9

123.5

154.0

Note.DALI-R = Dynamic and Active Learning Inventory Revised (Iran-Nejadl&s8om, 1992)
®Descriptive statistics for Othen € 1) and Unknownr(= 19) response categories not sho?/lbescriptive statistics for Hispanic
response category based on only ten céBescriptive statistics for “It is mandatory” response categorycbas@nly two cases.
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Table 10

Bivariate Pearson Product-Moment Correlations between DALI-R Scate 8nd Growth Variables

DALI-R DALI-R DALI-R DALI-R DALI-R DALI-R
active dynamic active final dynamic  active growth dynamic
initial initial status final status growth
status status

DALI-R active initial status 1.000 .528** A77* .082 -.637** -.319**
DALI-R dynamic initial status - 1.000 -.042 120 -.442%* -.631**
DALI-R active final status - - 1.000 .540** .646** A49**
DALI-R dynamic final status - - - 1.000 .359** .694**
DALI-R active growth - - - - 1.000 .599**
DALI-R dynamic growth - - - - - 1.000

Note.DALI-R = Dynamic and Active Learning Inventory Revised (Iran-Nejadt&sS8om, 1992)
*p<.05. *p< .01
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Table 11

Growth in Active Self-Regulation by Initial Status

Active self- Active self- Active self-regulation growth
regulation initial ~ regulation final
status status
Mean Standard Mean Standard Mean Standard t Growth
deviation deviation deviation in
standard
deviation
unit$
First
. 290.15 72.83 541.37 14652 251.22 147.86 12.369***1.71
guartile
Second
_ 428.43 22.60 505.89 116.45 77.44 117.39 4.438*** 0.67
quartile
Third
. 513.58 22.42 551.15 140.83 37.57 143.16 1.837 -
quartile
Fourth
_ 645.01 66.59 594.45 140.12 -50.57 146.97 -2.093* -0.36
quartile

*Mean differences in growth for each group were divided by respective fimas standard
deviations.
*p<.05. **p<.001
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Table 12

Growth in Dynamic Self-Regulation by Initial Status

Dynamic self- Dynamic self- Dynamic self-regulation growth
regulation initial regulation final
status status
Mean Standard Mean Standard Mean Standard t Growth in
deviation deviation deviation standard
deviation
units
First
_ 348.35 56.95 510.60 114.16 162.25 140.63  9.230*** 1.42
quartile
Second
) 442.06 14.32 527.79 111.67 85.73 110.90 4.304*** 0.77
quartile
Third
_ 507.68 20.95 540.59 89.08 32.90 94.27 2.443* 0.37
quartile
Fourth
_ 618.64 46.66 562.23 157.20 -56.40 158.14 -2312* -0.36
quartile

®Mean differences in growth for each group were divided by respective fitas$ standard
deviations.
*p<.05. **p<.001
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Figure 1

CATEGORY PROBABILITIES: MODES - Structure m
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Category response curves (CRCs) for the initial 7-point ratade active self-regulation item

design submitted to Rasch analysis.
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Figure 2

CATEGORY PROBABILITIES: MODES - Structure m easures at intersections
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Category response curves (CRCs) after a category mtging to yield a 3-point rating scale
active self-regulation item design.
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Figure 3

-2 -1 0 1 2
++ + + e ++ COUNT
I | I
T+ | A +1
I I I
6+ | B +1
c | I I
O 5+ | +
N | I I
T .4+ | +
R | | C |1
A 3+ | +
S | | I
T .2+ | +
I I I
1.1+ | +
I | I
L .0+ I +
o | I I
A-1+ E | D +2
D | I I
-2+ d | +1
N | I I
G-3+ | +
I c I 1
A4+ b| +1
I I I
5+ a | +1
I | I
++ + + B e ++
2 1 0 1 2
Iltem MEASURE
COUNT: 1 111 1 11 11

Active self-regulation items loading on the first possible gubension indicated by principle
components factor analysis (PCA).
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Figure 4
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Active self-regulation items loading on the second possible subadioreindicated by principle
components factor analysis (PCA).
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Figure 5

Persons MAP OF Items
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Person-item map for nine active self-regulation items shotegelative locations of persons
(left) and items (right) on the same hypothetical soab(s).
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Figure 6

Persons & ltems
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Bubble chart representing the relative locations of 372 persons (grey) andtiveselt-
regulation items (black) on the same hypothetical sgad&i€), in terms of their infit
standardized fit statisticg-@xis) and standard errors (size).
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Figure 7

CATEGORY PROBABILITIES: MODES - Structure m easures at intersections
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Category response curves (CRCs) for the initial 7-pointgatoale dynamic self-regulation item
design submitted to Rasch analysis.
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Figure 8

CATEGORY PROBABILITIES: MODES - Structure m easures at intersections
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Category response curves (CRCs) after category re-singtior yield a 3-point rating scale
dynamic self-regulation item design.
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Figure 9
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Dynamic self-regulation items loading on the first possible sub-dimensiaratadiby principle
components factor analysis (PCA).
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Figure 10
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Dynamic self-regulation items loading on the second possible sumndion indicated
principle components factor analysis (PCA).
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Figure 11

Persons MAP OF Items
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Person-item map for fourteen dynamic self-regulation items showingl#tieedocations of
persons (left) and items (right) on the same hypothetical scabay).
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Figure 12
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Bubble chart representing the relative locations of 372 persons @éypurteen dynamic self-
regulation items (black) on the same hypothetical scglaxif), in terms of their infit
standardized fit statisticg-@xis) and standard errors (size).
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