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Summary

Education has become one of the most important issues in American society, often dominating the political landscape in response to lagging academic achievement and persistent gaps in performance between advantaged and disadvantaged children. In response, a variety of educational reforms have been implemented ranging from increased accountability to parental school choice and efforts to improve educational “inputs” such as teacher skills.

An alternative strategy that has gained in popularity involves efforts to expand public and private investments in out-of-school-time programs, particularly those targeting the needs of disadvantaged children. Such programs provide opportunities for children and teens to have positive interactions with caring adults, improve socialization with other children, learn to avoid risky behaviors, and, last but not least, improve academic skills. However, students spend the majority of their time in these programs participating in extracurricular activities that are not designed specifically to improve academic skills. Consequently, this study asks two important research questions.

1. Does participation in out-of-school extracurricular activities improve academic achievement or behavior for elementary school children?

2. If so, are the impacts of participation related to the types of extracurricular activities that students pursue (e.g., music and arts, language, computer classes, sports)?

Initial analyses were conducted using relatively standard techniques to control for the fact that students who participate in out-of-school-time extracurricular activities differ in important ways from nonparticipants. These analyses found statistically significant and positive effects of such participation in arts, music, drama, and language classes. We were ready to write our report at this stage, but then tried to replicate our analyses using alternative statistical models. The results were not only highly dependent on the choice of analytical approach, but the initial positive effects disappeared when more appropriate analytical models were used.

We then examined the current literature that has been used to support investments in out-of-school-time extracurricular programs and found that the reported positive effects are likely a result of the same type of analytical error that led us to initially conclude that there were positive effects for elementary school children.

At a minimum, these results raise serious questions about the validity of many of the claims that out-of-school-time programs that do not directly target academic outcomes will improve such outcomes nonetheless. The results also suggest that more rigorous evaluation be conducted before further investments are made based on such claims, particularly where such expenditures are made as a trade-off against investments in other, possibly more effective, educational reforms.
Chapter 1: Background

A challenge for our society is the persistent gap in academic performance between advantaged and disadvantaged children. Data from the National Assessment of Educational Progress (NAEP)—the nation’s education “report card”—has, for example, shown enduring racial and ethnic disparities, with African-American and Latino 17-year-olds performing at the level of 13-year-old white students (Campbell, Hombo, and Mazzeo 2000). Although African-American and Latino students made significant progress toward closing the gap during the 1970s, subsequent NAEP achievement scores have stagnated for all ethnic groups (Campbell et al. 2000). This gap in academic achievement is associated with subsequent racial and ethnic differences in high school graduation rates, college attendance and completion rates, and, ultimately, employment and earnings.

As a consequence, investments in education have become a primary focus of federal, state, and local governments and the philanthropic community. But deciding how to improve educational outcomes, especially for disadvantaged children, has been a major challenge. For some, the answer lies in external systemic policy reform, including increased academic standards and expectations; greater accountability for school, teacher, and student performance; increased flexibility to accompany heightened accountability; sanctions for poor performance; and allowing parents to opt out of failing schools. Many of these themes characterize the recent No Child Left Behind Act of 2001 that requires states, districts, and schools receiving federal compensatory education funding (i.e., under Title I) to establish clear and measurable goals for what students are expected to learn and to use annual state assessments in math and reading in grades 3–8 to ensure that every child meets the goals. Schools that fail to make sufficient progress will receive special assistance, and if poor performance continues, students will be provided with the opportunity to attend better schools.

An alternative strategy focuses on internal reforms that seek to improve the quality of what happens inside school buildings. This strategy includes efforts to raise teacher skills through pre- and in-service training and increased applications of modern digital
technology (both included in the recent federal legislation) and a plethora of comprehensive school reforms that seek to change many aspects of the school environment (e.g., Success for All, HOTS, Core Knowledge).

**Out-of-School-Time Extracurricular Activities**

Another alternative to these largely school-focused initiatives is to extend or augment the school experience by engaging students during their out-of-school time. Proponents view this as especially important for poor and disadvantaged students who lack access to the rich set of opportunities afforded more well-off students when they are not in school.

Students spend about 70 percent of their waking hours outside of school (Clark 1993; Miller et al. 1997), and this time “is seldom spent in activities that reinforce what they are learning in their classes” (Steinberg 1996). As a result, extending the learning day offers the potential to increase academic achievement by augmenting what takes place in school. In addition, there is a need to protect children from hazards when they are not in school and to deter them from experimenting with high-risk behaviors. The American family has changed dramatically in the past several decades and this has had consequences for the nation’s children. Today, in about 68 percent of married-couple families with children age 6 to 17, both parents work outside the home; in single-parent families, 78 percent of female-headed families, and 84 percent of male-headed families, the custodial parent works outside the home (U.S. Bureau of Labor Statistics 2003). As a consequence, there are an estimated 4 million children age 5 to 12 who regularly spend time without adult supervision (Hofferth, Jankuniene, and Brandon 2000).

The time differential between when children leave school and when parents get home from work can amount to 20–25 hours per week (James and Jurich 1999). According to Vandell and Posner (1999), 44 percent of 3rd grade students spent at least some of their after-school time in unsupervised settings. Children without adult supervision are at significantly greater risk of poor school performance, risk-taking behavior, and substance

---

1 In appendix D we describe how the activities covered in our study relate to those commonly covered by studies of out-of-school, after-school, and enrichment activities.
abuse, and the greater the amount of time spent in self-care, the higher the risk of poor outcomes (Pettit et al. 1997).

The Policy Agenda

In response to both lagging student achievement and concerns for the safety of school-age children, there is growing interest in expanding public and private investments in out-of-school-time programs, particularly those targeting the needs of disadvantaged children. Such programs are seen as an opportunity for children and teens to have positive interactions with caring adults, improve their socialization with other children, and improve their academic skills. In fact, nearly two-thirds of adults believe that after-school programs can improve outcomes for America’s children and youth (Public Agenda 1997), and more than nine in ten agree that “there should be some type of organized activity or place for children and teens to go after school every day that provides an opportunity to learn” (Afterschool Alliance 2001). Seven out of ten voters would even support an $800 million annual expansion of federal funding for after-school programs (Afterschool Alliance 2001).

One of the most recent, and by far the largest, efforts to expand out-of-school-time programs is the 21st Century Community Learning Centers initiative funded by the U.S. Department of Education that has grown from a $1 million demonstration program in 1998 to an appropriation of almost $1 billion for fiscal year 2003. In addition, 26 states are reportedly increasing funding for after-school programs, and many others blend funds from private donors and/or child care, crime prevention, public safety, and recreation budgets (National Governors Association 1999).

Research on Out-of-School Time

Most of the research on the effects of out-of-school activities has focused on non-academic activities or on high school youth. Zill, Nord, and Loomis (1995), for example, examined the relationship between the way adolescents use their nonschool time and the incidence of high-risk behaviors such as drinking and substance abuse and early sexual activity, while others have studied the relationship between academic achievement and

Although the research base on elementary and middle school students is more limited (Larner, Zippiroli, and Behrman 1999), there are indications that compared with nonparticipants, children who attend after-school programs display better peer relations and emotional adjustment (Baker and Witt 1996; Posner and Vandell 1994), improved social skills (Marshall et al. 1997), better schoolwork habits (Posner and Vandell 1994; Vandell and Pierce 1997, 1999), and higher school grades (Mayesky 1980a, b; Posner and Vandell 1994).

For example, Vandell and Posner (1999) report on evidence suggesting that students who spent more time alone after school while in 3rd grade exhibited a higher incidence of behavior problems both concurrently and for at least two additional years. More unsupervised time with peers was similarly associated with increased behavioral problems and with poor school adjustment in a number of grades. At the other end of the activities spectrum, the authors found that 3rd graders who spent more time in out-of-school enrichment activities were reported by their teachers to have better conduct in school, better work habits, and better relationships with their peers.

Using data from the nationally representative Early Childhood Longitudinal Study, Kindergarten Cohort, on 22,000 children enrolled in about 1,100 kindergarten programs (ECLS-K), Reaney, Denton, and West (2001) found that about two-thirds of the children were involved in at least one extracurricular activity and that having a greater number of “family risk factors” significantly correlated with lower participation in after-school activities. Most important, children with higher participation in after-school activities demonstrated higher scores on tests of reading, math, and general knowledge skills.

In addition, several evaluations of specific after-school programs have reported positive impacts on school grades, test scores, and classroom behavior (Whitaker, Gray, and Roole 1998). For example, Hamilton and Klein (1998) studied an after-school program in Philadelphia and found that 4th grade participants outperformed comparison
students in reading, language arts, and mathematics. Huang and various colleagues have completed several studies of “LA’s BEST,” an after-school program that provides a variety of educational, recreational, and interpersonal skill-building activities for grade K–5 students. The most recent evaluation (Huang et al. 2000) followed 2nd through 5th grade participants over four years and found that long-term involvement (i.e., at least four years) in the program led to better school attendance, which in turn showed a significant correlation with higher achievement on standardized tests in mathematics, reading, and language arts.

More generally, many prominent researchers argue that evaluations of out-of-school programs have not yet demonstrated reliable impacts on youth outcomes, especially academic achievement (Fashola 1998). In most cases, the argument is that the research in this area has not involved adequate controls for “selection bias,” caused by the fact that children who participate in out-of-school activities appear to be quite different from nonparticipants even before they participate, and these differences appear to be highly related to academic achievement and other developmental outcomes. Consequently, a lack of good controls may cause researchers to attribute these preexisting differences at least in part to participation.3

---

2 Sample sizes for this study were, however, small: 213 in 1997–98 and 215 in 1998–99.

3 Fashola (1998) favors the use of experiments, comparisons of students at different points on waiting lists, or comparisons of students in schools with and without programs. However, such data are generally hard to come by.
Chapter 2: Methodology

This study addresses the questions of whether participation in out-of-school-time extracurricular activities by elementary school children increases academic achievement and improves school behavior and, if so, whether the types of activities that students pursue (e.g., music and arts, language, computer classes, sports) matter. By “extracurricular,” we mean activities that are not designed to directly impact the academic skills targeted most heavily by current education reforms (math and reading). To the extent possible, this research effort tries to better control for the selection bias that has plagued much research in this area.

The Data

The analysis described in this paper is based on data collected as part of Prospects, the congressionally mandated study of the federal Title I program for disadvantaged children. The Prospects study, conducted between 1990 and 1997 by the U.S. Department of Education, is the largest assessment of educational opportunity since the 1966 Coleman Report and includes data collected from a nationally representative sample of more than 35,000 public school students (Puma et al. 1993, 1997).

These data are unique for several reasons. First, the data were collected from students covering multiple school grades, and each student was followed longitudinally for up to four years (see exhibit 1). Three cohorts of students were included: (1) a 1st grade cohort consisting of 10,820 students who began 1st grade in the fall of 1991 and who were tracked from entry into school through completion of the 3rd grade in the spring of 1994; (2) a 3rd grade cohort consisting of 10,330 students enrolled in the 3rd grade in the 1990–91 school year, who were tracked from the end of their 3rd grade year (spring 1991) through completion of the 6th grade in the spring of 1994; and (3) a 7th grade cohort consisting of 7,215 students enrolled in the 7th grade during the 1990–91 school year, who were tracked from the end of 7th grade (spring 1991) through the completion of the 9th grade in the spring of 1993.
Second, the following consistent annual data (see exhibit 1) were collected from each student during the planned waves of data collection:

- **Student Data.** (1) Data were abstracted from school records; (2) teachers were asked to complete a detailed profile for each student including ratings of ability, motivation, attitudes, classroom behaviors, language skills, and health status; and (3) starting in the 3rd grade, questionnaires were administered to all students to collect information on current and past educational experiences, individual and family demographics, educational aspirations, perceived academic strengths, school grades and attendance, parent participation in their schooling, and participation in extracurricular activities within and outside of school.

  *Exhibit 1. Prospects Data Collection Points by Grade Cohort*

- **Parent Data.** Information was collected on parent and family characteristics, parental attitudes and practices on student learning, and participation in out-of-school-time activities.

- **Academic Achievement.** All students were given the Comprehensive Test of Basic Skills (CTBS), 4th edition, a vertically equated test series designed to measure achievement status and gains in reading/language arts and mathematics. For students who could not be tested in English, the Spanish Assessment of Basic Education (SABE) was used.

- **Teacher Data.** Each student’s reading/language arts and math teacher provided information on demographic characteristics (gender, race/ethnicity), teaching certification and experience, school climate ratings, classroom instructional practices,
class size and staffing in the classroom, school governance, and access to instructional resources.

- **Principal and School Data.** A principal questionnaire covered the principal’s background and experience, school policies, administrative techniques, and school program features. A separate school characteristics survey focused on the organization of the school, staffing, enrollment and student demographics, and special programs offered.

- **District Data.** A survey of district administrators provided information on staffing, enrollment, daily attendance, length of the school day/year, provision of in-service staff training, overall student demographics, and information on the availability and structure of compensatory education programs.

Finally, the Prospects data are hierarchical in nature, with more than 80 students per school in the first year of the survey. As a consequence, the data can support the analysis of the rich relationships among student characteristics and in- and out-of-school experiences, family environment, and school and classroom characteristics and instructional processes.

**Analysis Approach**

As noted in chapter 1, a problem plaguing much of the research on out-of-school-time activities is what is commonly called “selection bias,” that is, students who choose to participate in such programs are different from those who opt not to do so, and these differences are typically related to the outcomes of interest (e.g., academic and social skills, risk-taking behavior). The ideal solution to the selection problem is to use a true experiment. Since education researchers (and most other social scientists) can seldom conduct experiments, they try to control for selection using nonexperimental methods, often relying heavily on the lagged value of the outcome as a control for selection bias—for example, controlling for a student’s prior year test score when estimating the impacts of extracurricular activities on current test scores. This lag outcome variable enables researchers to, in theory, control for all unobserved factors that affected the outcome of interest before the intervention had its impact.

---

4 Though we, like Fashola (1998) and others, certainly favor experiments when possible.
For this reason the lagged outcome is—correctly—considered a crucial and powerful control variable, and its use has become quite common in educational research. There are two main strategies for including the lagged outcome variable as a statistical control. Some researchers use a lag model that adds the outcome value from the previous period as an additional independent variable. (See, for example, Chaplin 1998a, b; Gamoran and Hannigan 2000; Goldhaber and Brewer 2000; Jacob 2001; Ladd and Walsh 2002; Ludwig and Bassi 1999; Meyer 1996, 1999, 2002; and Phillips, Crouse, and Ralph 1998.) Alternatively, researchers use a growth model approach where the dependent variable is the change (or growth) in the outcome variable (e.g., Alexander, Entwisle, and Olson 2001; Becker and Powers 2001; Blau et al. 2001; Bryk and Raudenbush 1992; Entwisle and Alexander 1992; Gamoran et al. 1997; Mayer 1998; Morgan 2001; Snijders 1996; and Sunmonu et al. 2002).

Meyer (1996) notes that in theory the growth model can be thought of as a restricted version of the lag model and we show this in chapter 3. However, even if the restriction is satisfied (that the coefficient on the lagged outcome equals one), measurement error in the lagged outcome variable can cause results to differ greatly between these two models. Measurement error can exist for at least two reasons. First, a student may happen to do better (or worse) than they normally would on a test at a given time because of variations in their mood or energy level. Second, the questions on a given test do not cover all material in a subject area. For both of these reasons a student’s performance on a given test taken at a given time will not be a completely accurate measure of their true skills. One can think of the difference between a student’s true skills and their score on a specific test as measurement error. Measurement error in the outcome being used as a dependent variable will not bias coefficient estimates as long as it is uncorrelated with all

---

5 We focus on papers that have lagged values of the outcome measured using the same metric as the outcome itself. Without this condition, the growth model, discussed below, would be difficult to justify.

6 Similar methods have been used outside of education research, for instance by Long and Wissoker (1995). Growth models are also used when researchers have access to data on more than two points in time. The discussion here is limited to analyses of data on only two periods.

7 The definition of true skills is somewhat unclear. One plausible definition would be how the student would score, on average, if they were given a large number of tests (using a different set of questions each time) at many different times.
other variables in the model. However, measurement error in a lagged outcome variable that is used as a control variable will cause bias even if it is totally random, as shown in appendix C.

Fortunately there are ways to control for measurement error in control variables. Once this is done, we find that the lag and growth model approaches generally yield similar results. But, as noted by Meyer (1996, 1999, and 2002), these results are often very different from results based on the lag model without controls for measurement error. Nevertheless, lag models without controls for measurement error are still quite common (Baker and Witt 1996; Chaplin 1998a, b; Gamoran and Hannigan 2000; Goldhaber and Brewer 2000; Ludwig and Bassi 1999; Marcus 1997; Mussoline and Shouse 2001; Smith 1996). In addition, many researchers omit even the control for the lagged value, at least in part because data on lagged outcomes are often difficult to obtain (Huang et al. 2000; Marshall et al. 1997; Posner and Vandell 1994; Reaney et al. 2001).8

In this paper, we estimate lag and growth models with and without controls for measurement error and models that omit the lagged outcome entirely (reflecting the variety of analyses in the current literature) and find some interesting and potentially important differences in results.

Measures of Out-of-School Activities

The key independent variables used in this analysis are the different types of “classes” that 4th graders take “outside of regular school.”9 Parents were asked about six types of out-of-school classes: (1) arts, music, or dance lessons, (2) language classes, (3) religious instruction, (4) computer classes, (5) sports, exercise, or gymnastics, and (6) history or culture lessons. Similarly, students were asked about the same set of activities, except for the “history or culture” category. We use the parent reports, as those

---

8 Some researchers reporting benefits of after-school activities do so without a comparison group (e.g., Gregory 1996 and Riley et al. 1994). This type of research is not addressed here.

9The parents were asked, “Does your child attend classes outside of regular school to study any of the following?”
appear to be more accurate. A summary variable was also created to measure if the parent reported that the child participated in any of the six types of activities; about 70 percent of the students reporting participated in at least one of these out-of-school-time activities.

The outcomes of interest include both academic test scores and classroom behaviors. Although the original intent was to examine effects for other years and grades, the analysis was restricted to the one-year follow-up of the grade 3 cohort because this is the only grade-cohort combination that has all of the necessary information.

Outcome Variables

As noted above, this analysis focused on two categories of school-related student outcomes—academic achievement (standardized test scores) and teacher ratings of classroom behaviors. With regard to the academic outcomes, Prospects study staff administered the CTBS to each student in the spring of every school year (see exhibit 1). The CTBS scale-scores, designed to be compared across grades using Item Response Theory, cover four academic areas: (1) math concepts and applications (SSMA), (2) math computation skills (SSMC), (3) reading comprehension (SSRC), and (4) reading vocabulary (SSRV). The behavioral outcomes were based on teacher ratings of individual study students covering a wide range of domains. These ratings were factor analyzed to create three separate 3-point scales: student attention in class (ATTEN), student cooperation with classroom rules and procedures (COOP), and student classroom participation (PARTIC). See appendix B for details on how these variables were constructed.

---

10 Evidence of this is discussed below in the section on measurement error.

11 Decisions made by the U.S. Department of Education resulted in the dropping of specific questionnaire items from both the student and parent surveys as the Prospects study progressed.
### Exhibit 2. Descriptive Statistics by Participation in Out-of-School-Time Lessons

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participate?</th>
<th>No</th>
<th>Yes</th>
<th>Absolute Difference</th>
<th>Standardized Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std</td>
<td>Mean</td>
<td>Std</td>
<td></td>
</tr>
<tr>
<td><strong>Outcome variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Math: concepts and applications, 1992 (SSMA) 1991</td>
<td>682.94</td>
<td>53.45</td>
<td>705.07</td>
<td>57.51</td>
<td>22.13</td>
</tr>
<tr>
<td>Math computation, 1992 (SSMC) 1991</td>
<td>686.63</td>
<td>40.50</td>
<td>698.79</td>
<td>42.89</td>
<td>12.16</td>
</tr>
<tr>
<td>Reading comprehension, 1992 (SSRC) 1991</td>
<td>687.42</td>
<td>51.32</td>
<td>706.81</td>
<td>53.68</td>
<td>19.39</td>
</tr>
<tr>
<td>Reading vocabulary, 1992 (SSRV) 1991</td>
<td>674.70</td>
<td>45.13</td>
<td>693.95</td>
<td>47.96</td>
<td>19.25</td>
</tr>
<tr>
<td>Teacher ratings</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attentiveness, 1992 (ATTEN) 1991</td>
<td>2.26</td>
<td>0.57</td>
<td>2.42</td>
<td>0.54</td>
<td>0.16</td>
</tr>
<tr>
<td>Cooperativeness, 1992 (COOP) 1991</td>
<td>2.59</td>
<td>0.43</td>
<td>2.67</td>
<td>0.40</td>
<td>0.08</td>
</tr>
<tr>
<td>Participation, 1992 (PARTIC) 1991</td>
<td>1.93</td>
<td>0.58</td>
<td>2.05</td>
<td>0.56</td>
<td>0.12</td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Limited English proficient (ever)</td>
<td>0.15</td>
<td>0.36</td>
<td>0.09</td>
<td>0.28</td>
<td>-0.06</td>
</tr>
<tr>
<td>Black</td>
<td>0.19</td>
<td>0.39</td>
<td>0.11</td>
<td>0.31</td>
<td>-0.08</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.20</td>
<td>0.40</td>
<td>0.13</td>
<td>0.34</td>
<td>-0.07</td>
</tr>
<tr>
<td>Female</td>
<td>0.57</td>
<td>0.49</td>
<td>0.52</td>
<td>0.50</td>
<td>-0.05</td>
</tr>
<tr>
<td>Parent socioeconomic status</td>
<td>-0.20</td>
<td>0.83</td>
<td>0.31</td>
<td>0.91</td>
<td>0.51</td>
</tr>
<tr>
<td>Urban school</td>
<td>0.41</td>
<td>0.49</td>
<td>0.34</td>
<td>0.47</td>
<td>-0.07</td>
</tr>
<tr>
<td>Rural school</td>
<td>0.34</td>
<td>0.47</td>
<td>0.34</td>
<td>0.47</td>
<td>0.00</td>
</tr>
<tr>
<td>“Educational load”</td>
<td>0.92</td>
<td>4.72</td>
<td>-1.04</td>
<td>4.36</td>
<td>-1.96</td>
</tr>
<tr>
<td>Free/Reduced lunch percent</td>
<td>58.63</td>
<td>27.69</td>
<td>44.73</td>
<td>27.95</td>
<td>-13.90</td>
</tr>
<tr>
<td>Change schools (ever)</td>
<td>0.15</td>
<td>0.36</td>
<td>0.09</td>
<td>0.29</td>
<td>-0.06</td>
</tr>
<tr>
<td>Single-parent household</td>
<td>0.15</td>
<td>0.36</td>
<td>0.09</td>
<td>0.29</td>
<td>-0.06</td>
</tr>
<tr>
<td>Differences between parent and child reports in 1992</td>
<td>0.89</td>
<td>0.99</td>
<td>1.27</td>
<td>1.01</td>
<td>0.38</td>
</tr>
<tr>
<td><strong>Instrumental variable</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Differences between parent and child reports in 1991</td>
<td>1.13</td>
<td>1.04</td>
<td>1.28</td>
<td>1.01</td>
<td>0.15</td>
</tr>
<tr>
<td><strong>Sample size</strong></td>
<td>1,183</td>
<td>3,099</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


*Note: Standardized difference is absolute difference in means divided by standard error for the “yes” response.*
Not surprisingly, as shown in exhibit 2,\textsuperscript{12} participants do better than nonparticipants on all of the selected outcome measures.\textsuperscript{13} For instance, participants score about 0.30 to 0.40 standard deviations higher than the nonparticipants on all of the academic tests and about 0.13 to 0.30 standard deviations higher on the behavioral scales. In addition, while the absolute point difference in test scores between participants and nonparticipants increase in two of the four subjects between 1991 and 1992, the standard deviation differences decrease for three of the subjects. Although the differences in test scores between participants and nonparticipants do not always move in the expected direction over time (upwards), changes in the teacher-reported behaviors do. However, the relative improvements in the behaviors of participants appears to be driven mostly by a deterioration over time in the behavior of the nonparticipants, rather than by absolute improvements for participants.

Control Variables

The independent, or control, variables used in the analyses are shown in the second part of exhibit 2. Again, not surprisingly, participants appear to be better off on most measures; that is, participants are less likely to be limited English proficient (LEP), be a minority, have parents with low socioeconomic status, attend a rural school, attend a school with a heavy “educational load,”\textsuperscript{14} attend a school with a high fraction of poor students, have changed schools at least once by the end of 4th grade, or live in a single-parent household.

\begin{itemize}
  \item \textsuperscript{12} In both exhibit 2 and appendix A, descriptive statistics are presented for the sample that has all of the following data: the Math concepts and applications variable, the summary measure of nonschool classes, and all of the control variables. The summary measure is set to missing only if all of the relevant activity variables are missing.
  \item \textsuperscript{13} Descriptive statistics for all variables are provided in appendix A.
  \item \textsuperscript{14} Educational load is a variable created from 11 school characteristics that tend to increase the demands on the instructional staff: teacher mobility; student mobility; percent of students in school who are limited English proficient; percent of students who are minority; percent of students living in poverty; percent of students needing special services; percent of students who are low-achieving (in the bottom quartile); whether the school has been designated as “needing improvement” under the Title I program; percent of students expelled or with disciplinary actions; percent of students in attendance; and percent of students repeating a grade. The measure was standardized across schools so that negative values represent schools with lower-than-average levels of educational demands.
\end{itemize}
Sample Sizes

The number of observations varies somewhat across the different regression models estimated below because of missing values. For instance, to estimate all outcomes jointly we can use only the 4,125 cases that had valid pre- and post-data for all of our outcomes. In contrast, when we estimate models for single outcomes we have as many as 5,907 observations.

Analytical Methods

As noted above, a number of models were estimated to reflect the different types of analyses typically found in the extant literature, including

- ordinary least squares (OLS) without controlling for the lagged value of the outcome,
- lag models without adjustment for measurement error,
- growth models, and
- lag models with adjustment for measurement error.

The basic OLS model can be written as

$$Y_{i1} = \alpha + X_{i1}' \beta + Z_{i1}' \zeta + e_{i1}, \quad (1)$$

where $X_{i1}$ is a vector of out-of-school-time extracurricular activities variables, $Y_{i1}$ is the outcome of interest (in this case, observed at the end of 4th grade), $Z_{i1}$ is a vector of control variables, and $\alpha$, $\beta$, and $\zeta$ are parameters to be estimated. Adding in the lagged value of the outcome variable (observed at the end of 3rd grade) yields the lag model recommended by Meyer (1996),\(^{15}\) which can be written as follows:

$$Y_{i1} = \alpha + X_{i1}' \beta + Z_{i1}' \zeta + Y_{i0}' \theta + e_{i1}, \quad (2)$$

where $Y_{i0}$ is the lagged value of the outcome and $\theta$ is a parameter to be estimated.

\(^{15}\) Meyer (2002) refers to this as a “Pre on Post” model.
This specification of the lag model contrasts with the widely used growth model,\(^{16}\) described by Bryk and Raudenbush (1992) as having multiple levels, for example

\textbf{Level 1:}  
\[ Y_{it} = \alpha_i + t^*\delta_i + e_{2it}, \ t= 0 \text{ and } 1 \]

\textbf{Level 2:}  
\[ \alpha_i = \alpha_{i\alpha} + X_{i1}'\lambda_{\alpha} + Z_{i1}'\zeta_{\alpha} + \epsilon_{ai} \]
\[ \delta_i = \alpha_{i\delta} + X_{i1}'\lambda_{\delta} + Z_{i1}'\zeta_{\delta} + \epsilon_{di} \]

Here, “t” represents time and \(\alpha_{i\alpha}, \lambda_{\alpha}, \zeta_{\alpha}, \alpha_{i\delta}, \lambda_{\delta}, \) and \(\zeta_{\delta}\) are parameters to be estimated.

In the first set of equations (level 1), there is one observation for each student and time period, the outcomes are test scores, and the independent variable is time. The second set of equations (level 2) uses the coefficient estimates on the intercepts and time from the level 1 equations as outcomes and these coefficient estimates are modeled as depending on the variables of interest (out-of-school activities) and other control variables. This model—referred to as a “two-level Hierarchical Linear Model (HLM)”\(^ {17}\)—allows the coefficients on time (the growth rate for student test scores) to vary with the student’s participation in out-of-school-time activities. While the two levels are often presented separately, they are estimated jointly.\(^ {18}\)

Bryk and Raudenbush (1992) note that this two-level HLM model can be written as a single equation:

\[ Y_{it} = (\alpha_{i\alpha} + X_{i1}'\lambda_{\alpha} + Z_{i1}'\zeta_{\alpha} + \epsilon_{ai}) + t^*(\alpha_{i\delta} + X_{i1}'\lambda_{\delta} + Z_{i1}'\zeta_{\delta} + \epsilon_{di}) + e_{2it}. \]

---

\(^{16}\)Meyer (2002) refers to this as a “Growth Curve Model.” Throughout I limit the discussion to two-period models.

\(^{17}\)HLM models were estimated using SAS as suggested by Singer (1998). A standard addition to this model includes a third level that would allow for school-level clustering of observations. We estimated models allowing for this third level and found that the standard errors on the after-school activities variables were almost unchanged. This is probably because these variables vary a great deal within schools. Correcting standard errors for clustering within schools generally has larger impacts on the standard errors of school-level variables.

\(^{18}\)One does not need to have more than one observation for every student to estimate growth models.
If the equation for \( t = 0 \) is subtracted from the equation for \( t = 1 \), all of the terms that do not depend on \( t \) are automatically dropped resulting in the following:\(^{19}\)

\[
Y_{i1} - Y_{i0} = \alpha_\delta + X_{i1}' \lambda_\delta + Z_{i1}' \zeta_\delta + \varepsilon_{i\delta} + e_{2i1} - e_{2i0}.
\]

When \( Y_{i0} \) is added to both sides of the equation, we get

\[
Y_{i1} = \alpha_\delta + X_{i1}' \lambda_\delta + Z_{i1}' \zeta_\delta + Y_{i0} + \varepsilon_i + e_{2i1} - e_{2i0}
= \alpha_\delta + X_{i1}' \lambda_\delta + Z_{i1}' \zeta_\delta + Y_{i0} \Delta + \nu_i
\]

where \( \Delta = 1 \) and \( \nu_i = \varepsilon_i + e_{2i1} - e_{2i0} \).

Now if we compare this to the lag model described earlier, that is,

\[
Y_{i1} = \alpha + X_{i1}' \beta + Z_{i1}' \zeta + Y_{i0}' \theta + e_{1i},
\]

we see that the two models are very similar except that the coefficient on the lagged value of the outcome is constrained to be one in the growth model. There are differences in the assumptions made about the error terms, but if the assumptions of the growth model are correct, and there is no measurement error in the lagged outcome, then the lag model should produce consistent estimates of the effects of out-of-school-time activities. Thus, the growth model can be thought of as a constrained version of the lag model. Because the lag model allows the coefficient on the lagged outcome to take on any value, it should be a more robust model to any violations of the assumption that the coefficient on the lagged outcome equals 1.

This assumption is important because the coefficient on the lagged value could be less than 1 for a number of reasons other than bias due to measurement error. Suppose, for instance, that the outcomes are student test scores. One might suspect that higher-scoring students forget some of the information they knew when they took the exam in the earlier period, especially if this information is not reinforced by additional interventions similar to the ones that helped them to score high in the first place. In addition, they might be misled by their lower-scoring peers. Similarly, lower-scoring

---

\(^{19}\) This equation justifies an alternative method using the change in test scores as the outcome, which we refer to as the differences growth model.
students might acquire information or skills they lacked on earlier exams from higher-scoring peers, even in the absence of any other intervention. Therefore, students with lower test scores might be expected, on average, to have higher test score growth, in the absence of any other intervention, than students with higher pre-intervention scores. More generally, one might expect some “regression to the mean,” which is commonly found in many situations.

One might argue that an expectation of “regression to the mean” by group is inconsistent with some students having higher test scores over very long periods of time (if not their entire lives). This phenomena of continued gaps in test scores could be explained, however, by continued inequality in the positive interventions that caused the initially observed differences, and that these continued supports more than make up for what might have otherwise been observed (a general moving of all students toward the middle of the distribution). The importance of continued interventions and peer effects might also help to explain the fade-out effect typically found for many interventions designed to help equalize outcomes for poor and nonpoor students.

It is also important to note that if the coefficient on the lagged outcome is equal to 1 then the variance of the outcome will probably increase over time. This increase in variance occurs because the variance for a given period is equal to the variance from the previous period plus any variance caused by additional inputs plus twice the covariance between past scores and current inputs (which is presumably positive). 20 We do see increased variances over time in all of our outcomes of interest except for the SSMC and SSRC tests. However, we note that the observed variance includes measurement error as well as variance in true skills. If measurement error is lower in the higher grade levels that could explain the patterns observed for SSMC and SSRC. Evidence of decreased measurement error could be found by looking at the R-squared statistics from regressions of these test score variables on the exogenous variables, such as race, gender, ethnicity, family background, and out-of-school-time activities. Such regressions were estimated

20 We thank Rob Meyer for pointing out this implication.
and provided evidence of increasing R-squared statistics over time (i.e., a decrease in unexplained variance) for most of our outcomes, including the SSMC and SSRC tests.\textsuperscript{21}

If we believe that the coefficient on the lagged outcome may be less than 1, then we need to estimate a lag model. A crucial assumption for the lag model, however, is that there is no measurement error in the lagged outcome variable. Unfortunately, measurement error is quite likely for our outcomes of interest. For instance, the math test score is designed to measure math skills expected of 4th graders. However, the test given may include questions that a particular student finds easier (or harder) than other questions that could have been asked about these skills. In addition, the student may be feeling worse (or better) than average at the time that they take the exam. For both of these reasons, a student’s test score may be a noisy measure of their true underlying skills.

If measurement error does exist, then the coefficient on the lagged outcome variable will be biased (as stressed by Meyer 1996) and a standard form of measurement error (an error term added to the true value of the lagged outcome but uncorrelated with all other variables in the model) would bias the coefficient estimate on the lagged value downwards and thus reduce its efficacy as a control variable (Greene 2000; see appendix C). Thus, if the true coefficient on the lagged value were 1, a lag model without controls for measurement error would yield an estimated coefficient of less than 1 and the incorrect conclusion that the growth model was biased.\textsuperscript{22}

\textsuperscript{21} A plausible explanation for this pattern is presented by Yen (1985), who shows that measurement error is lower for more difficult questions.

\textsuperscript{22} A number of researchers have estimated variations of the growth model controlling for lagged values of Y. In their simplest forms these are equivalent to the lag model. For example, Marcus (1997) controlled for lagged values of Y but did not control for measurement error. Therefore, based on our analyses, her estimates were probably biased. Yasumoto, Uekawa, and Bidwell (2001) also estimated a growth model with controls for lagged test scores but no controls for measurement error. They also allowed growth to change over time and allowed lagged test scores to affect both the growth and the change in growth. Consequently, their model would not simplify to the differences growth model discussed here. However, the results might still change considerably if measurement error in the lagged test scores were included. Blau et al. (2001) estimated a growth model controlling for previous performance using three categories of performance, again suggesting a different, but related, functional form to the models discussed here.
At the same time, however, measurement error in the lagged value does not bias estimates in the growth model as long as it is uncorrelated with any of the other right-hand side variables, because the measurement error becomes part of the error term in the main equation. Thus, one method of controlling for measurement error is to assume that the coefficient on the lagged value of the outcome in a lag model is 1 and, based on this assumption, estimate a growth model. In our results below we estimate a variety of models and test whether the assumption of a coefficient of 1 on the lagged outcome can be rejected. Before presenting our results, however, we first describe how we control for measurement error.

Controlling for Measurement Error: Instrumental Variables

There are two standard methods of controlling for measurement error (Fuller 1987). The first, errors in variables (EV), involves using known information about the reliability of the variable in question to adjust the estimated parameters (Meyer 1996). However, this method is only as accurate as the known reliability information, which, in many practical situations, may be flawed. For example, adjusted-parameter estimates may be biased if reliability estimates are based on a nationally normed sample but the data being analyzed are for a select sample that has a very different reliability index.

For this reason, we chose to control for measurement error using the alternative instrumental variable (IV) method, common in the econometrics field (Ashenfelter and Krueger 1994; Ladd and Walsh 2002; Meyer 1999). The IV method involves regressing the mismeasured variable (e.g., the lagged test score) on all of the other independent variables and at least one additional “instrumental variable” that is assumed to affect the mismeasured variable (e.g., the prior year’s test score), but to have no direct impact on

23 Unless the lagged value is used as a control variable on the right-hand side.

24 Alternative methods, based on item response theory, do allow reliability estimates to vary across individuals but are not feasible using the data we have.

25 In one paper, Meyer (1999) used both methods and got very similar results. However, in a more recent paper (Meyer 2002), he argues in favor of the EV method over the IV one based on the concern that the IV method might produce too large a coefficient on the lagged value of Y and, consequently, underestimate the impact of the variables of interest (X) if there are unobserved factors that affect both test scores, the
the outcome of interest (the current test score). The results of this regression are then used to create a **predicted value** for the mismeasured variable that is then used as a control in the equation estimating the impact of out-of-school-time activities on the outcomes of interest.\(^\text{26}\) (Appendix C presents a fuller discussion of the IV model.)

One common instrument to use in such situations is another mismeasured variable that is designed to measure the same underlying characteristic (lagged skills in our case). The new mismeasured variable will be valid as an instrument as long as its error is uncorrelated with the error in the original mismeasured variable. For the purposes of this analysis, we use an estimate of the child’s ability to answer survey questions correctly. Because the questions are different and the survey was given at a different time (and possibly a different day) than the math and reading tests, we expect little correlation between the child’s random mistakes on the survey and their random mistakes on the tests. This is a crucial assumption needed to use the IV model to correct for measurement error. To estimate mistakes the children made on the survey, we limit ourselves to a set of almost identical questions asked of the parents and children on the child’s involvement in out-of-school-time extracurricular activities during the 3rd grade. We calculate the number of times the parent and child reported differently on these activities and use this as an instrumental variable for the lagged outcome in each of our equations describing factors that affect the 4th grade outcomes.\(^\text{27}\)

An underlying assumption of this approach is that the parents are generally reporting accurately. We find a great deal of evidence in favor of this assumption. To start with, our “survey mistakes” variable is strongly and negatively correlated with standardized test scores; that is, low-achieving students were significantly more likely to report differently about out-of-school-time activities than their parents. This pattern would follow if low-skilled students make more mistakes when filling out surveys.

---

\(^\text{26}\) Both equations were estimated simultaneously in SAS using Proc SYSLIN. This adjusts the standard errors in the second stage for the uncertainty in the first stage.

\(^\text{27}\) Instrumental variable, and X. We have conducted simulations suggesting that if unobserved factors bias the estimates then it is not possible to choose between the IV and EV methods as both are likely to be biased.
However, this need not mean that the parent reports are accurate since parents who spend little time with their children may make more mistakes because they are not keeping careful track of their children’s activities. These same parents may also provide less academic support for their children.

Thus, the strong association between the child/parent differences in reports and child test scores does not necessarily mean that the differences are due largely to child mistakes. However, we did find other evidence suggesting that the parent reports are more accurate than the child reports. First, the parent measures are more consistent over time. Second, the parent and child reports are in greater agreement in 4th grade than in 3rd grade, which is consistent with the children learning how to read the questions more accurately by the end of the 4th grade. Third, Vandell and Posner (1995) find that parents and researchers agree on children’s regular after-school arrangements around 90 percent of the time. In contrast, parent-child agreement is only around 70 percent in 3rd grade and rises to 79 percent by 5th grade, when children’s reading skills have likely improved. Thus, in total the evidence indicates quite strongly that differences between parent and child reports in these early grades are most likely due in large part to mistakes on the part of the children in answering the survey questions.

As shown in exhibit 2, our instrumental variable—the “survey mistakes” variable—has a slightly higher mean for participants than for nonparticipants. This result is not surprising given that participants have more opportunities to differ with their parents. However, this difference might cause some readers to worry that this instrument would under-predict lagged outcomes for the participants. Fortunately, this is not the case because the participation variables are also included in the first stage. Thus, the predicted lagged scores of participants remain higher than those of nonparticipants.28

27 As shown in appendix A, this variable has a maximum value of 5 for students even though parents report on six different types of activities. This is because children were only asked about five of the six activities. We include all six activities that the parents report on when estimating impacts of nonacademic activities.

28 As an additional test, we created a 4th grade version of our “survey mistakes” variable. Adding this control to our models had no impact on the results. The coefficients on the lagged outcome variables remained close to 1, and the estimated impacts of the out-of-school-time variables remained statistically insignificant, both when estimated as separate variables and when using the summary measure.
Chapter 3: Findings

This chapter presents the results of the analyses using the different models discussed in chapter 2, the OLS model without a lag (exhibit 3), the lag model without controls for measurement error (exhibit 4), the growth model (exhibit 5), and the lag model controlling for measurement error (exhibit 6). As will be seen, the results are highly dependent on the choice of analytical approach.

Initial Analyses: The OLS Model without a Lag

As demonstrated in exhibit 3, the OLS models (without controlling for the lagged outcome) indicate statistically significant effects of student participation in art-related classes (art, music, or dance) and classes in religious instruction on all four standardized test scores and on all three of the behavioral scales. Less consistent results are found for participation in language classes. None of the 42 estimated coefficients is negative and significant,29 and almost half (20) are, in fact, positive and statistically significant. Based on these results a careful researcher might conclude that participation in such out-of-school-time extracurricular activities during the elementary school years has important implications for academic achievement and classroom behavior, in addition to any beneficial impacts on the skills (e.g., music capability) that they are more directly designed to achieve.

These results are consistent with some previous research. Estimating similar models—ones that control for background characteristics other than the lagged value of the outcome, Huang et al. (2000), Marshall et al. (1997), Posner and Vandell (1994), and Reaney et al. (2001) all find positive relationships between participation in (or amount of participation in) after-school activities and outcomes for young children. In many cases, these positive relationships have been used to support investments in after-school programs.

29 Unless stated otherwise, all results discussed in the text are statistically significant at the 5 percent level. Two of the coefficients on after-school lessons in exhibit 3 are negative and significant at the 10 percent level.
There is also research supporting the particularly strong results for arts activities. Many after-school programs include a focus on the arts (visual arts, music, dance, drama). These programs are designed to enrich the experiences of the children and serve as a “lure” to get them to participate more fully in other activities. In addition, they can potentially have a transference effect that can increase academic achievement. Although limited research has been done in this area, there are some suggestions of these programs’ possible effects. Using small experimental studies of elementary school drama instruction, De la Cruz (1995) found significantly higher oral expressive language and social skills for participants; Parks and Rose (1997) found significantly higher standardized test scores in reading comprehension; and Hetland (2000) found a significant relationship between piano instruction and spatial-temporal reasoning. Podlozny’s (2000) meta-analysis of research on drama indicated a significant positive relationship between drama instruction and standardized reading test scores, oral expressive language, and writing skills. In addition, Vaughn (2000) screened more than 4,000 studies of music instruction and for those using experimental designs found an overall positive relationship between music instruction and math test scores.

While some experimental studies find positive effects, others do not. For instance, Moga et al. (2000) and Winner and Cooper (2000) conducted meta-analyses of experimental studies and found no significant effect of arts study on verbal or math skills. Similarly, Costa-Giomi (1999) found no significant effects of three years of piano classes on verbal skills or spatial ability. Thus, the experimental results alone do not provide strong evidence of effects. In addition, as discussed below, results from the simple OLS models without lags do not hold up well to improvements in model specification.

30 This study and many others on the impacts of arts are summarized in Deasy (2002).

31 They did find effects on “creative thinking.”}
<table>
<thead>
<tr>
<th>Activity</th>
<th>SSMA Coef</th>
<th>Std Err</th>
<th>SSMC Coef</th>
<th>Std Err</th>
<th>SSRC Coef</th>
<th>Std Err</th>
<th>SSRV Coef</th>
<th>Std Err</th>
<th>ATTEN Coef</th>
<th>Std Err</th>
<th>COOP Coef</th>
<th>Std Err</th>
<th>PARTIC Coef</th>
<th>Std Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>Art, music, dance</td>
<td>11.83</td>
<td>2.12</td>
<td>7.53</td>
<td>1.69</td>
<td>10.22</td>
<td>1.96</td>
<td>8.79</td>
<td>1.75</td>
<td>0.12</td>
<td>0.02</td>
<td>0.07</td>
<td>0.02</td>
<td>0.08</td>
<td>0.02</td>
</tr>
<tr>
<td>Sports</td>
<td>-1.31</td>
<td>1.73</td>
<td>0.52</td>
<td>1.38</td>
<td>-2.90</td>
<td>1.60</td>
<td>-1.55</td>
<td>1.42</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Language</td>
<td>15.91</td>
<td>4.65</td>
<td>8.70</td>
<td>3.71</td>
<td>9.13</td>
<td>4.30</td>
<td>5.24</td>
<td>3.83</td>
<td>0.10</td>
<td>0.05</td>
<td>0.07</td>
<td>0.04</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>Religion</td>
<td>10.38</td>
<td>1.74</td>
<td>5.13</td>
<td>1.39</td>
<td>9.73</td>
<td>1.61</td>
<td>8.49</td>
<td>1.43</td>
<td>0.09</td>
<td>0.02</td>
<td>0.04</td>
<td>0.01</td>
<td>0.07</td>
<td>0.02</td>
</tr>
<tr>
<td>History and culture</td>
<td>-2.46</td>
<td>4.18</td>
<td>5.61</td>
<td>3.33</td>
<td>-6.95</td>
<td>3.86</td>
<td>-2.28</td>
<td>3.44</td>
<td>0.00</td>
<td>0.04</td>
<td>0.00</td>
<td>0.03</td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>Computers</td>
<td>7.70</td>
<td>2.96</td>
<td>1.81</td>
<td>2.36</td>
<td>3.97</td>
<td>2.73</td>
<td>2.88</td>
<td>2.44</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>-0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>Parent-child differences in 1992</td>
<td>-9.29</td>
<td>0.88</td>
<td>-4.88</td>
<td>0.71</td>
<td>-7.46</td>
<td>0.82</td>
<td>-6.85</td>
<td>0.73</td>
<td>-0.06</td>
<td>0.01</td>
<td>-0.03</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.01</td>
</tr>
</tbody>
</table>


Notes: The test scores in math (SSMA and SSMC) and reading (SSRC and SSRV) and the behavioral outcomes (ATTEN, COOP, and PARTIC) are defined in the text.

* Implies significantly different from 0 at the 10 percent level, ** at the 5 percent level, and *** at the 1 percent level.
The Lag Model

Exhibit 4 presents the results of the statistical models that add in controls for the lagged value of the outcome (without controls for measurement error). Once again, statistically significant effects are found for student participation in art-related classes and religious instruction, and less consistent results are noted for language classes. None of the estimated coefficients is negative and significant, and almost half (17) remain positive and statistically significant.\(^{32}\) However, the results are very different from those in exhibit 3 as the estimated effects are much smaller. For instance, many of the coefficient estimates on arts and religion activities in exhibit 4 are about half as large as those shown in exhibit 3. Thus, controlling for the lagged value suggests much smaller impacts of out-of-school-time activities than those obtained using the OLS model.

Other researchers have also estimated models similar to those in exhibit 4. For example, Baker and Witt (1996) report positive impacts of participation, even after controlling for lagged outcomes. Vandell and Pierce (1997) did not find positive impacts of participation compared with nonparticipation, but did find positive impacts of high participation compared with low participation.

While controlling for the lagged values did reduce the estimated impacts of out-of-school-time activities in our models, we would have still had an important story to tell about the positive effects of participation in the arts and religious instruction on outcomes of 4th grade students if we had stopped our analysis here. Indeed, we were prepared to draw this conclusion until we estimated growth models.

\(^{32}\) One is negative and significant at the 10 percent level.
## Exhibit 4. Estimated Effects of Out-of-School-Time Activities: Lag Model without Control for Measurement Error

<table>
<thead>
<tr>
<th>Activity</th>
<th>SSMA Coef</th>
<th>SSMA Std Err</th>
<th>SSMC Coef</th>
<th>SSMC Std Err</th>
<th>SSRC Coef</th>
<th>SSRC Std Err</th>
<th>SSRV Coef</th>
<th>SSRV Std Err</th>
<th>ATTEN Coef</th>
<th>ATTEN Std Err</th>
<th>COOP Coef</th>
<th>COOP Std Err</th>
<th>PARTIC Coef</th>
<th>PARTIC Std Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>Art, music, dance</td>
<td>4.68</td>
<td>1.52</td>
<td>3.91</td>
<td>1.37</td>
<td>3.93</td>
<td>1.44</td>
<td>4.66</td>
<td>1.34</td>
<td>0.06</td>
<td>0.02</td>
<td>0.05</td>
<td>0.01</td>
<td>0.06</td>
<td>0.02</td>
</tr>
<tr>
<td>Sports</td>
<td>-0.67</td>
<td>1.24</td>
<td>-0.74</td>
<td>1.12</td>
<td>-1.99</td>
<td>1.17</td>
<td>0.34</td>
<td>1.09</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>Language</td>
<td>10.74</td>
<td>3.33</td>
<td>3.81</td>
<td>3.00</td>
<td>5.21</td>
<td>3.15</td>
<td>0.17</td>
<td>2.93</td>
<td>0.07</td>
<td>0.04</td>
<td>*</td>
<td>0.06</td>
<td>*</td>
<td>0.04</td>
</tr>
<tr>
<td>Religion</td>
<td>3.86</td>
<td>1.25</td>
<td>2.27</td>
<td>1.12</td>
<td>3.73</td>
<td>1.18</td>
<td>2.58</td>
<td>1.10</td>
<td>0.05</td>
<td>0.01</td>
<td>***</td>
<td>0.03</td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>History and culture</td>
<td>-4.09</td>
<td>2.99</td>
<td>3.52</td>
<td>2.70</td>
<td>-4.26</td>
<td>2.83</td>
<td>-0.91</td>
<td>2.64</td>
<td>-0.00</td>
<td>0.03</td>
<td>-0.02</td>
<td>0.03</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Computers</td>
<td>4.19</td>
<td>2.12</td>
<td>-0.19</td>
<td>1.91</td>
<td>1.05</td>
<td>2.01</td>
<td>-0.69</td>
<td>1.87</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>0.02</td>
<td>-0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Parent-child differences in 1992</td>
<td>-4.06</td>
<td>0.64</td>
<td>-2.56</td>
<td>0.57</td>
<td>-3.01</td>
<td>0.6</td>
<td>-2.92</td>
<td>0.56</td>
<td>-0.03</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>


Notes: The test scores in math (SSMA and SSMC) and reading (SSRC and SSRV) and the behavioral outcomes (ATTEN, COOP, and PARTIC) are defined in the text.

* Implies significantly different from 0 at the 10 percent level, ** at the 5 percent level, and *** at the 1 percent level.
Expanded Analysis: The Growth Model

Exhibit 5 provides the estimated effects of the same set of out-of-school-time activities both on standardized test scores in reading and mathematics and on measures of classroom behavior. But in this case the estimation was done using the growth models discussed in chapter 2. As shown, many of the coefficient estimates have been greatly reduced in size, but more important, none is statistically significant at even the 10 percent level. We also tried estimating models using a single summary measure of participation in any activity (about one-quarter of the sample had no participation) but still found no evidence of statistically significant impacts on any of the student outcomes.

At the least, these results indicate that one should be uncertain about whether or not out-of-school-time extracurricular activities affect academic skills or student behaviors. In addition, these results leave a sense of uncertainty about which conclusions should be believed. On the one hand, the lag model allows the coefficient on the lagged outcome variable to differ from 1. On the other hand, the growth model results are not biased by measurement error. To choose between these two models, we needed to estimate a model that would both allow the coefficient on the lagged value to be less than 1 and, at the same time, control for measurement error. Fortunately, we were able to do this in our data set, as is discussed in the next section.

---

33 As discussed earlier, models where the outcome is the change in test scores are similar to growth models estimated here. We estimated such difference growth models (without controlling for lagged values) and obtained results similar to the growth model, except that the difference growth models had smaller standard errors, perhaps because fewer parameters were being estimated.

34 We estimated several variations of our models using these summary measures, with similar results.
### Exhibit 5. Estimated Effects of Out-of-School-Time Activities: Growth Model

<table>
<thead>
<tr>
<th>Activity</th>
<th>SSMA Coef</th>
<th>SSMA Std Err</th>
<th>SSMC Coef</th>
<th>SSMC Std Err</th>
<th>SSRC Coef</th>
<th>SSRC Std Err</th>
<th>SSRV Coef</th>
<th>SSRV Std Err</th>
<th>ATTEN Coef</th>
<th>ATTEN Std Err</th>
<th>COOP Coef</th>
<th>COOP Std Err</th>
<th>PARTIC Coef</th>
<th>PARTIC Std Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>Art, music, dance</td>
<td>2.70</td>
<td>2.45</td>
<td>-0.92</td>
<td>2.10</td>
<td>-0.23</td>
<td>2.47</td>
<td>1.98</td>
<td>2.00</td>
<td>0.04</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Sports</td>
<td>-1.09</td>
<td>2.00</td>
<td>-1.64</td>
<td>1.71</td>
<td>-1.49</td>
<td>2.01</td>
<td>0.66</td>
<td>1.63</td>
<td>-0.01</td>
<td>0.02</td>
<td>-0.01</td>
<td>0.02</td>
<td>-0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Language</td>
<td>6.61</td>
<td>4.98</td>
<td>-2.45</td>
<td>4.26</td>
<td>2.77</td>
<td>5.02</td>
<td>-0.89</td>
<td>4.06</td>
<td>0.03</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.06</td>
</tr>
<tr>
<td>Religion</td>
<td>2.73</td>
<td>1.98</td>
<td>-0.06</td>
<td>1.70</td>
<td>0.97</td>
<td>2.00</td>
<td>0.74</td>
<td>1.62</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>History and culture</td>
<td>-4.37</td>
<td>4.38</td>
<td>-1.73</td>
<td>3.74</td>
<td>-2.88</td>
<td>4.42</td>
<td>-1.19</td>
<td>3.57</td>
<td>-0.01</td>
<td>0.05</td>
<td>-0.04</td>
<td>0.04</td>
<td>-0.00</td>
<td>0.05</td>
</tr>
<tr>
<td>Computers</td>
<td>1.76</td>
<td>3.17</td>
<td>-2.19</td>
<td>2.71</td>
<td>0.60</td>
<td>3.20</td>
<td>-0.86</td>
<td>2.58</td>
<td>-0.01</td>
<td>0.03</td>
<td>-0.00</td>
<td>0.03</td>
<td>-0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Parent-child differences in 1992</td>
<td>-2.48</td>
<td>0.98 **</td>
<td>0.58</td>
<td>0.84</td>
<td>-0.23</td>
<td>0.99</td>
<td>-0.92</td>
<td>0.80</td>
<td>-0.01</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
<td>-0.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

*Source: Prospects data, grade 3 cohort, 1992.*

Notes: The test scores in math (SSMA and SSMC) and reading (SSRC and SSRV) and the behavioral outcomes (ATTEN, COOP, and PARTIC) are defined in the text.

* Implies significantly different from 0 at the 10 percent level, ** at the 5 percent level, and *** at the 1 percent level.
A Last Look: The Lag Model with Measurement Error Control

The results of our lag model controlling for measurement error are shown in exhibit 6\(^{35}\) and are very similar to those of the growth model—only one of the estimated impacts of out-of-school-time classes is statistically significant. Thus, it appears that the control for measurement error is crucial to this analysis of the relationship between out-of-school-time activities participation and school outcomes. Without the control for measurement error one would draw the incorrect conclusion that there were many statistically significant impacts on test scores and classroom behavior.

We control for measurement error using instrumental variables. However, the use of instrumental variables is certainly not a panacea. Using instrumental variables has two main problems. First, instrumental variables are often very poor predictors and consequently produce imprecise results. Second, results based on one instrumental variable may not be robust when tested against alternative instruments. Fortunately, our instrumental variables passed both tests quite well. First, our main instrumental variable (survey mistakes) is a very strong predictor of the lagged outcomes in our models,\(^{36}\) and we did have a second set of instrumental variables that also had strong predictive power, even after controlling for our main instrument and the other exogenous variables in our model. The additional instrumental variables are the lagged values of the parent reports on the after-school lessons that the children took.\(^{37}\) Second, it turns out that when we added these instrumental variables to our models, the tests for overidentification were not rejected\(^{38}\) and our substantive results remained unchanged from the growth model—the coefficients on the lagged values of the outcomes were not statistically different from 1.

\(^{35}\) This model also controls for measurement error in the parent reports on after-school classes using the lagged reports on classes as the instrumental variables. This correction had little impact on our results. In addition, we jointly estimate the models for all of the outcomes simultaneously, as suggested by Thum (1997). This also had little impact on our results.

\(^{36}\) A joint test of significance of the coefficients on the instrumental variable (survey mistakes) across the seven outcomes yielded a p-value of 0.0001, controlling for all other exogenous variables in the model.

\(^{37}\) The joint p-value for these variables was 0.003.

\(^{38}\) We used the overidentification test recommended by Basmann (1960) as implemented in SAS Proc Syslin.
and the out-of-school-time activities were not jointly significant. Thus, our models appear robust to at least this set of alternative instrumental variables.

Not surprisingly, the statistical significance of the control variables is also reduced when we control for measurement error in the lagged outcome. Without controls for measurement error about one-third of the coefficient estimates on the control variables were statistically significant at the 1 percent level in the lagged model. Controlling for measurement error reduces this by more than half. However, overall about 14 percent of the coefficient estimates on these control variables remain statistically significant at the 1 percent level after controlling for measurement error, and another 14 percent are significant at the 5 percent level. Thus, it appears that even after controlling for measurement error in the lagged outcome, we are obtaining reasonably precise estimates of the impacts of other variables.

39 This excludes the intercept, the lagged outcome, the after-school activities, and the parent-child differences in 1992. There are 11 additional control variables in our model, as described in appendix A.
### Exhibit 6. Estimated Effects of Out-of-School-Time Activities: Lag Model with Correction for Measurement Error

<table>
<thead>
<tr>
<th>Lesson</th>
<th>SSMA Coef</th>
<th>SSMA Std Err</th>
<th>SSMC Coef</th>
<th>SSMC Std Err</th>
<th>SSRC Coef</th>
<th>SSRC Std Err</th>
<th>SSRV Coef</th>
<th>SSRV Std Err</th>
<th>ATTEN Coef</th>
<th>ATTEN Std Err</th>
<th>COOP Coef</th>
<th>COOP Std Err</th>
<th>PARTIC Coef</th>
<th>PARTIC Std Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>Art, music, dance</td>
<td>1.70</td>
<td>1.94</td>
<td>1.27</td>
<td>1.77</td>
<td>0.16</td>
<td>1.95</td>
<td>1.76</td>
<td>1.71</td>
<td>0.01</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>-0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Sports</td>
<td>-0.40</td>
<td>1.34</td>
<td>-1.66</td>
<td>1.30</td>
<td>-1.45</td>
<td>1.35</td>
<td>1.67</td>
<td>1.31</td>
<td>-0.00</td>
<td>0.02</td>
<td>-0.01</td>
<td>0.02</td>
<td>-0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>Language</td>
<td>8.58</td>
<td>3.67 **</td>
<td>0.26</td>
<td>3.58</td>
<td>2.87</td>
<td>3.67</td>
<td>-3.39</td>
<td>3.52</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
<td>0.06</td>
<td>0.08</td>
</tr>
<tr>
<td>Religion</td>
<td>1.14</td>
<td>1.64</td>
<td>0.19</td>
<td>1.44</td>
<td>0.14</td>
<td>1.68</td>
<td>-1.58</td>
<td>1.64</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>-0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>History and culture</td>
<td>-4.77</td>
<td>3.24</td>
<td>2.00</td>
<td>3.09</td>
<td>-2.65</td>
<td>3.27</td>
<td>0.05</td>
<td>3.07</td>
<td>-0.01</td>
<td>0.04</td>
<td>-0.06</td>
<td>0.04</td>
<td>0.00</td>
<td>0.07</td>
</tr>
<tr>
<td>Computers</td>
<td>2.72</td>
<td>2.34</td>
<td>-1.64</td>
<td>2.21</td>
<td>-0.70</td>
<td>2.35</td>
<td>-3.21</td>
<td>2.26</td>
<td>0.00</td>
<td>0.03</td>
<td>0.01</td>
<td>0.03</td>
<td>-0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>Parent-child differences in 1992</td>
<td>-1.87</td>
<td>1.02 *</td>
<td>-0.87</td>
<td>0.85</td>
<td>-0.34</td>
<td>1.01</td>
<td>-0.17</td>
<td>0.94</td>
<td>-0.01</td>
<td>0.01</td>
<td>-0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

**Source:** Prospects data, grade 3 cohort, 1992.

**Notes:** The test scores in math (SSMA and SSMC) and reading (SSRC and SSRV) and the behavioral outcomes (ATTEN, COOP, and PARTIC) are defined in the text.

* Implies significantly different from 0 at the 10 percent level, ** at the 5 percent level, and *** at the 1 percent level.
**Final Comments on Modeling Issues**

An explanation for the differences in results across models can be seen in exhibit 7, which compares the coefficients on the lagged value of the outcome in each of the different models. In the first row, the lag model without controls for measurement error shows estimated coefficients on the lagged values between 0.26 and 0.74. In contrast, the growth model implicitly assumes coefficients of 1. Thus, if the lag model without a correction for measurement error were correct, it would provide strong evidence suggesting that the growth model was mis-specified. However, in the third row the estimated coefficients on the lagged outcomes from the lag model with controls for measurement error are presented and, as can be seen, none differ significantly from 1 at the 0.05 level and all are well over 0.74, the highest value observed in the model without measurement error. Thus, we cannot reject the growth model and had we lacked information sufficient to control for measurement error, we would have been better off relying on our growth model estimates than using the lag model without controlling for measurement error.

Exhibit 8 demonstrates how common this problem is by summarizing coefficients on lagged test scores from a number of previous studies with and without controls for measurement error. The coefficients on lagged values are generally substantially larger in those studies that control for measurement error and often not significantly different from 1. The smallest coefficient found with controls for measurement error is from a study by Girotto and Peterson (1999) that used the errors in variables (EV) method of adjusting the prior test score. One possible explanation for their result (a coefficient less than 1) is that they control for grade point average (GPA) in courses taken between the pre- and post-tests (as a measure of effort). If one believes that GPA is an alternative measure of their outcome (student skills) rather than an exogenous variable, then it might not be so surprising that controlling for this variable reduces the coefficient on the lagged outcome variable.
### Exhibit 7. Estimated Effects of Lagged Outcome by Type of Model

<table>
<thead>
<tr>
<th>Model</th>
<th>SSMA Coef</th>
<th>Std Err</th>
<th>SSMC Coef</th>
<th>Std Err</th>
<th>SSRC Coef</th>
<th>Std Err</th>
<th>SSRV Coef</th>
<th>Std Err</th>
<th>ATTEN Coef</th>
<th>Std Err</th>
<th>COOP Coef</th>
<th>Std Err</th>
<th>PARTIC Coef</th>
<th>Std Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lag model, no measurement error</td>
<td>0.74</td>
<td>0.01</td>
<td>*** 0.52</td>
<td>0.01</td>
<td>*** 0.60</td>
<td>0.01</td>
<td>*** 0.70</td>
<td>0.01</td>
<td>*** 0.58</td>
<td>0.01</td>
<td>*** 0.50</td>
<td>0.01</td>
<td>*** 0.26</td>
<td>0.02</td>
</tr>
<tr>
<td>Growth model</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Lag model, with measurement error</td>
<td>1.05</td>
<td>0.11</td>
<td>0.90</td>
<td>0.12</td>
<td>0.96</td>
<td>0.10</td>
<td>1.19</td>
<td>0.12</td>
<td>1.06</td>
<td>0.13</td>
<td>1.31</td>
<td>0.24</td>
<td>1.45</td>
<td>0.44</td>
</tr>
</tbody>
</table>

*Source: Prospects data, grade 3 cohort, 1992.*

Notes: The test scores in math (SSMA and SSMC) and reading (SSRC and SSRV) and the behavioral outcomes (ATTEN, COOP, and PARTIC) are defined in the text.

* Implies significantly different from 1 at the 10 percent level, ** at the 5 percent level, and *** at the 1 percent level.
### Exhibit 8. Coefficient Estimates on Lagged Outcome Variables

#### A. Not Controlling for Measurement Error

<table>
<thead>
<tr>
<th>Study</th>
<th>Outcome</th>
<th>Coefficient estimates</th>
<th>Std Error</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marcus (1997)a</td>
<td>AIDS knowledge</td>
<td>0.7900</td>
<td>0.0800</td>
<td>***</td>
</tr>
<tr>
<td>Chaplin (1998a)</td>
<td>12th grade math</td>
<td>0.7500</td>
<td>0.0084</td>
<td>***</td>
</tr>
<tr>
<td></td>
<td>12th grade science</td>
<td>0.6400</td>
<td>0.0096</td>
<td>***</td>
</tr>
<tr>
<td>Jacob (2001)</td>
<td>12th grade math</td>
<td>0.6800</td>
<td>0.0110</td>
<td>***</td>
</tr>
<tr>
<td></td>
<td>12th grade reading</td>
<td>0.4600</td>
<td>0.0140</td>
<td>***</td>
</tr>
<tr>
<td>Ludwig and Bassi (1999)</td>
<td>10th grade reading</td>
<td>0.8900</td>
<td>0.0100</td>
<td>***</td>
</tr>
<tr>
<td></td>
<td>10th grade math</td>
<td>0.9500</td>
<td>0.0100</td>
<td>***</td>
</tr>
<tr>
<td>Goldhaber and Brewer (2000)</td>
<td>12th grade math</td>
<td>0.9100</td>
<td>0.0100</td>
<td>***</td>
</tr>
<tr>
<td></td>
<td>12th grade science</td>
<td>0.7600</td>
<td>0.0100</td>
<td>***</td>
</tr>
<tr>
<td>Meyer (1999), non—college bound</td>
<td>12th grade math</td>
<td>0.6700</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mussoline and Shouse (2001)</td>
<td>10th grade math</td>
<td>0.7400</td>
<td>0.0100</td>
<td>***</td>
</tr>
<tr>
<td>Vandell and Pierce (1997)b</td>
<td>Academic grades</td>
<td>0.40</td>
<td>—</td>
<td>**</td>
</tr>
<tr>
<td></td>
<td>Excused absences</td>
<td>0.44</td>
<td>—</td>
<td>***</td>
</tr>
<tr>
<td></td>
<td>Aggression</td>
<td>0.53</td>
<td>—</td>
<td>**</td>
</tr>
</tbody>
</table>

#### B. Controlling for measurement error

<table>
<thead>
<tr>
<th>Study</th>
<th>Outcome</th>
<th>Coefficient estimates</th>
<th>Std Error</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jacob (2001)</td>
<td>12th grade math</td>
<td>1.0580</td>
<td>0.0670</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12th grade reading</td>
<td>1.0930</td>
<td>0.0850</td>
<td></td>
</tr>
<tr>
<td>Meyer (1999), non–college bound</td>
<td>12th grade math</td>
<td>0.9470</td>
<td>0.0290</td>
<td>*</td>
</tr>
<tr>
<td>College bound</td>
<td>12th grade math</td>
<td>1.0240</td>
<td>0.0260</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>12th grade math</td>
<td>0.9970</td>
<td>0.0180</td>
<td></td>
</tr>
<tr>
<td>Ross and Broh (2000)</td>
<td>12th grade math and English grades and tests</td>
<td>1.0300</td>
<td>0.0127</td>
<td>**</td>
</tr>
<tr>
<td>Girotto and Peterson (1999)</td>
<td>11th grade cognitive skills</td>
<td>0.6300</td>
<td>0.0200</td>
<td>***</td>
</tr>
</tbody>
</table>

**Notes:** — = not available.

a. Marcus (1997) estimated a model of growth on the lagged value, which had a coefficient of -0.21. This translates to a coefficient of 0.79 in a model of the outcome on the lagged value.

b. Vandell and Pierce (1997) reported on lagged outcomes for 17 variables in table 9, with coefficient estimates ranging from 0.09 to 0.53. All but four were significantly different from 0. Because standard errors were not reported I could only calculate statistical difference from 1 if the coefficient was significantly different from 0. All 13 of the coefficients that were statistically different from 0 at least at the 10 percent level were also statistically different from 1 at least at the 5 percent level. * Implies significantly different from 1 at the 10 percent level, ** at the 5 percent level, and *** at the 1 percent level.
Excluded from exhibit 8 are results from a school-level analysis by Jones and Zimmer (2001) that used the lagged fraction of children scoring satisfactorily in a given subject in a given year. Their lagged coefficients ranged from 0.23 to 1.75 and were always significantly different from 1. Because their outcomes were measured at the school level, the measurement error is likely small. One plausible reason for their coefficients being very different than 1, however, is that these scores have clear floor and ceiling effects since schools cannot go below 0 or above 100 percent. In such cases we would argue that the growth model is less likely to be appropriate.

The bottom line for our research question is that the ideal nonexperimental studies should control both for lagged outcomes and for measurement error in these lagged variables, either by estimating growth models or by including the lagged outcome and controlling for measurement error directly. We were only able to locate two studies on the impacts of after-school activities for young children that satisfied these criteria, Hamilton and Klein (1998) and Mayesky (1980a). Both reported positive impacts. However, neither study controlled for any other background characteristics. To test for the potential importance of this omission, we reestimated our growth models without any controls for background characteristics. In these new models, the out-of-school-time activities variables were statistically significant for five of the seven outcomes (all but ATTEN and PARTIC). Out-of-school participation in arts positively impacted four outcomes, and out-of-school participation in language classes positively impacted two.40

To summarize, it appears that controlling for other background characteristics is important. Thus, our results indicate that the impacts reported by Hamilton and Klein (1998) and Mayesky (1980a) might have been much less clear had they also included such controls in their models.

40 The coefficient estimates on religious participation were positive and significant at the 10 percent level for three outcomes and sports were negative and significant for two.
Chapter 4 : Substantive Summary of Results

As discussed in the previous chapter, we first approached this analysis using relatively widespread analytical methods to control for the inherent problem of selection bias, that is, the inclusion of the lagged outcome variable as a control variable. This model yielded positive effects of out-of-school-time participation in arts and music activities on academic achievement and classroom behavior of elementary school children. This seemed to be an important and interesting finding.

But these findings evaporated when we reanalyzed our data controlling for measurement error in the lagged outcome and when we estimated a growth model of student gains. While a great deal of literature indicates positive impacts of after-school activities on these outcomes, we could find no nonexperimental studies that estimated models that dealt with all of the issues we found to be important in our work (controlling for lagged values, dealing with measurement error, and including other background characteristics in the models). We did find some experimental evidence suggesting effects of participation in arts on academic skills. However, other experimental studies suggested less clear impacts. In summary, the lack of statistically significant findings in our better models and the unclear results from experimental studies lead to the conclusion that out-of-school-time extracurricular activities have no clear effects on the academic achievement or school behavior of elementary school children.

This interpretation of no clear effects based on our results may be too strong for several reasons. First, the statistical results are somewhat imprecise. While the point estimates and standard errors are fairly small (generally less than 1/25th of a standard deviation for the test scores in exhibit 6), after-school activities are likely to be fairly small interventions compared with, say, regular classroom activities and what happens to children in their homes. Thus, effects that would help justify participation would also be fairly small. Second, nonparticipants may be engaged in other types of activities that also

---

41 One reason for this imprecision could be that participation means very different things for different children. Indeed, Vandell and Pierce (1997) find a great deal of variation in the amount of time elementary school children participate in after-school activities.
promote their learning. If current participants did not have the option to participate in the activities reported here, they might not have alternatives as good as those of current nonparticipants. Third, we focused our analysis on classes that took place during the school year. Results by Alexander et al. (2001), Entwisle and Alexander (1992), Heyns (1978), and Phillips et al. (1998) indicate that low-income children appear to do just as well as their higher-income counterparts in terms of test score gains during the school year, but during the summer they often experience test score drops both absolutely and relative to their higher-income counterparts. Thus, even if out-of-school-time extracurricular activities during the school year have relatively small impacts on the student outcomes measured in this paper, they may matter more during the summer, especially for low-income children. Indeed, one of the few studies we found on out-of-school-time programs that did use a sound methodology (Sunmonu et al. 2002) found that a summer academic program appears to have had substantial impacts for the students participating regularly.

It should also be noted that even if these out-of-school-time extracurricular activities have little positive impact on academic skills and classroom behavior, they are still likely to improve the skills they were designed to improve (i.e., arts, music, etc.). Indeed, one might take the lack of negative impacts as a good sign—that one can teach a child these additional skills and not harm them academically.

Finally, we note that we have little information on quality or intensity. Consequently, our estimates are relevant only for the average quality and intensity currently being experienced by youth in these types of activities. It is possible, though not obvious, that higher-quality programs would have larger impacts on the outcomes measured here,

---

42 Phillips et al. (1998) only found evidence for this in math.
43 To test for the possibility that after-school activities matter more for minority or low-socioeconomic status (SES) students, we ran our lag model with controls for measurement error and the summary variable for blacks and for low-SES students separately (the bottom 1,800 cases in our sample). In both cases none of the coefficient estimates on the out-of-school-time classes variables was statistically significant.
44 Sunmonu et al. (2002) used a growth model with controls for race, gender, and economic status of the children. Another good study suggesting strong impacts of summer school is Jacob and Lefgren (2002). They used a regression discontinuity method to address the issue of selection bias discussed here.
though it is just as likely that they would only have larger impacts on the outcomes they were designed to impact.

In regards to intensity, one might surmise that students taking “classes” usually do so on a weekly basis. However, the total time per week, including practicing, could vary greatly. We do have a rough measure of intensity in that we have distinct variables for each of the six types of activities that a child could be engaged in. A child that is engaged in all six is probably (though not necessarily) engaged more intensively than a child engaged in only one or two activities. The variables describing the activities are not jointly significant in our results meaning that this measure of intensity does not indicate positive impacts.

Additional points could be made against these results. For instance, some might argue that out-of-school-time extracurricular activities help students not directly, but only indirectly by helping to keep the students engaged in school. While this is a compelling argument, it is not clear why such an effect would not show up in our results, both directly (as an increase in test scores) and indirectly, via teacher-reported student behavior. Since we found no evidence of effects on either outcome, it is hard to argue that these particular extracurricular activities had noticeable direct or indirect impacts.

Of course, after-school programs with strong academic components might have noticeable impacts on student skills, and a high fraction of after-school programs do offer academic activities. Unfortunately, it appears that they are not heavily used. Seppanen, deVries, and Seligson (1993) find that 80 percent of after-school programs offer some time for optional homework, just under half provide remedial academic help, and about one-third provide tutoring. In addition, they find that lower-income programs are even more academically oriented than the average program. However, Vandell and Posner (1999) report that children from low-income communities spend less than one quarter of their time on academics while in formal after-school program activities. With such a low focus on academics, it would not be surprising to find little impact of such programs.

---

45 This is still an improvement over the fraction (10 percent) of time spent on academics by low-income children not in formal after-care programs.
A related point is that extracurricular activities located at school can help improve academic outcomes by keeping children in school longer.\textsuperscript{46} This argument is particularly compelling for older students who might drop out of school\textsuperscript{47} or choose to leave school early and miss some classes. It is less plausible for 4th graders whose activities are controlled to a much greater degree by adults.

To summarize, while all of the caveats listed above are important, the ultimate conclusion is quite compelling. Our evidence indicates that the belief that out-of-school-time extracurricular activities provide extra academic benefits for young children is, at best, not supported by the available data. Further research and experimental studies may yield different results, but for now the evidence is quite clear. To improve the academic skills of young students, we probably need to teach them those skills directly.

\textsuperscript{46} Because we could not distinguish between activities at school and those held elsewhere, we were not able to estimate such impacts.

\textsuperscript{47} Indeed, we suspect that such impacts may be quite large, but that they will not likely be observed unless we can collect better data on dropouts.
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APPENDIX A
Detailed Descriptive Statistics
### Exhibit A1. Descriptive Statistics for Variables Used in Analysis

<table>
<thead>
<tr>
<th>Group</th>
<th>Label</th>
<th>N</th>
<th>Mean</th>
<th>Std Dev</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TEST SCORES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Math: Concepts and Applications, 1992</td>
<td>4282</td>
<td>698.96</td>
<td>57.27</td>
<td>466.0</td>
<td>867.0</td>
<td></td>
</tr>
<tr>
<td>(SSMA)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Math Computation,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(SSMC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading Comprehension,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(SSRC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading Vocabulary,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(SSRV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Teacher ratings</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attentiveness,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Atten)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cooperativeness,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Coop)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participation,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Partic)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>**Parent reports, 1992</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Art, music, or dance</td>
<td></td>
<td>4251</td>
<td>0.21</td>
<td>0.40</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Sports</td>
<td></td>
<td>4243</td>
<td>0.42</td>
<td>0.49</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Language</td>
<td></td>
<td>4197</td>
<td>0.04</td>
<td>0.19</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Religious instruction</td>
<td></td>
<td>4225</td>
<td>0.49</td>
<td>0.50</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>History and culture</td>
<td></td>
<td>4215</td>
<td>0.04</td>
<td>0.20</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Computer</td>
<td></td>
<td>4227</td>
<td>0.09</td>
<td>0.28</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>CONTROLS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Limited English proficient (ever)</td>
<td>4282</td>
<td>0.11</td>
<td>0.31</td>
<td>0.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td></td>
<td>4282</td>
<td>0.13</td>
<td>0.34</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td>4282</td>
<td>0.15</td>
<td>0.36</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td>4282</td>
<td>0.53</td>
<td>0.50</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Parent socioeconomic status</td>
<td>4282</td>
<td>0.17</td>
<td>0.92</td>
<td>-1.8</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>Urban school</td>
<td></td>
<td>4282</td>
<td>0.36</td>
<td>0.48</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Rural school</td>
<td></td>
<td>4282</td>
<td>0.34</td>
<td>0.47</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>“Educational load”</td>
<td></td>
<td>4282</td>
<td>-0.50</td>
<td>4.54</td>
<td>-7.9</td>
<td>12.8</td>
</tr>
<tr>
<td>Free/Reduced lunch percent</td>
<td>4282</td>
<td>48.57</td>
<td>28.56</td>
<td>1.0</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>Change schools (ever)</td>
<td></td>
<td>4282</td>
<td>0.11</td>
<td>0.31</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Single-parent household</td>
<td></td>
<td>4282</td>
<td>0.11</td>
<td>0.31</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>INSTRUMENTAL VARIABLES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Differences between parent and child reports, 1992</td>
<td>4144</td>
<td>1.16</td>
<td>1.01</td>
<td>0.0</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>Parent reports, 1991</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Art, music, or dance</td>
<td></td>
<td>4282</td>
<td>0.18</td>
<td>0.38</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Sports</td>
<td></td>
<td>4282</td>
<td>0.37</td>
<td>0.48</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Language</td>
<td></td>
<td>4282</td>
<td>0.03</td>
<td>0.18</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Religious instruction</td>
<td></td>
<td>4282</td>
<td>0.48</td>
<td>0.50</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>History and culture</td>
<td></td>
<td>4269</td>
<td>0.04</td>
<td>0.20</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Computer</td>
<td></td>
<td>4282</td>
<td>0.07</td>
<td>0.26</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Child reports, 1991</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Art, music, or dance</td>
<td></td>
<td>4282</td>
<td>0.28</td>
<td>0.45</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Language</td>
<td></td>
<td>4282</td>
<td>0.05</td>
<td>0.22</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Religious instruction</td>
<td></td>
<td>4282</td>
<td>0.19</td>
<td>0.39</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Computer</td>
<td></td>
<td>4282</td>
<td>0.13</td>
<td>0.34</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Sports</td>
<td></td>
<td>4282</td>
<td>0.56</td>
<td>0.50</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Child reports, 1992</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Art, music, or dance</td>
<td></td>
<td>4282</td>
<td>0.26</td>
<td>0.44</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Language</td>
<td></td>
<td>4282</td>
<td>0.04</td>
<td>0.20</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Religious instruction</td>
<td></td>
<td>4282</td>
<td>0.15</td>
<td>0.35</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Computer</td>
<td></td>
<td>4282</td>
<td>0.11</td>
<td>0.31</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Sports</td>
<td></td>
<td>4282</td>
<td>0.53</td>
<td>0.50</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Parent reports</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any nonschool lessons, 1992</td>
<td>4282</td>
<td>0.72</td>
<td>0.45</td>
<td>0.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Any nonschool lessons, 1991</td>
<td>4282</td>
<td>0.69</td>
<td>0.46</td>
<td>0.0</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>

*Source: Prospects Data, 3rd grade cohort. Sample used for Math Concepts and Applications Regressions.*
APPENDIX B

Behavioral Scales Used in the Analysis
**Child Behavior Ratings**

All items used to create the behavior ratings were derived from the *Prospects* student profile that was completed annually by teachers for every student in the study. For the initial factor analyses, 1992 data were used as this was the first year for which data were available for all three grade cohorts. A total of 19 items from the rating scales were included in maximum likelihood factor analyses with oblique (promax) rotation, and we tested zero-, one-, two-, three-, and four-factor models. Based on both change in chi-square relative to change in degrees of freedom and the number of factors with eigenvalues greater than 1, the three-factor models were identified for further exploration. Similar, but not identical, factor patterns were found across the three cohorts. However, the structure found in the 3rd grade cohort was the best fit and served as the bases for further estimation.

Data from the 1st and 7th grade cohorts were subjected to Procrustes rotation, which involves rotating to a target matrix, in this case the loadings from the 3rd grade cohort promax rotation. For both cohorts, this step resulted in reasonable factor loadings. Consequently, the 3rd grade cohort solution was selected as the standard for the behavioral scales.

Next, the 1991 data (available only for the for the 3rd and 7th grade cohorts) were subjected to maximum likelihood factor analysis with Procrustes rotation to the 3rd grade cohort three-factor solution. Again, this resulted in clean factors for both cohorts. This procedure was repeated for the 1993 and 1994 data, again resulting in virtually the same factors. Thus, we concluded that we could use the same three-factor solution across all three cohorts and all study years. The three factors appear to measure (1) cooperation and compliance, (2) attention and motivation, and (3) interest and participation. The items that loaded on each factor are listed in exhibits B1 through B3.

To create the final scale scores, items were coded to reflect the same directionality; for example, a high score on an item reflected that teachers rated a child as exhibiting the preferred behavior. Scale scores were created by averaging the items loaded on the scale, with a scale score range of 1 to 3.
### Exhibit B1. Student Profile Items Loading on the Cooperation/Compliance Scale

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Gets along with teachers</td>
<td>11g</td>
<td>10f</td>
<td>10f</td>
<td>9f</td>
</tr>
<tr>
<td>Has respect for authority</td>
<td>11j</td>
<td>10i</td>
<td>10i</td>
<td>9h</td>
</tr>
<tr>
<td>Is honest most of the time</td>
<td>11d</td>
<td>10d</td>
<td>10d</td>
<td>9d</td>
</tr>
<tr>
<td>Is willing to follow rules</td>
<td>11b</td>
<td>10b</td>
<td>10b</td>
<td>9b</td>
</tr>
<tr>
<td>Can work with other students</td>
<td>11q</td>
<td>10p</td>
<td>10p</td>
<td>9n</td>
</tr>
<tr>
<td>Is happy most of the time</td>
<td>11l</td>
<td>10k</td>
<td>10k</td>
<td>9j</td>
</tr>
<tr>
<td>Does not disrupt the class</td>
<td>10d</td>
<td>9d</td>
<td>9d</td>
<td>8d</td>
</tr>
<tr>
<td>Makes friends easily</td>
<td>11f</td>
<td>10e</td>
<td>10e</td>
<td>9e</td>
</tr>
<tr>
<td>Enjoys school</td>
<td>11h</td>
<td>10g</td>
<td>10g</td>
<td>9g</td>
</tr>
</tbody>
</table>

### Exhibit B2. Student Profile Items Loading on the Attention/Motivation Scale

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Attention span</td>
<td>9b</td>
<td>8b</td>
<td>8b</td>
<td>7b</td>
</tr>
<tr>
<td>Pays attention in class</td>
<td>10c</td>
<td>9c</td>
<td>9c</td>
<td>8c</td>
</tr>
<tr>
<td>Motivation to learn</td>
<td>9c</td>
<td>8c</td>
<td>8c</td>
<td>7c</td>
</tr>
<tr>
<td>Can concentrate for at least 1 hour</td>
<td>11n</td>
<td>10m</td>
<td>10m</td>
<td>—</td>
</tr>
<tr>
<td>Works hard at school</td>
<td>11a</td>
<td>10a</td>
<td>10a</td>
<td>9a</td>
</tr>
<tr>
<td>Cares about doing well</td>
<td>11c</td>
<td>10c</td>
<td>10c</td>
<td>9c</td>
</tr>
<tr>
<td>Is a creative person</td>
<td>11k</td>
<td>10j</td>
<td>10j</td>
<td>9i</td>
</tr>
</tbody>
</table>

### Exhibit B3. Student Profile Items Loading on the Class Participation Scale

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Asks questions in class</td>
<td>10e</td>
<td>9e</td>
<td>9e</td>
<td>8e</td>
</tr>
<tr>
<td>Class participation</td>
<td>10f</td>
<td>9f</td>
<td>9f</td>
<td>8f</td>
</tr>
<tr>
<td>Asks for extra help</td>
<td>10g</td>
<td>9g</td>
<td>9g</td>
<td>8g</td>
</tr>
</tbody>
</table>

Note: Numbers and letters refer to questions in surveys.  
— = not available.
APPENDIX C

Measurement Error and IV Models

Controlling for measurement error using an instrumental variable (IV) is quite common, especially for economists studying education. For example, Ashenfelter and Krueger (1994) uses IV when estimating the economic returns to education, and Chaplin (1998a,b) uses IV to control for measurement error when estimating the economic returns to skills. Greene (2000) presents a good discussion if using instrumental variables to control for measurement error on pages 375–79.

The following is a brief explanation of why IV works to control for measurement error. First, let

\[ Y = X' \beta + e, \]

where

- \( Y \) is a vector of current skills (one observation for each individual in the data),
- \( X = [A, L] \) is a matrix of independent variables,
- \( A \) is a vector of after-school activities,
- \( L \) is a vector of lagged skills, and
- \( \beta \) is the vector of parameters to be estimated.

We assume that a simple ordinary least squares (OLS) model gives us an unbiased estimate of the coefficients on \( X \),

\[ \beta_{OLS} = \text{inv}(X'X)(X'Y). \]

Now suppose we observe lagged skills with error:

\[ Lu = L + u \]

and \( u \) is a vector of random measurement errors uncorrelated with \( X \) and \( e \).

---

48 In the same papers, Chaplin also estimates the impacts of course-taking on test scores, controlling for lagged test scores without controls for measurement error. He has two years of test scores and can use the earlier test scores as instrumental variables for the later test scores when estimating the economic returns to skills. This method does not work when estimating the impacts of course-taking on skills since he only has two years of test scores—one for before the courses and one for after.
Let \( XU = [A \ Lu] \), and \( U = [0 \ u] \) so \( XU = X + U \). Using OLS, we get

\[
\beta_{OLS2} = \text{inv}(XU'XU)(XU'Y).
\]

It turns out that the numerator of \( \beta_{OLS2} \) converges to the numerator of \( \beta_{OLS1} = \lim (X'Y) \):

\[
\lim (XU'Y) = \lim (X'Y) + \lim (u'Y) = \lim (X'Y)
\]

(as the number of observations approaches infinity), so the numerator is fine. This happens because \( \text{cov}(u,Y) = 0 \). However, the denominator of \( \beta_{OLS2} \) does not do so well as it does not converge to the denominator of \( \beta_{OLS1} = \lim (X'X) \):

\[
\text{denominator } \beta_{OLS2} = \lim (XU'XU) = \lim (X'X) + \lim (U'U) \not= \lim (X'X)
\]

because \( \lim (U'U) > 0 \).

Hence, the denominator of \( \beta_{OLS2} \) is biased. In general this will bias the estimated coefficient on lagged test scores down and, if lagged test scores are positively correlated with after-school activities (as they are in our data), then the coefficient on after-school activities will be biased up.

Now let \( Z = [A \ zs] \) where \( z = \) an instrument for the lagged test scores and \( z = L + e \), where \( e \) is another error term uncorrelated with \( L, U \), and \( e \). Also let \( E = [0,e] \) so \( Z = X + E \). In our case, \( z \) is a vector of the differences between the parent and child reports on their after-school activities. The IV estimate of \( \beta \) is

\[
\beta_{IV} = \text{inv}(Z'X)(Z'Y).
\]

Once again, it turns out that the numerator converges appropriately:
limit (Z′ Y) = limit((X + E)′ Y) = limit (X′ Y) + limit(E′ Y) = Limit (X′ Y)

because cov(E,Y) = 0.

In addition, in this case the denominator also converges well:

limit (Z′ X) = limit (X′ X) + limit(E′ X) = limit (X′ X)

because cov(E,X) = 0.

To summarize,

\[ \text{limit (β IV)} = \text{limit (inv(Z′ X)(X′ Y))} = \text{limit (inv(Z′ X)) limit (X′ Y)} \]
\[ = \text{limit(inv(X′ X)) limit (X′ Y)} = \text{limit (inv(X′ X)) limit (X′ (X′ β + e))} \]
\[ = \text{limit(inv(X′ X)) limit (X′ X) β = β} \]

so β IV is a consistent estimate of β.

A careful reader might wonder how it is that we could use the same instrument (“survey misreports”) for all of the outcomes in our analysis. This technique can be justified if the instrument is thought of as measuring an underlying skill that is a weighted average of all the outcomes in our analysis. Thus,

\[ Z = β1*O1 + β2*O2 + β3*O3 + β4*O4 + β5*O5 + β6*O6 + β7*O7 + ε \]

where Oi is the lagged value of outcome i and βi is the coefficient on Oi.

Now, as long as these outcomes have no independent effects on each other, then Z can serve as an IV for all of them. To test this hypothesis we need to be able to instrument all of the lagged outcomes for measurement error. Unfortunately, we were not able to do this well because we lacked instruments that would reasonably be expected to
have differential impacts on each of these outcomes.\textsuperscript{49} We did, however, have a set of six additional instruments (the lagged activities) that were found to be jointly significant predictors of the lagged outcomes even after controlling for all other exogenous variables in our analysis, including the main instrumental variable (survey mistakes).\textsuperscript{50} When we estimated a model including all lagged outcomes in each model and controlling for measurement error in all, the additional lagged outcomes were not jointly significant. However, the standard errors on all variables in these models were very large.

A related point of interest: When we estimated lag models without controlling for measurement error, including the lagged values of all outcomes, the after-school activities variables remained jointly significant.\textsuperscript{51} Thus, controlling for additional lagged outcomes does not produce the same result as controlling for measurement error in the main outcome. The lesson remains that controlling for measurement error in lagged outcomes appears to be key for obtaining unbiased results.

\textsuperscript{49} One possibility would be to use outcomes lagged two years as the instrumental variables for the outcomes lagged one year. Such data are available for later years of the Prospects dataset, but in the later years we would not have the parent and child reports to create the instrumental variable used here.

\textsuperscript{50} We estimated these models jointly in SAS using Proc Syslin. The p-value for the joint test of significance of all the lagged activities on all of the lagged outcomes was 0.003. One or two of the six activities was statistically significant at the 5 percent level in each model, except for the outcome PARTIC1991 and many others were statistically significant at the 10 percent level.

\textsuperscript{51} The after-school activities were not jointly significant in the model that controlled for measurement error in all lagged outcomes, but as stressed above, the standard errors on all variables were fairly large in those models.
APPENDIX D

Defining After-School, Out-of-School, and Enrichment

We believe that the results of our paper can be applied to activities that are often described using the terms “after-school,” “out-of-school,” and “enrichment” as long as they are not academically focused. These terms are generally used to describe activities that children take part in when not in school and are often used interchangeably. The term “enrichment” is probably the broadest of the three and can even refer to activities that take place during school. It generally refers to activities that are not aimed directly at improving student academic skills. After-school and out-of-school activities do not occur during regular school hours but can include academic activities, such as homework, tutoring, and even extra classes or private lessons. “After-school” generally refers to activities taking place after school gets out and before children go home on regular school days (see, for instance, Whitaker et al. 1998), while out-of-school time can also include before-school, weekend, and holiday activities. All three terms can include extracurricular activities and overlap significantly with the activities covered in our study.

Most research in this area attempts to describe differences in the types of activities that youth engage in during their nonschool time. Vandell and Posner (1999) make distinctions based on the mode, quality, and intensity of care.

52 For instance, Larner et al. (2001) uses the terms “after-school programs” and “out-of-school programs” to refer to “programs in schools or community organizations that provide a range of activities in one place. . . . They offer supervised activities and a safe place to spend time when school is not in session (including holidays and summer vacations).” p. 5.

53 Reaney et al. (2001) describe enrichment activities as nonacademic ones that occur outside of school, such as family outings and extracurricular activities. The outings include visits to a library, museum, zoo or aquarium, sporting event, play, or concert. Extracurricular activities include dance, athletics, clubs, music or drama lessons, arts, crafts, and non-English instruction outside of school. Although they focus on nonacademic activities, Reaney et al. (2001) do look for impacts on academic skills.

54 Aspects of quality that are often discussed include child-staff ratios, class size, staff education and training, space, arrangement of space, availability of materials, health and safety, provisions for autonomy, child choice, privacy, consistency, and stability.
Modes can be defined in a number of ways. Common mode distinctions for young school-aged children include mother, other adult, sibling < 14, adolescent, self, after-school program. These distinctions probably derive from the child care literature, which employs fairly similar distinctions. These modes overlap with those used in our paper in the sense that our “classes” variables would probably fall partly under “after-school program” and partly under “other adult.”

Distinctions more common in discussions of school-age care, as opposed to child care, include those made by Fashola (1998). She distinguishes between day care, after-school programs, and school-based academic extended-day programs. Day care programs are generally nonacademic but require licensing for sites and workers. After-school programs cover a similar range of activities but generally do not require licensed sites and staff. Finally, school-based academic extended-day programs typically occur at school, employ school staff, and focus primarily on academics. Our categories would presumably overlap with the nonacademic day care and after-school programs, at least somewhat.

As for other researchers, the distinctions we can make are determined to a large extent by the questions asked in the data we used. We focus our analysis on a subset of nonschool activities using answers to the question “Does your child attend classes outside of regular school to study any of the following?” The answer categories used in our analysis were

1. arts, music, or dance lessons,
2. language classes,
3. religious instruction,
4. computer classes,
5. sports, exercise, or gymnastics, and
6. history or culture.

We refer to these activities as extracurricular activities since none are designed to directly improve skills in the subjects we cover (math and reading). However, we note that tests could be designed to measure proficiency in the extracurricular activities we include in our analysis and that students participating in relevant activities would likely improve their skills as measured by such tests.