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ARGUMENT SUBSTANCE AND ARGUMENT STRUCTURE IN EDUCATIONAL ASSESSMENT

Robert J. Mislevy
CRESST/University of Maryland

Abstract

Educational assessment is reasoning from observations of what students do or make in a handful of particular circumstances, to what they know or can do more broadly. Practice has changed a great deal over the past century, in response to evolving conceptions of knowledge and its acquisition, views of schooling and its purposes, and technologies for gathering and evaluating response data. Conceptions of what constitutes assessment data, how it should be interpreted, and what kind of inferences are to be drawn differ radically when cast under different psychological perspectives. If we distinguish the structure of assessment arguments from their substance, we see greater continuity. Developments here have been more in the nature of extension, elaboration, refinement, and explication of argument structures, as they have been prompted by more radical changes in culture and substance.

Introduction

Educational assessment is reasoning from observations of what students do or make in a handful of particular circumstances, to what they know or can do more broadly. Practice has changed a great deal over the past century, in response to evolving conceptions of knowledge and its acquisition, views of schooling and its purposes, and technologies for gathering and evaluating response data. It is not merely that forms of data have changed over the years. Conceptions of what constitutes assessment data, how it should be interpreted, and what kind of inferences are to be drawn differ radically when cast under different psychological perspectives, including prominently those known as trait or...

Not everything is different, though. Educational assessment is a special case of evidentiary reasoning, which in turn is a special case of argument. If we distinguish the structure of assessment arguments from their substance, we see greater continuity in the forms of data, their interpretation, and the inferences drawn from them. Developments have been more in the nature of the extension, elaboration, refinement, and explication of assessment argument structures, as they have been prompted by each succeeding wave of ambitions in the design and use of assessments. We see accumulation and elaboration of recurring themes and relationships—problems of reasoning from limited numbers of observations, for example, and basing inference on the reports of imperfect raters.

The structure of educational assessments can be understood in terms of concepts and representational forms for arguments introduced by Wigmore (1937) and Toulmin (1958), broadened and extended more recently by contemporary evidence scholars such as Schum (1994), Tillers (Tillers & Schum, 1991), and Anderson and Twining (1991). These ideas fit well with the contemporary conception of test validity as the grounding of the argument and the quality of the evidence for inferences or decisions based on students' performances (Cronbach & Meehl, 1955; Embretson, 1983; Kane, 1992; Messick, 1989).

This presentation begins with a brief review of Toulmin's argument structure, including the role of claims, data, warrants, and qualifiers. This structure is related to assessment arguments, as understanding of them has evolved in the educational and psychological measurement literature. We then consider four psychological perspectives from which assessment arguments might be cast. We see how the psychological perspectives impact the nature of claims, evidence, warrants, and qualifiers in assessment, and recognize the elaborations of the basic structure that are needed to accommodate increasingly sophisticated arguments.2

2 The reader interested in the role of arguments in assessments as they relate to assessment design and delivery systems more generally is referred to Almond, Steinberg, and Mislevy (2002) and Mislevy, Steinberg, & Almond (2003); and Mislevy, Wilson, Ercikan, and Chudowsky (2003) for the connection to psychometric modeling.
Toulmin's Argument Structure

Philosopher Stephen Toulmin (1958) provided terminology for talking about how we use substantive theories and accumulated experience (say, about algebra and how kids learn it) to reason from particular data (Joe's solutions) to a particular claim (what Joe understands about algebra). Figure 1 outlines the structure of a simple argument. The claim is a proposition we wish to support with data. The arrow represents inference, which is justified by a warrant, a generalization that justifies the inference from the particular data to the particular claim. Theory and experience—both personal and formal, such as empirical studies and prior research findings—provide backing for the warrant. In any particular case we reason back through the warrant, so we may need to qualify our conclusions because there may be alternative explanations for the data.

In practice, of course, an argument and its constituent claims, data, warrants, backing, and alternative explanations will be more complex than Figure 1. An argument often consists of many propositions and data elements, involves chains of reasoning, and often contains dependencies among claims and various pieces of data. Wigmore's (1937) earlier system of charting (modernized by Anderson & Twining, 1991), accommodates elaborations, and includes ideas such as chaining and conjunction that turn out to be useful in assessment. A further extension that is central to educational assessment is the use of statistical models as one aspect of a warrant (Schum 1994, Section 4.5). Formal assessment applications employ stochastic models for specified qualities in students' observable performances (e.g., correct answers, coherent essays, or space-splitting moves in troubleshooting), as a function of variables that characterize knowledge and skill—however conceived (Mislevy, 1994).
The history of test theory in the 20th century is a steady march toward an explication of its foundations in evidentiary reasoning, starting from a collection of practically useful testing techniques that commingled notions of psychology, method, and purpose. By 1961, Harold Gulliksen, speaking at the 25th anniversary of the Psychometric Society, was able to describe “the central problem of test theory” as “the relation between the ability of the individual and his [or her] observed score on the test” (Gulliksen, 1961). Twenty-five years later, at the 50th anniversary meeting, Charles Lewis observed that “much of the recent progress in test theory has been made by treating the study of the relationship between responses to a set of test items and a hypothesized trait (or traits) of an individual as a problem of statistical inference” (Lewis, 1986). In his influential chapter on validity in the fifth edition of Educational Measurement, Messick (1989) described this most central concept in measurement as “an integrated evaluative judgment of the degree to which empirical evidence and theoretical rationales support the adequacy and appropriateness of inferences and actions based on test scores or other modes of assessment” (p. 13).

What are the essential elements of an assessment argument? Another quotation from Messick provides a good starting point:

A construct-centered approach [to assessment design] would begin by asking what complex of knowledge, skills, or other attribute should be assessed, presumably because they are tied to explicit or implicit objectives of instruction or are otherwise valued by society. Next, what behaviors or performances should reveal those constructs, and what
tasks or situations should elicit those behaviors? Thus, the nature of the construct guides the selection or construction of relevant tasks as well as the rational development of construct-based scoring criteria and rubrics.

Messick, 1994, p. 16.

Note the focus on structure rather than substance. We will be able to identify these central elements of assessment design with elements of Toulmin's argument structures. Further, the essential sources of invalidity Messick identified, "construct-irrelevant variance" and "construct underrepresentation," correspond to kinds of alternative explanations for poor and good performance, other than the targeted knowledge or skill.

Four Psychological Perspectives

An oft-stated axiom in evidentiary reasoning is that data are not evidence until their relationship to some conjecture, some claim, is established (Schum, 1987, p. 16). In any domain of reasoning, knowledge, beliefs, experience, and practices are the source of claims, data, warrants, and alternative explanations. In educational assessment, it is one's belief about the nature and acquisition of knowledge that shapes the why and the what of evidentiary reasoning. This section outlines four perspectives on knowledge and learning under which instruction and assessment might be cast (GCR). These perspectives differ in terms of levels of description and focus of attention, with respect to patterns of acquiring and using knowledge. Naturally this taxonomy is overly simple; there are substantial variation in beliefs and approaches among researchers from any of these perspectives, and practical assessment generally requires viewing students' learning from multiple perspectives jointly. Nevertheless, drawing sharp distinctions among perspectives will allow us to see clearly the implications that different psychological stances hold for assessment arguments.

- A trait perspective. Messick (1989, p. 15) defines a trait as "a relatively stable characteristic of a person—an attribute, enduring process, or disposition—which is consistently manifested to some degree when relevant, despite considerable variation in the range of settings and

3 People who are doing research have the luxury of being able to pick which of the myriad aspects of learning they want to focus on. People who are learning, and people who are helping them learn, don’t.
circumstances." Hypothetical (hence, inherently unobservable) numbers are proposed to locate people along continua of mental characteristics, just as their heights and weights locate them along continua of physical characteristics. The interest in people's differential status on common traits, useful in selection, prediction, and educational decisions, explains why this perspective is also called "differential" psychology.

- A behaviorist perspective. The focus is on targeted behavior in a domain of relevant situations, as both the behavior and the situation are viewed by the assessor. Knowledge is the organized accumulation of stimulus-response associations, which serve as the components of skills. People learn by acquiring simple components of a skill, then acquiring more complicated units that combine or differentiate the simpler units. Stimulus-response associations can be strengthened by reinforcement or weakened by inattention. Domains of knowledge can be analyzed in terms of the component information, skills, and procedures to be acquired.

- An information-processing perspective. Epitomized in Newell and Simon's (1972) landmark volume Human Problem Solving, the information-processing perspective examines the procedures by which people acquire, store, and use knowledge to solve problems. Strong parallels to computation and artificial intelligence appear in the use of rules, production systems, task decompositions, and means-ends analyses. The key insight is modeling problem solving in these terms in light of the capabilities and the limitations of human thought and memory that are revealed by psychological experiments.

- A sociocultural perspective. A situative or sociocultural perspective stresses how the knowledge is conditioned and constrained by the technologies, information resources, representation systems, and social situations with which they interact. The situative perspective incorporates explanatory concepts that have proved useful in fields such as ethnography and sociocultural psychology to study "collaborative work, ... mutual understanding in conversation, and other characteristics of interaction that are relevant to the functional success of the participants' activities" (Greeno, et al., 1997, p. 7).

Psychological Perspectives and Assessment Arguments

What does a psychological perspective provide for an assessment argument? Everything, basically; it determines the nature of every element in Toulmin's argument structure and the rationale that orchestrate them as a coherent argument. A psychological perspective provides a universe of discourse
for assessment: What kinds of things one might say concerning students (claims), what kinds of things one wants to see (data), and why the two are related in the first place (warrants). There are always at least two classes of data in an assessment argument: aspects of the circumstances in which the student is acting, over which an assessment designer generally has principal influence, and aspects of the student’s behavior in the situations, over which the student has principal influence. Additional knowledge about the student’s history or relationship to the observational situation may be further required. These latter factors are essential in assessment in practice, even though they are often tacit, embedded in familiar forms and practices. The traditions of the psychological perspective also determine what counts as backing for warrants, and the kinds of alternative explanations for performance that constitute threats to the argument.

Assessment Arguments Under the Trait / Differential Perspective

Many familiar tools of assessment began to evolve at the dawn of the 20th century under the perspective of trait psychology, initially in a quest to “measure people’s intelligence.” Under trait psychology, claims about students are phrased in terms of their status on unobservable traits. What constitutes observable evidence about traits? When Charles Spearman used scores on a fixed set of knowledge and puzzle-solving tasks to “measure intelligence,” the notion of a trait was not new. Paul Broca had attempted to assess “intelligence” in the previous century by charting cranial volumes, as had Francis Galton by measuring reaction times. The idea of observing behavior in samples of standardized situations wasn’t new either. Three thousand years earlier, the Chinese discovered that observing an individual’s performance under controlled conditions could support predictions of performance under broader conditions over a longer period of time (Wainer, et al., 2000, p. 2). The essence of mental measurement under trait psychology was a confluence of these concepts: identifying “traits” with tendencies to behave in prescribed ways in these prescribed situations.

The conjoining of this psychological perspective and methodological tools suited the mass educational system that also arose in the United States at the turn of the century (Glaser, 1981). Educators were attempting to select or place large numbers of students into instructional programs, but had limited resources to gather information about each student, offer many options, or tailor programs
to students once a decision was made. This decision-making context encouraged building assessment systems around a small number of broadly construed and widely applicable student characteristics, stable over time and informed by data that were easy to gather and summarize.

From the presumption that a given trait influences behavior over a wide variety of situations, it follows that observations over a wide range of situations can provide evidence about that trait. In fact, writing in the context of measuring intelligence ("g" in his notion), Spearman posited his "theorem of indifference of the indicator":

This means that, for the purpose of indicating the amount of g possessed by a person, any test will do just as well as any other, provided only that its correlation with g is equally high. With this proviso, the most ridiculous "stunts" will measure the self-same g as will the highest exploits of logic or flights of imagination.

Another consequence of the indifference of the indicator consists in the significance that should be attached to personal estimates of "intelligence" made by teachers and others. However unlike may be the kinds of observation from which these estimates may have been derived, still insofar as they have a sufficiently broad basis to make the influence of g dominate over that of the s's [subjects], they will tend to measure precisely the same thing.

And here, it should be noticed, we come at last upon the secret why all the current tests of "general intelligence" show high correlation with one another, as also with g itself. The reason lies, not in the theories inspiring these tests (which have been most confused), nor in the uniformity of construction (for this has often been wildly heterogeneous), but wholly and solely in the above-shown "indifference of the indicator." Indeed, were it worth while, tests could be constructed which had the most grotesque appearance, yet after all would correlate quite well with all the others.

Spearman, 1927, pp. 197-198.

Pet Shop Display (Figure 2) is an example of an "analytical reasoning" task, an item type used in the Law School Admissions Test (LSAT) and, until October 2002, in the GRE. The description of analytic reasoning items from the LSAT's
web site clearly takes a trait perspective: “Analytical reasoning items are designed to measure the ability to understand a structure of relationships and to draw conclusions about the structure.” Such items are included in the LSAT not because either lawyers or law students routinely have to solve problems just like these in their jobs or their studies, but because there is empirical evidence that students who can solve these kinds of puzzles tend to perform better in law school than students who can’t. In Toulmin's terms, this is backing for a warrant. The warrant is cast in terms of a trait labeled analytical reasoning: The higher a student's level of analytic reasoning, the more likely the student is to provide correct answers to tasks like these.

---

**Figure 2.** An analytical reasoning item. A typical analytical reasoning item begins with a description of a situation with interrelated entities, properties, and relationships. One or more questions are posed that ask about further properties of the situation that are implied by the initial conditions.

<table>
<thead>
<tr>
<th>Pet Shop Display</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arturo is planning the parakeet display for his pet shop. He has five parakeets, Alice, Bob, Carla, Diwakar, and Etria. Each is a different color; not necessarily in the same order, they are white, speckled, green, blue, and yellow. Arturo has two cages. The top cage holds three birds, and the bottom cage holds two. The display must meet the following additional conditions:</td>
</tr>
<tr>
<td>Alice is in the bottom cage.</td>
</tr>
<tr>
<td>Bob is in the top cage and is not speckled.</td>
</tr>
<tr>
<td>Carla cannot be in the same cage as the blue parakeet.</td>
</tr>
<tr>
<td>Etria is green.</td>
</tr>
<tr>
<td>The green parakeet and the speckled parakeet are in the same cage.</td>
</tr>
</tbody>
</table>

1. If Carla is in the top cage, which of the following must be true?
   a) The green parakeet is in the bottom cage.
   b) The speckled parakeet is in the bottom cage.
   c) Diwakar is in the top cage.
   d) Diwakar is in the bottom cage.
   e) The blue parakeet is in the top cage.

---

Figure 3 is the structure of the argument that leads from observing Sue give a correct answer to the Pet Shop Display to the claim that she has a high level of analytical reasoning ability. (We will address below more refined claims in terms of the values of a continuous analytic reasoning variable.) Two data elements are

---

shown, namely the item content that satisfies the qualities stated generally in the
definition of analytic reasoning and her response in that situation. There are
issues of control and sequence here. The assessor was responsible for the first
element when the item was presented to Sue. She could respond either correctly
or incorrectly, and the basic structure of the argument would be complete. Note
that the data elements and the claim are specifically about Sue, while the warrant
is a broader generalization that presumably justifies inference about Sue as an
instance thereof.

The item content and student performance data elements in Figure 3
should be modeled in greater detail to reflect an important feature of assessment:
Actually neither the situation nor the performance in and of themselves directly
constitute the data for the argument, but rather salient aspects of them, as they
are perceived by the assessor. The Messick quotation makes clear that these
determinations are made in light of the purpose of the assessment and through a
perspective on knowledge. For example, a German chemistry major's English-

\[ \text{W: Students who are high on} \]
\[ \text{Analytical Reasoning tend to do} \]
\[ \text{well on logical puzzles that} \]
\[ \text{query relations that follow from} \]
\[ \text{explicit relations and constraints.} \]

\[ \text{B: Empirical studies show} \]
\[ \text{high correlations between} \]
\[ \text{AR test scores and college} \]
\[ \text{grades, open-ended} \]
\[ \text{problem solving tasks, and} \]
\[ \text{ratings of employees} \]
\[ \text{reasoning skills on the job.} \]

\[ \text{C: Sue has a high value} \]
\[ \text{of Analytical Reasoning.} \]

\[ \text{A: Sue answered} \]
\[ \text{correctly as a result} \]
\[ \text{of a lucky guess.} \]

\[ \text{unless} \]
\[ \text{since} \]
\[ \text{so} \]
\[ \text{and} \]

\[ \text{D1: Sue} \]
\[ \text{answered the} \]
\[ \text{Pet Shop item} \]
\[ \text{correctly.} \]

\[ \text{R: Sue spent less} \]
\[ \text{than 10 seconds} \]
\[ \text{on this item.} \]

\[ \text{D2: Logical} \]
\[ \text{structure and} \]
\[ \text{contents of Pet} \]
\[ \text{Shop item.} \]

Figure 3. Toulin diagram for reasoning from Sue's correct response to her Analytical
Reasoning ability. Note that the warrant requires a conjunction of data about the
nature of Sue's performance and the nature of the performance situation.
language paragraph on combustion might be evaluated for language control in English class, ignoring the chemistry context and content, but evaluated for scientific accuracy in Chemistry class, ignoring the mechanics of the language. Such considerations constitute warrants for reasoning from unique performances and performance situations to the data for the core assessment argument, as shown in Figure 4. Whenever humans make determinations

![Diagram](image)

**Figure 4.** Elaborated Toulmin diagram for Pet Shop item. Adds detail to the process of reasoning from Sue's performance to the correctness of her answer and from the particulars of the Pet Shop item to its capability to evoke evidence about Analytical Reasoning ability. Note that a proposition such as D1 (Sue answered correctly) can be both a claim that depends on preceding propositions and (provisionally) an element of data for a subsequent claim.

---

5 Note that in this figure and those that follow, we may abbreviate or omit from a given Toulmin diagram those elements that are not central to the point that is being made.
such as these, questions of sensitivity and objectivity appear just as they do in witness testimony in jurisprudence (Schum, 1994, p. 101 ff.). These considerations introduce alternative explanations at this stage in the full assessment argument for apparent high or low performance. Much effort in educational measurement has gone into both statistical methods and support mechanisms for monitoring and improving the evaluation of performances.

Because no single performance provides conclusive evidence about what a student knows and can do as more generally construed, most educational assessments consist of multiple observations. Figures 5 and 6 show two ways of depicting an argument with more than one observation. Figure 5 suits a test comprised of several analytical reasoning items, each differing in particulars but all following the same general form and requiring the same kind of reasoning. A single warrant is shown encompassing all of them. Figure 6 suits a situation Spearman described: Inference about Sue's analytical reasoning ability from diverse forms of evidence, including her Pet Shop response, a teacher recommendation, and a grade in algebra class. The justification for each of these is sufficiently distinct to require its own warrant. These elaborations extend beyond the basic Toulmin diagram and move in the direction of Wigmore's diagrams. Wigmore allowed for multiple strands of argumentation, and hierarchies, even webs, of claims and evidence for and against them. Wigmore was particularly interested in recurring patterns of relationships among claims and evidence, which once understood could be recognized and brought to bear on problems that might appear quite different on the surface.

Whenever there are multiple pieces of evidence, often in conflict, sometimes overlapping, the challenge becomes synthesizing their import into a final conclusion. Neither Toulmin nor Wigmore proposed a mechanism to accomplish this. Developments in probability-based reasoning since the 1980s have provided a solution, in the form of Bayesian inference networks (e.g., Jensen, 1996; Edwards, 1998). A Bayes net embeds a substantive argument such as these examples in a joint probability distribution of variables. Claims and data become variables in the network, and qualitative warrants are the starting point for quantitative expressions of relationships between claims and data.
W: Students who are high on Analytical Reasoning tend to do well on logical puzzles that query relations that follow from explicit relations and constraints.

B: ...

A: ...

R: ...

and

D11: Sue's answer to Item 1

D1n: Sue's answer to Item n

D21: Structure and contents of Item 1

D2n: Structure and contents of Item n

Figure 5. Elaborated Toulmin diagram for multiple pieces of evidence of the same kind about Analytic Reasoning. The same general warrant is employed, as adapted to the particulars of each piece of data as they fit into the same scheme.

W1: [warrant re logic puzzles]  

unless  

since  

A: [[Alternatives re logic puzzles]]

Wn: [Warrant re recommendations]  

unless  

since  

and

D11: Sue's answer to Item 1

D12: Structure & content of Pet Shop item

Dn1 Teacher recommendation about Sue

Dn2 Conditions of observation for recommendation

Figure 6. Elaborated Toulmin diagram for multiple pieces of evidence of different kinds about Analytic Reasoning. Different warrants are needed to justify each different kind of data as evidence about Analytical Reasoning.
Psychometric models are special cases of this kind of reasoning. Although the role of probability-based reasoning in assessment is not the focus of this presentation, a few words on the topic are in order (see Mislevy, 1994, and Mislevy & Gitomer, 1996, for more extended discussions). In trait-based applications, traits are unobservable variables that characterize students. Aspects of students' responses are observable variables, which are modeled as depending in probability on the student variables. This is an expression of the warrant in a deductive direction, or expectations for what observables might be if student variables were known to take any particular value. A claim is now expressed as a probability distribution that represents degree-of-belief about the values of the student variables; this belief may in turn be used to support claims about future performance, characterization of knowledge, or likeliness to benefit from such-and-such instructional experience. Observations are generally collected in such a manner as to render observable variables within a given task independent of observations from other tasks, conditional on the (unknown) values of the student variables.

Figure 7 illustrates the probability model for the similar-tasks example.

![Figure 7](image)

*Figure 7. An acyclic direct graph for a statistical model for a test composed of multiple, conditionally independent, Analytical Reasoning items. Student's value of the unobservable Analytic Reasoning variable is denoted by $\theta$; response to Item $j$ is denoted by $X_j$, 1 if right and 0 if wrong; $p(\theta)$ is a distribution expressing what is known about $\theta$ before item responses are observed; $p(X_j | \theta)$ is a conditional probability distribution for the response to Item $j$ given any particular value of $\theta$. An updated probability distribution $p(\theta | x_1, ..., x_n)$ expressing what is known about $\theta$ after observing a student's responses is obtained via Bayes theorem.*
Once such a model is fit and parameters have been estimated from initial data (pretest data, or 'calibration' data), Bayes theorem can be used to update belief about student variables in light of task performances. The probability model has become an additional aspect of a compound warrant, which permits quantitative expression of belief and the calculus of probability to synthesize multiple, possibly conflicting, possibly overlapping, pieces of evidence. These advantages are not free, of course. First is the additional backing that is required for the probability-based aspects of the warrant, in the form of the pretest data. Further, additional alternative explanations for good or poor performance are introduced in connection with model misspecification and data errors.

As noted above, the contemporary view of test validation concerns examining the support for and potential threats to inferences based on assessment data. Alternative explanations that arise in trait-based assessments address the scope of the trait in question. Does performance in the assessment tasks fail to show the hypothesized relationships with some students' performances due to measurement error? That is, would another try at a different but equivalent set of items point in the other direction? This is an alternative explanation from within the trait perspective. Might some students be solving, say, purported spatial reasoning tasks using non-spatial strategies (French, 1965)? This is an alternative explanation associated with the information-processing perspective. Do the relationships hold for some examinees but not others, as when recent immigrants were deemed unintelligent when their low scores on IQ tests could be explained by lack of familiarity with their new home (Gould, 1981, Chap. 5)? This is an alternative explanation associated with the sociocultural perspective.

As useful as trait-based assessment scores might be for the purposes of selection, classification, certification, or program evaluation, it was ultimately their limitations for the purpose of guiding instruction that led to the rise of assessment from alternative psychological perspectives.

Assessment Arguments Under the Behavioral Perspective

As useful as trait-based tests may be for making placement and selection decisions in educational contexts, they are not especially helpful in gauging or guiding students' learning. As Stake (1991) points out, "The teacher sees education in terms of mastery of specific knowledge and sophistication in the
performance of specific tasks, not in terms of literacy or the many psychological traits commonly defined by our tests." The behaviorist perspective that John Watson introduced in the early 1900s and which remained influential into the 1960s in both theory and instructional practice (e.g., Holland & Skinner, 1961) offers this view of increasing students’ capabilities:

The educational process consists of providing a series of environments that permit the student to learn new behaviors or modify or eliminate existing behaviors and to practice these behaviors to the point that he displays them at some reasonably satisfactory level of competence and regularity under appropriate circumstances. ... The evaluation of the success of instruction and of the student’s learning becomes a matter of placing the student in a sample of situations in which the different learned behaviors may appropriately occur and noting the frequency and accuracy with which they do occur.

Krathwohl & Payne, 1971, pp. 17-18

A Toulmin diagram for behaviorist assessments has the same structure as a diagram for trait-based assessments (see Figure 8), with appropriate modifications as to the character of warrants, claims, and data. The psychological/substantive portion of warrants is stimulus/response linkages. Claims concern propensity for the target behavior. One class of data concerns the features of targeted situations and the other concerns the features of performances in those situations, where the salient features of both are specified in the warrant and defined strictly from the point of view of the assessor. In contrast to Spearman's indifference to the particulars of the situations and behaviors that constituted evidence about a trait, careful attention is focused on specifying situations in behaviorist assessment because behavior in those situations directly defines the characteristic of interest about students. To draw an inference about a student's likely behavior in a domain of such situations, one observes the student's actual behavior in a sample of them. The statistical part of warrant, laid over the substantive part, is a model for success in independent trials—binomial if they are equally difficult, compound binomial if they are not (Lord & Novick, 1968).
Two kinds of tests appeared to support education from this perspective, corresponding to coarser and finer grainsizes. The first, large-scale achievement testing, arose in the 1930s and 1940s to provide measures of relative proficiency in the subjects of school learning, sampled over very broad domains such as science, reading, or mathematics at a given grade level. Covering such a wide span of knowledge and skill in half an hour of testing obviously requires thin sampling, so the results of these tests are not focused enough to guide individual students’ instruction. They are meant rather to provide comparable information to determine how well students perform, compared with their grade-level peers in the sampled domains. The second type of test, criterion-referenced tests (CRTs), was introduced in the 1960s as a way of providing instructionally relevant test results to teachers (Glaser, 1963). CRTs address domains defined more narrowly in terms of explicit behavioral objectives. CRTs are designed to estimate students’ probabilities of success in a domain, with the goal of determining whether a student has “mastered” it. As with trait-based
assessments, behaviorist assessments do not directly address the processes by which students produce their responses.

Alternative explanations under behaviorist assessment are fairly straightforward because the link between situations, performances, and claims is so direct. They include over- or under-estimating a student's propensity toward the targeted behavior due to incomplete or biased creation of tasks to operationally define the domain and inadequate sampling of tasks. The arguments that are more pertinent are subsequent to the assessment argument itself, regarding the use of these estimated behavioral tendencies. Does a set of propensities toward behavior in domains defined from the assessor’s point of view adequately characterize what we want students to know, and does it support our efforts to help them learn it? The answer to these questions, emerging from the so-called “cognitive revolution” in psychology starting in the 1960s, is a resounding no.

Assessment Arguments Under the Information-Processing Perspective

Like behavioral psychologists, cognitive psychologists who are interested in learning attend to the features of situations in which knowledge is acquired, and the contexts in which people use it. Analysis and decomposition of features of situations may again be employed. The information-processing view goes further, though, by taking internal representations of the situation and the behavior as targets of study. In ways both conscious and subconscious, the task a student solves is not the problem as the investigator poses it, but the problem as the student perceives it. Studies contrasting experts and novices in domains as diverse as chess (de Groot, 1965), radiology (Lesgold, Felstovic, Glaser, & Wang, 1981), writing (Scarmadelia & Berieter, 1991), and volleyball (Allard & Starkes, 1980) reveal variations on a common theme. In each case, in a way that reflects the domain, experts

... (a) provide coherent explanations based on underlying principles rather than descriptions of superficial features or single statements of fact, (b) generate a plan for solution that is guided by an adequate representation of the problem situation and possible procedures and outcomes, (c) implement solution strategies that reflect relevant goals and subgoals, and (d) monitor their actions and flexibly adjust their approach based on performance feedback.

The claims of interest in assessment designed from an information-processing perspective, then, are not merely patterns of students' behavior in situations with features that are salient from the assessor's point of view. Rather, claims concern knowledge structures, mappings of situations into knowledge structures, and performance in situations as it is mediated by those knowledge structures. Patterns of actions in suitably defined task situations still provide evidence about behavioral propensities, but this is now only an intermediate stage in an assessment argument about a student's cognition. The central inferential question is now, as Thompson (1982) put it, “What can this person be thinking so that his actions make sense from his perspective?” The importance of assessments cast from an information-processing perspective is the more direct connection between claims and instruction. That is, inferences are organized directly in terms of the underlying concepts, relationships, and strategies for tackling problems in the domain, rather than indirectly in terms of features of problems as an expert sees them.

Brown and Burton (1978), for example, analyzed children's subtraction in terms of the set of so-called production rules—some correct, some perhaps buggy—that students could bring to bear on problems. Claims here were in terms of production rules hypothesized to govern a student's solutions. The warrant was in terms of the responses—some correct, sometimes for the wrong reasons, some incorrect, with answers that reflected buggy rules—that would likely be produced by a student with a given set of production rules. Figure 9 provides an example. Domains of tasks can still be grouped by features that are similar from the assessor's point of view, but the target of inference is the student's thinking that make them similar from his or her point of view. A Toulmin diagram that corresponds to Brown and Burton's assessment argument is shown as Figure 10. The lower part of the diagram is much like that of a number of assessments cast under a behaviorist perspective: Data consist of aspects of students' actions and features of situations, arising from some propensities to such behavior. The higher level, however, is a (possibly multifaceted) claim about the knowledge representations through which the student has perceived the situations—possibly quite different from the assessor's—and the procedures and strategies the student brings to bear on problems as he or she perceives them.
Figure 9. Responses consistent with the "subtract smaller from larger" bug. When the 'subtract smaller from larger' bug is present in a student's configuration of production rules, problems requiring borrowing will show the characteristic pattern of incorrect responses that results from simply subtracting whichever number in a column is smaller from whichever is larger. When borrowing is not required, this bug does not affect responses; they will be correct or incorrect in whatever ways are consistent with the student's other rules.

Sparked by John B. Carroll's (1976) pioneering studies, an active area of research on assessment is exploiting what can be learned from information-processing analyses of tasks in several ways. Warrants are cast explicitly in information processing terms. Task features, one portion of the assessment data, are designed around features suggested by the theory of the domain (e.g., Embretson, 1998). Student performances, another portion of the data, are evaluated in terms of behaviors suggested by the theory of the domain. For example, Mosenthal and Kirsch's (1991) cognitive model for processing documents indicates that the difficulty of a task will be driven by (a) features of the document in question, such as the number of organizing categories, (b) features of the directive, such the number of features that must be matched, and (c) the correspondence between the two, as determined by the degree to which the document has been designed to facilitate the inference that must be drawn.

And psychometric models have been introduced to handle claims cast in information-processing terms, explicitly modeling performance in terms of theory-based predictions of performance (see Junker, 1999, for a recent review). Referring back to the analytical reasoning items introduced in the section on trait-based assessment, cognitive analyses of solutions of items of this type have led to grammars for describing features of such items; for manipulating features to make them harder or easier by increasing or decreasing their loads on working
memory, representational form, or contextual knowledge; and for modeling their operating characteristics in psychometric models in terms of their cognitively salient features. Indeed, Newstead, Bradon, Handley, Evans, & Dennis (2002) propose such a model for analytic reasoning items like Pet Shop, where the salient features include the number and type of constraints and how many configurations would be compatible with the stated requirements. (The interested reader is referred to Embretson [1998] on the coordination of among cognitive theory, task design, and psychometric modeling in psychological assessment.)

Figure 10. Elaborated Toulmin diagram for inference about cognitive model in the domain of whole number subtraction. Responses and performance situations can be identical to collections of those used in a series of behavioral assessments about performance in categories of items. However, ultimate claim is characterization of the student in terms of recognizing structures of problems and having skills and strategies to apply to solve them. Behavior across patterns of problems of different classes is evidence for the underlying set of rules that characterize the student.
Another aspect of competence that has emerged from studies of expertise is the iterative character of complex problem solving. Both scientists engaged in inquiry and mechanics fixing hydraulics systems generate hypotheses and provisional models, take actions to test them, and revise their understanding to proceed to the next step (White & Frederiksen, 1998). This is a modeling challenge for assessment because the information from different time points is serially independent. At each time point, the performance situation changes as a result of the examinee's previous actions and their effects on the system, as suggested in Figure 11. Furthermore, the evaluation of actions at each time point

Figure 11. Elaborated Toulmin diagram for assessing hydraulics system troubleshooting. Direct evidence for a claim about troubleshooting competence is obtained with a sequence of interactions between the examinee and the system, as the examinee proceeds through situation-hypothesis-action cycles. At each time point, the performance situation changes as a result of the examinee's previous actions and their effects on the system. Therefore, the data from actions at different time points are serially independent.
must take into account not only the immediate action, but the situation as it has evolved thus far and the informational relationship of this action to previous actions. The same test of the same valve in a hydraulics problem can reflect the expert-level space-splitting if performed early, but it can be redundant if performed after a different test has already eliminated that part of the system as the source of the fault.

Assessment Arguments Under the Sociocultural Perspective

Much learning is motivated and evaluated, then, by the knowledge, goals, constraints, and physical presence of other people. Social organizations such as families, classrooms, professions, and so on, influence the processes of acquiring, storing, representing, understanding, and creating knowledge. Moreover, many of these influences are channeled by particular ways of communicating; knowledge representations, genres, conventions, and so on. From the sociocultural point of view, knowledge is developed through the practical activities of groups of people as they interact in various contexts with each other and with resources such as books and tools. “Learning by a group or individual involves becoming attuned to the constraints and affordances of material and social systems with which they interact” (Greeno, et al., 1997, p. 17).

The sociocultural perspective proposes a view on the nature of knowledge and learning, and consequently on the nature of warrants, claims, and data for assessment framed under its aegis. In particular, “The situated view of assessment emphasizes questions about the quality of student participation in activities of inquiry and sense making, and considers assessment practices as integral components of the general systems of activity in which they occur” (Greeno, et al., 1997, p. 37). Compared to the information-processing perspective, there is a greater emphasis on patterns of interactions of students with people and social artifacts and less emphasis on knowledge structures “inside the students’ heads.”

The intimate connection between features of situations for acquiring and using knowledge on the one hand, and features of situations necessary for obtaining evidence about that knowledge, adds a layer of complexity to assessment under the sociocultural perspective. Contextualizing assessment decreases the assessor's control over the features of the observational situation. It increases the burden on arranging for and identifying the salient features of both
performances and performance situations. It introduces alternative explanations for good and poor performance, in connection with characteristics of the situations, people, and materials with whom the assessed student interacts. The challenges are not insurmountable, however. Work by Wiggins (1998) and White and Frederiksen (2000) on designing assessment to produce the kinds of learning that are valued under the sociocultural perspective is at once grounded in sound evidentiary reasoning and practical for classroom use. The two following examples illustrate key issues that arise in assessment from a sociocultural perspective.

Example: Advanced Placement Studio Art Portfolio Assessment. The purpose of the College Entrance Examination Board’s Advanced Placement (AP) Studio Art portfolio assessment is to determine whether high school students exhibit knowledge and skills commensurate with first-year post-secondary art courses (Mitchell, 1992). Students develop works for their portfolios in their local classes during the course of the year, through which they demonstrate the knowledge and skills described in the AP Studio Art materials. The portfolios are rated centrally by artist/educators at the end of the year, using standards set in general terms and monitored by the AP Art advisory committee. These standards are rendered in language sufficiently general to apply to a wide range of subjects, styles, and media. Their meaning is constructed over time and across sites through shared examples, not unlike the way the meaning of a law evolves as it is applied to particular cases. Coming to learn this language, this artist’s way of seeing the world, in evaluating their own work and that of others is in fact a key learning goal of the program. Assessment here concerns “questions of what is of value, rather than simple correctness ... an episode in which students and teachers might learn, through reflection and debate, about the standards of good work and the rules of evidence” (Wolf, Bixby, Glenn, & Gardner, 1991, p. 51).

Section B of the portfolio, the student’s “concentration,” is of particular interest in regard to constructing a warrant and reasoning through it from student work to ratings. A concentration consists of up to 20 slides, a film, or a videotape illustrating extended work on a student-selected theme, and a narrative describing the student’s goals, intentions, influences, and other factors that help explain the work. In the narrative, the student makes a case for how the common rubric for evaluating concentrations should be applied to her particular work. Not only the data but also the application of the warrant itself
are negotiated between the student and the assessor. The "other factors" in the narrative further serve to supply information to deal with alternative explanations for good or poor performance, such as pointing to a trend in the work over time that mitigates the lower quality of earlier works. Of course this data itself introduces issues of sensitivity and objectivity on the part of the student supplying it. Figure 12 suggests how the student narrative functions both as data which is evaluated and backing for a warrant as it is tailored to interpreting the artworks.

A psychometric model is used in AP Studio Art to combine the scores that several raters assign to several sections of a student's portfolio. However, the student variable is not interpreted as a trait, as it would have been under the differential/trait perspective under which the model originated. Rather, the score is a synthesis of informed and socially moderated judgments about a

Figure 12. Elaborated Toulmin diagram for Advanced Placement Studio Art portfolio assessment. Statements in the narrative contribute to knowledge about the thinking behind the student's art works, the conditions under which the work was produced, and the application of the generally stated rubric to the work.
student's specific accomplishments. The psychometric model is not a tool for measuring qualities of students, but a way to manage episodes of evaluation across many portfolios, many raters, and many portfolio sections. Importantly, one of its key roles is to identify portfolios that provoke discrepant scores from different raters. These often turn out to be works that are unique in perspectives or techniques. The extended discussions that are accorded to these portfolios yield a final judgment, as they must, but extend the meaning of the evaluation procedures for raters and future students alike.

Example: Conversational competence. The most familiar form of large-scale language testing addresses the knowledge of language per se, exercising points of vocabulary, syntax, and comprehension with discrete and largely decontextualized test items. Assessments so constructed fit comfortably into trait, and sometimes behavioral, perspectives on learning, and support assessment arguments framed in their terms. This kind of knowledge is not enough to use a language to achieve ends in social situations. In addition to grammatical competence, we must be concerned with the social context of language use, pragmatic considerations in using language to achieve goals, and familiarity with forms, customs, and standards of communication above the level of sentences. Conversational competence (Widdowson, 1978), for example, means being able to participate in an interaction with another person in using all of these kinds of knowledge to construct a joint understanding of a situation of mutual interest to achieve some purpose.

Obtaining direct evidence about conversational competence, then, requires observing a student engaging in the interaction that characterizes conversation. Four factors immediately impact the assessment argument. First, the events in conversations are not conditionally independent given the participants' conversational competence, but are serially dependent. In addition to whatever global context a conversation occurs in, the local context for every utterance depends on what the speaker and the interlocutors have already said. Second, more than one person is acting, and each person's actions influence and set the performance context for the other. A Toulmin diagram that suggests these first two factors is shown as Figure 13. Third, the rules by which students' performances are evaluated must take these dependencies and interactions into account. The dependencies are similar to the ones in dynamic problem-solving discussed above in connection with the information-processing perspective; we
have now added the complexities that arise when two people use interpersonal and cultural knowledge in addition to domain knowledge, to jointly achieve some goal.

The fourth factor is that as local contexts are constructed, the conditions necessary for observing a certain facet of conversational competence—switching from formal to informal register, for example—may not emerge. In contrast with the trait-, behavioral-, and information-processing perspectives, an assessment designer working under the sociocultural perspective has less control over the
contextual data if the salient features of a performance situation can only emerge from interactions among individuals. As an assessment task, a minimally constrained conversation between two students can have the advantage of meaningfulness to the participants. This mitigates alternative explanations of poor performance that stem from lack of background knowledge or motivation. But the need to switch registers may not arise, and the observation provides no evidence about a targeted facet of ability. On the other hand, a trained interviewer can guide a conversation in a way that provokes register-switching, facets of language, or social conventions. The performance situation features which, under the conversational competence warrant, are needed to obtain evidence about targeted facts of ability can be better assured—though now at the cost of introducing alternative explanations for poor performance based on the artificiality of the conversation. This is an example of the fundamental tradeoffs in assessment design. Every performance situation taps myriad aspects of knowledge and ability, and choosing a configuration that counters one alternative explanation inevitably opens the door for another.

The effective meaning of student variables in such an assessment arises from the features of the situations in which students perform and the features of their actions that are evaluated. The degree to which inferences about students based on observations in these particular settings (including the participants and contexts) will apply to other settings is a matter of similarities to other potential settings, and students' tendencies to interact in those settings in similar or different ways. This is fundamentally the same question of the generalizability of test scores that arises under trait-based interpretations. In both cases it is ultimately an empirical question. How far will the meaning of scores generalize? Before the data are in, the trait psychologist's prior is "pretty far"; the sociocultural psychologist thinks, "I wouldn't bet on it."

Discussion

The forms and the uses of educational assessment have changed considerably over the past century in response to changing views of the nature of knowledge—how it is acquired, how schooling should be organized to promote it, and how assessments should be designed to guide instruction. Continued changes, perhaps ultimately even more radical, are taking place today as a result of new technologies for gathering and analyzing performance data. A closer look
at the structure of the arguments beneath assessments that can appear very different on the surface reveals a deeper kind of stability. The stability is found in terms of the core argument of any assessment: We want to draw inferences about what students know and can do as seen from some perspective; that perspective tells us what kinds of things we need to see them do, in what kinds of situations, to ground those inferences. We see elaborations, extensions, and specializations of enduring principles of evidentiary reasoning. We find continued value in knowledge representations such as Toulmin diagrams, Wigmore charts, and Bayesian inference networks to understand yesterday's assessments, manage today's, and design the assessments of tomorrow.
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