This paper studied the usefulness of differential item functioning (DIF) methodology for examining potential mode effects. Although the goal was not to validate the comparability of the assessments per se, it is of interest to speculate why some formats could give rise to differential performance. Data were obtained from two instruments on which validation studies were conducted to determine if scores were comparable across modes of administration. The first instrument was a norm-referenced aptitude test called InView, administered to students in grades 4 to 9 in computer and paper modes for this study. Additional data were obtained from a Test of Adult Basic Education (TABE), also norm-referenced. Test takers were asked about their levels of computer experience and preferences. Two DIF statistics, the Linn-Harnisch procedure (1981) and the nonparametric Standardized Mean Difference were used to assess DIF. Results show that some levels of InView had substantial numbers of items that were flagged for the online comparisons with the standardization study, while others had relatively few. The TABE had two flagged items, and differences between computer-based and standardization groups were throughout the ability range with more apparent differences in the lower portion of the distribution. In general, students were neutral to mode or preferred computer-administered tests. Findings show that DIF methodology presents a well-studied method for examining group differences at the item level that can be used to examine mode of administration differences at the item level. Appendixes contain the student surveys and derivations of the DIF methods. (Contains 10 figures, 4 tables, and 10 references.) (SLD)
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Increasingly, computer-based assessments are being administered in grades 2 to 12. Many of these computerized tests have a legacy in paper- and pencil administrations such that it is necessary to establish the comparability of scores across these modes (Mead & Drasgow, 1993). As a goal, the scores emanating from each test should be comparable across modes of administration. Comparability can be defined as the differences between modes of administration that are equivalent to those observed between alternate (parallel) forms of the test. It would be very convenient if scores could be compared across administrations without resorting to some type of score transformation (i.e., equating). However, comparable scores are sometimes difficult to achieve between paper- and pencil and linear test administrations. For instance, the usability of computer administered tests in Reading could differ from paper- and pencil versions when younger students are required to scroll through a reading passage in order to both read it and respond to questions related to that passage. For younger students, perceptual differences in the display of information could potentially lead to disparities in performance (Choi & Tinker, 2000). Differences across modes of administration might also be evident with adults that have low levels of functional literacy. Most research to date has focused on college bound students and college graduates (Schaeffer, Reese, Steffen, McKinley & Mills, 1993). Other sources of mode effects might emerge for school age students or adults in alternative educational settings.

Cross-mode comparability has traditionally been assessed by a variety of methods such as correlations, differences in scale scores, or effect sizes. Comparison of overall test statistics will not reveal which items are sensitive to mode of administration. This paper proposes the use of differential item functioning methodology (DIF) to examine differences in performance across modes of test administration. There are a number of advantages to using this DIF approach. First, DIF is routinely used in testing programs to examine potential performance differences among various demographic groups such as gender or ethnicity. This methodology can easily be redeployed to examine group differences across mode of test administration. Depending on the nature of the comparability study, one mode such as paper- and pencil could be designated as the reference group and the other mode as the focal group. Using DIF procedures permits the examination of differences between modes of administration at the level of the item. This would be particularly important in determining the precise sources of noncomparability between modes of administration were they to occur. DIF methodology also provides statistical tests that can be used to flag items for further examination. Surveys suggest that students perceived scrolling as the biggest problem with computerized assessments of reading ability (Swanson, 2002). DIF analysis can confirm what types of formats lead to significant differences in performance across modes of administration. In order to increase the generalizability of these findings and demonstrate the utility of DIF methods, information from two different types of assessments were utilized in order to investigate the effect of different item formats with varying grade levels. Since these assessments were both norm-referenced, student performance on computer-based tests will be compared with standardization samples that used pencil and paper. Within this context, the primary objective of these comparability studies is to establish that the on-line scores
are valid and defensible for the intended purposes. The intent of this paper is to
demonstrate the utility of DIF methodology for examining potential mode effects. The
goal was not to validate the comparability of these assessments, per say. However, it will
be of some interest to conjecture why some formats could give rise to differential
performance.

Method

Instruments
Data was obtained from two instruments in which validation studies were conducted in
order to determine if scores are comparable across modes of administration. National
standardization studies in which norms were derived for paper administrations were
carried out for these instruments. The first instrument a norm-referenced aptitude test
called InView, which contains Sequences, Analogies, Quantitative Reasoning, and
Verbal Reasoning (Words & Context) subtests. Each subtest consisted of 20 selected-
response items that contain different types of item formats. InView is administered in a
cross grade configuration (i.e., multiple grades per test level). For purposes of this study,
grades 4 to 9 were examined. The computer-based administration differed from the paper
and pencil administration in that a single item was presented on-screen at a time rather
than 4 to 6 being present on a single printed page in the test book. Items were linearly
administered in the same order as pencil- and –paper. Students had the opportunity to go
back to an item and change their response as necessary. The Analogies and Quantitative
Reasoning was the focus of these investigations primarily due to the greater variation and
complexity in item formats present compared with other InView subtests. The Analogies
subtest is a nonverbal measure of student’s ability to discern various types of
relationships among picture pairs and infer parallel relationships between incomplete
ones. The Quantitative Reasoning subtest is intended to measure student’s ability to
think with numbers and solve problems through complex quantitative reasoning
processes. A survey was administered to the examinees that took the computer-based
tests (Appendix A). The survey was used to collect information concerning examinees'
familiarity with computers and their perceptions of computer administered tests.

Additional data was obtained from a Test of Adult Basic Education (TABE), which is a
norm-referenced instrument that measures basic concepts and knowledge in Reading,
Mathematics, and Language using selected-response items. TABE was normed in paper-
and –pencil mode, and given in a linear computer-based mode for the comparability
study. TABE has five levels L, E, M, D, A (Limited literacy, Easy, Medium, Difficult,
and Advanced). Note that TABE levels correspond to content grade range of 0.0 to 12.9.
Level M corresponds to grade range of 4-5, indicating relatively low levels of adult
literacy. Most items in TABE Reading are associated with passages. Many passages
require scrolling of the text in order to read them. A survey was administered to the
examinees to collect information concerning examinees' familiarity with computers and
their perceptions of computer administered tests (Appendix A).
Samples
The sample composition for InView and TABE respectively are shown in Tables 1 and 2 for the standardization and the on-line sample. Both InView and TABE were calibrated and normed using nationally representative samples in traditional paper and pencil administrations. The InView comparability study occurred subsequent to the national standardization study. In this study, a heterogeneous sample based on region, city size, and correlates of achievement (free & reduced lunch) were selected for the on-line administrations. A large number of students took the computer-based administration in the event that the on-line version needed to be calibrated and equated to achieve comparability with the standardization sample (pencil and paper). For the TABE comparability study, a subset of students took the computer-based test concurrently with the national standardization sample. It should be noted that TABE is administered to adults in alternative educational settings. As a result, this population is largely male with a high proportion of African-American and Hispanic students. Table 2 shows that for the computer-based administration larger numbers of females were present in the sample compared with standardization.

Descriptive Statistics
Tables 3 and 4 respectively show descriptive statistics for InView and TABE. Table 3 shows InView raw- and scale score statistics for the comparability study and the national standardization. Since the IRT estimates for the comparability study were on the logistic (0,1) metric, the linear transformation constants from the national standardization were applied to them. The on-line mean scores were substantially lower than either of the paper- and pencil administrations for the InView tests. For example, the mean raw score of 12.3 out of twenty possible points for Level 2 (grades 4 & 5) Analogies was lower than the grade 4 mean raw score from standardization of 13.7. These performance differences may be due to higher omit rates for students taking the test on-line. For this study, students may have skipped items, failed to respond, or the system may have failed adequately to capture them. Table 4 shows the descriptive statistics for the TABE standardization and the computer administration. The mean raw scores and standard deviation are comparable between the two modes for Reading test of Level M and Level D.

Procedure

Scaling. Selected-response items for both instruments were scaled using the three-parameter logistic model (Lord & Novick, 1968; Lord, 1980) in which the probability that a student with ability $\theta$ responded correctly to item $i$ is

$$P_i(\theta) = c_i + \frac{1 - c_i}{1 + \exp[-1.7a_i(\theta - b_i)]}$$

where $a_i$ denotes the item discrimination, $b_i$ the item difficulty, and $c_i$ the lower asymptote corresponding to the probability of a correct response by a very low-scoring student. The three-parameter model was estimated using marginal maximum likelihood
procedures (Bock & Aitkin, 1981) via the IRT scaling program PARMATE (Burket, 1991). Scale scores were derived using maximum likelihood that have an arbitrary linear transformation applied.

DIF. The modes of administration were used as a grouping variable for the DIF analysis where the standardization samples were used as the reference group. DIF analyses were conducted prior to any equating that could be used to achieve comparability between modes. Two DIF statistics, the Linn-Harnisch procedure (1981) and the more familiar non-parametric Standardized Mean Difference (Zwick, Donoghue, and Grima, 1993) were used for assessing DIF. Other choices of DIF statistics could have also been made. The Linn-Harnisch procedure was used primarily since it gives results based on the operational IRT score metric. In the Linn-Harnisch analyses, the observed proportion correct of the computer administration can be compared with the expected proportion correct estimated using the paper- and pencil sample. Standardized Mean Difference (SMD) was used primarily as a cross-validation technique. Likewise in the SMD analyses, computer mode can be compared with the reference subgroup that was administered the items in paper- and pencil mode. The students who were administered the paper- and pencil administrations were designated as the reference groups in the DIF analysis since the norms for these tests were derived from the paper- and pencil administration for both TABE and InView.

For the Linn-Harnisch procedure, an item is flagged for DIF (against or favoring a subgroup) when the observed minus the expected mean proportion correct is greater or equal than the absolute value of 0.10 and the corresponding Z value is greater than or equal to the absolute values of 2.58. The SMD index expresses results in an item-level score metric. The mean SMD of -0.11 indicates that on the average, the difference in mean item score (focal - reference) is more than 1/10 of a score point (Zwick, Donoghue, & Grima, 1993). SMD with an absolute value of .10 and larger was flagged for DIF, that is, the items demonstrating 1/10 of a score point difference between focal and reference group comparison. The purpose for this criterion is to identify item formats with substantial sensitivity to mode effects. From an exploratory standpoint, there is particular interest in items that were flagged by both statistics. The derivation for both these DIF procedures is given in Appendix B. Differences in item characteristic curves for some flagged items were evaluated graphically across the ability distribution.

Results

Tables 5 and 6 show the results of the DIF analyses for InView and TABE. A negative Standardized Mean Difference or Linn-Harnisch indicates that the items were flagged against the standardization (paper-pencil) group. Table 5 shows that some levels of InView had substantial numbers of items that were flagged for the on-line comparisons with the standardization study while others had relatively few. For Level 3 of InView, two items were flagged against the standardization reference group and two for items the focal on-line group resulting in DIF cancellation for this subtest. Analogies items B (Level 3) and F (Level 4) had large differences for both DIF statistics. Table 6 shows the
items in TABE level M and level D Reading that were flagged for DIF. Notice that all of the items flagged had small to moderate DIF. All items flagged in the Reading test required scrolling the passages in the computer-based test. Although each reading passage was associated with four or more selected-response items, only one of them was flagged for DIF. The specific information needed to answer these flagged items may have required more scrolling back and forth of the passage in order to respond. Table 6 indicates if scrolling was a feature present in the passage.

Using the results from Table 5 and 6 an examination of the operating characteristics for several items formats are given in Figures 1, 2, 3, 4 and 5 using the national standardization as the reference group. The smoothed model derived probability of getting the item correct for a given ability level using the standardization data is plotted for these items. The bubble plot below shows the density of students in a given ability region. Figure 1, Analogies Level 3 item B, shows that this item was easier for on-line students throughout most the ability distribution. Students within the standardization sample had to have higher scale scores in order to have the same probability of getting the item correct compared with the on-line group. This item required the students to discern the analogy between an untrimmed bush and a trimmed one with a shaggy and a shaved poodle. Answering this item required a fine visual discrimination to be made on the part of the student. The on-line stimulus was slightly larger than the one in the printed book and may have accounted for this difference. Figure 2 shows the operating characteristics for Item G of Quantitative Reasoning Level 3, which was harder for the on-line group. This item required a comparison of the irregular shaded areas of a grid and the selection of the one with the greatest area shaded. Comparison of area may be more difficult on a computer screen than on paper. Figure 3 shows the operating characteristics for Item F of Analogies Level 4, which was harder for the on-line group. This is the opposite of the effect seen for the Level 3, item B in Figure 1 in which students also had to make a fine visual discrimination of pictorial content.

Figures 4 and 5 show the two flagged items for TABE Level M Reading for Items J and L. Both of these items required scrolling. The differences between the computer-based and standardization groups were throughout the ability range with more apparent differences in the lower portion of the distribution.

Figures 6 to 10 show the results of surveys given to students at each respective test level for InView and TABE regarding their computer experiences and preferences. Question numbers two and six on the InView Survey asked students about their preference for tests administered on computer versus paper- and -pencil tests. Most students were either neutral to mode or preferred tests administered on the computer. For the TABE survey, question three asked students about their experience taking TABE on the computer. Since the TABE survey was not a likert scale, the survey will need to be referenced in order to understand the categories being graphed in Figures 9 and 10. The preponderance of students indicated that they do their best work on a computer and that they are comfortable with this format. Question five on the TABE survey asked students about scrolling passages. Most students indicated that it was easier or about the same as reading a paper- and -pencil test.
Discussion

The Standards for Educational and Psychological Testing (4.10) suggest that a clear rationale and supporting evidence be supplied for any claim that scores earned on different forms or modes of a test are interchangeable. DIF methodology presents a powerful and well-studied method for examining group differences at the item level that is used to augment validity arguments. This methodology can easily be applied to the issue of examining mode of administration differences at the item level. DIF methodology allows potential mode differences to be identified using a statistical criterion.

For gender and ethnicity groups, the current practice is to iteratively purify the test of DIF by eliminating items with differential operating characteristics from the test selection. Items displaying DIF across mode would be far less likely to be eliminated from a selection due to many other content or psychometric requirements. For instance, the content validity of a test would be threatened if Reading passages that required scrolling were eliminated. If strong mode effects were identified, then equating methods could be used to achieve comparability. In testing programs in which both computerized and paper- and -pencil administrations are both used interchangeably, the test blueprint could specify item formats that lend themselves more easily to comparability across modes. Item formats could be devised that tend to minimize mode effects while not threatening the content validity of the test. Item-level information derived from DIF analyses could be used by test developers to evaluate and design items that minimize differences in performance across modes of administration. Differences that occur throughout the ability distribution might reflect additional task processing demands for computerized assessments or the need for additional tutorials. It is probable that no suggestions for changes to these item formats would have been made based on the results of this study. However, to ensure comparability the recommendation would be to ensure that item formats and features are as similar as possible with the paper- and -pencil mode since these are the source of the normative inferences. For instance, good practice would dictate that items have the same size and shading across test formats. DIF methodology affords some additional methods for examining these types of questions at the item level that can further inform test construction in these types of programs.

From an exploratory standpoint, it should be noted that the item types contained in these two instruments had relatively simple selected-response formats. Simple selected-response formats can be defined as items that are discrete (not locally dependent) and lack more complicated graphical elements. Items with simple formats might be less likely to give rise to mode of administration effects. Selected-response items that have more complex formats contain more complicated graphical elements and entail objects that need to be manipulated by the student in order to respond. For instance, an item might require the length of an object to be measured. Measuring the length of an object on a screen using a toolbox maybe a very different construct compared with the use of a
ruler and a test booklet for school age students. More mode DIF might be expected for items with more complicated formats.

The differences in performance across mode for InView deserves some comment. One expectation is that many items should have been flagged for DIF based on an inspection of the mean differences between modes of administration shown in Table 1. For example, Level 2 of InView had substantial differences in scores distributions but had few items flagged for DIF. This is similar to the investigation of ethnic DIF when the distribution of ability across groups is substantially different. These differences in ability distributions do not necessarily give rise to DIF since these statistics are conditional on ability.

Finally, student surveys addressing the issues of accessibility, familiarity, comfort level/anxiety, scrolling effect and tutorial effectiveness provide important sources of validity evidence. The two surveys seemed to indicate that students were comfortable with computer-based test administrations. One area not well addressed in this paper is to examine differential performance based on particular responses to survey questions as a grouping variable. That is, how do student that indicate “Taking the test on a computer was easier” perform both in absolute terms and conditional on ability?
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<table>
<thead>
<tr>
<th>Test</th>
<th>Grade</th>
<th>Subtest</th>
<th>N</th>
<th>Ethnicity</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>African-American</td>
<td>Hispanic</td>
</tr>
<tr>
<td>National Standardization</td>
<td>2</td>
<td>4 &amp; 5</td>
<td>AN 10301/9653</td>
<td>1492/1162</td>
<td>805/906</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6 &amp; 7</td>
<td>AN 10202/10232</td>
<td>1455/1561</td>
<td>1077/979</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8 &amp; 9</td>
<td>AN 9611/11034</td>
<td>1358/1746</td>
<td>1221/1062</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4 &amp; 5</td>
<td>QR 10250/9654</td>
<td>1492/1162</td>
<td>805/906</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6 &amp; 7</td>
<td>QR 10149/10179</td>
<td>1455/1561</td>
<td>1077/979</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8 &amp; 9</td>
<td>QR 9853/10832</td>
<td>1358/1746</td>
<td>1221/1062</td>
</tr>
<tr>
<td>On-Line Sample</td>
<td></td>
<td></td>
<td></td>
<td>African-American</td>
<td>Hispanic</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4 &amp; 5</td>
<td>AN 2295</td>
<td>587</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6 &amp; 7</td>
<td>AN 1839</td>
<td>200</td>
<td>426</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8 &amp; 9</td>
<td>AN 1455</td>
<td>183</td>
<td>202</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4 &amp; 5</td>
<td>QR 2103</td>
<td>514</td>
<td>244</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6 &amp; 7</td>
<td>QR 1623</td>
<td>157</td>
<td>389</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8 &amp; 9</td>
<td>QR 1260</td>
<td>142</td>
<td>193</td>
</tr>
</tbody>
</table>

Note: *AN refers to Analogies and QR to Quantitative Reasoning. †Other includes Caucasians.
Table 2.
Sample characteristics for TABE national standardization and computer-based samples for Reading

<table>
<thead>
<tr>
<th>Test</th>
<th>National Standardization Sample (Paper- and -Pencil)</th>
<th></th>
<th></th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
<td>N</td>
<td>African-American</td>
<td>Hispanic</td>
<td>Other*</td>
</tr>
<tr>
<td>M</td>
<td>1522</td>
<td>689</td>
<td>352</td>
<td>494</td>
</tr>
<tr>
<td>D</td>
<td>1690</td>
<td>730</td>
<td>233</td>
<td>731</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test</th>
<th>Computer-based Sample</th>
<th>Ethnicity</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
<td>N</td>
<td>African-American</td>
<td>Hispanic</td>
</tr>
<tr>
<td>M</td>
<td>207</td>
<td>72</td>
<td>38</td>
</tr>
<tr>
<td>D</td>
<td>219</td>
<td>119</td>
<td>29</td>
</tr>
</tbody>
</table>

Note: *Other includes Caucasians.
Table 3.
InView descriptive statistics for two modes of administration

<table>
<thead>
<tr>
<th>Test Level</th>
<th>Grades</th>
<th>Subtest</th>
<th>N by grade</th>
<th>Raw score by grade</th>
<th>Scale Score by grade</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mean/SD</td>
<td>Mean/SD</td>
</tr>
<tr>
<td>National Standardization (Paper)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4 &amp; 5</td>
<td>AN</td>
<td>10301/ 9653</td>
<td>13.7/14.8, 4.0/3.7</td>
<td>441/460, 65/62</td>
</tr>
<tr>
<td>3</td>
<td>6 &amp; 7</td>
<td>AN</td>
<td>10202/10232</td>
<td>13.2/13.8, 4.2/4.1</td>
<td>479/488, 64/64</td>
</tr>
<tr>
<td>4</td>
<td>8 &amp; 9</td>
<td>AN</td>
<td>9611/11034</td>
<td>12.9/13.3, 4.4/4.4</td>
<td>502/507, 59/59</td>
</tr>
<tr>
<td>2</td>
<td>4 &amp; 5</td>
<td>QR</td>
<td>10250/ 9654</td>
<td>12.1/13.2, 4.2/4.2</td>
<td>453/467, 52/53</td>
</tr>
<tr>
<td>3</td>
<td>6 &amp; 7</td>
<td>QR</td>
<td>10149/10179</td>
<td>12.1/12.7, 4.0/4.2</td>
<td>483/493, 59/62</td>
</tr>
<tr>
<td>4</td>
<td>8 &amp; 9</td>
<td>QR</td>
<td>9853/10832</td>
<td>11.6/12.0, 4.6/4.7</td>
<td>506/512, 62/65</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Level</th>
<th>Grades</th>
<th>Subtest</th>
<th>N</th>
<th>Raw Score</th>
<th>Scale Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mean/SD</td>
<td>Mean/SD</td>
</tr>
<tr>
<td>On-Line</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4 &amp; 5</td>
<td>AN</td>
<td>2295</td>
<td>12.3/4.2</td>
<td>417/72</td>
</tr>
<tr>
<td>3</td>
<td>6 &amp; 7</td>
<td>AN</td>
<td>1839</td>
<td>11.4/4.1</td>
<td>447/68</td>
</tr>
<tr>
<td>4</td>
<td>8 &amp; 9</td>
<td>AN</td>
<td>1455</td>
<td>11.0/4.5</td>
<td>473/63</td>
</tr>
<tr>
<td>2</td>
<td>4 &amp; 5</td>
<td>QR</td>
<td>2103</td>
<td>9.8/4.4</td>
<td>417/61</td>
</tr>
<tr>
<td>3</td>
<td>6 &amp; 7</td>
<td>QR</td>
<td>1623</td>
<td>10.2/4.0</td>
<td>452/67</td>
</tr>
<tr>
<td>4</td>
<td>8 &amp; 9</td>
<td>QR</td>
<td>1260</td>
<td>10.2/4.3</td>
<td>485/67</td>
</tr>
</tbody>
</table>

Note: *AN refers to Analogies and QR to Quantitative Reasoning.
Table 4.
TABE descriptive statistics for two modes of administration for Reading

<table>
<thead>
<tr>
<th>Test Level</th>
<th>National Standardization (Paper)</th>
<th>Raw Score</th>
<th>Scale Score</th>
<th>Computer-based</th>
<th>Raw Score</th>
<th>Scale Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N</td>
<td></td>
<td></td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>1522</td>
<td>35.4</td>
<td>10.5</td>
<td>510.1</td>
<td>518.7</td>
<td>71.7</td>
</tr>
<tr>
<td>D</td>
<td>1690</td>
<td>32.0</td>
<td>9.8</td>
<td>518.7</td>
<td>527.6</td>
<td>76.1</td>
</tr>
<tr>
<td>M</td>
<td>207</td>
<td>34.8</td>
<td>9.1</td>
<td>508.7</td>
<td>62.6</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>219</td>
<td>33.1</td>
<td>10.0</td>
<td>527.6</td>
<td>76.1</td>
<td></td>
</tr>
</tbody>
</table>
Table 5.
Items flagged for DIF for InView Analogies and Quantitative Reasoning

<table>
<thead>
<tr>
<th>Test Level</th>
<th>Item</th>
<th>Standardized Mean Difference</th>
<th>Linn-Harnisch</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Analogies</td>
<td>Difference</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>-.11</td>
<td>-.12</td>
</tr>
<tr>
<td>3</td>
<td>B</td>
<td>+.20</td>
<td>+.20</td>
</tr>
<tr>
<td>C</td>
<td></td>
<td>+.10</td>
<td>+.11</td>
</tr>
<tr>
<td>D</td>
<td></td>
<td>-.10</td>
<td>-.10</td>
</tr>
<tr>
<td>E</td>
<td></td>
<td>-.12</td>
<td>-.12</td>
</tr>
<tr>
<td>4</td>
<td>F</td>
<td>-.21</td>
<td>-.21</td>
</tr>
</tbody>
</table>

Quantitative Reasoning

<table>
<thead>
<tr>
<th>Test Level</th>
<th>Item</th>
<th>Standardized Mean Difference</th>
<th>Linn-Harnisch</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>No items flagged</td>
<td>No items flagged</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>No items flagged</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>G</td>
<td>-.14</td>
<td>-.16</td>
</tr>
<tr>
<td>4</td>
<td>H</td>
<td>-.12</td>
<td>-.13</td>
</tr>
</tbody>
</table>
Table 6.
Items flagged for DIF for TABE Reading

<table>
<thead>
<tr>
<th>Test Level</th>
<th>Item</th>
<th>Scrolling Present</th>
<th>Standardized Mean Difference</th>
<th>Linn-Harnisch Difference</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>I</td>
<td>No</td>
<td>+0.11</td>
<td></td>
<td>+0.12</td>
</tr>
<tr>
<td>M</td>
<td>J</td>
<td>Yes</td>
<td>-0.13</td>
<td></td>
<td>-0.15</td>
</tr>
<tr>
<td>M</td>
<td>K</td>
<td>Yes</td>
<td>-0.09</td>
<td></td>
<td>-0.11</td>
</tr>
<tr>
<td>M</td>
<td>L</td>
<td>Yes</td>
<td>-0.12</td>
<td></td>
<td>-0.13</td>
</tr>
<tr>
<td>D</td>
<td>M</td>
<td>Yes</td>
<td>-0.10</td>
<td></td>
<td>-0.11</td>
</tr>
<tr>
<td>D</td>
<td>N</td>
<td>Yes</td>
<td>-0.10</td>
<td></td>
<td>-0.12</td>
</tr>
<tr>
<td>D</td>
<td>O</td>
<td>Yes</td>
<td>-0.10</td>
<td></td>
<td>-0.13</td>
</tr>
<tr>
<td>D</td>
<td>P</td>
<td>No</td>
<td>+0.11</td>
<td></td>
<td>+0.10</td>
</tr>
</tbody>
</table>
Figure 1.
Item characteristic curve for Analogies Level 3, item B
Figure 2.
Item characteristic curve for Quantitative Reasoning, Level 3 item G
Figure 3.
Item characteristic curve for Analogies Level 4, item F
Figure 4.
Item characteristic curve for TABE Level M, item J
Figure 5.
Item characteristic curve for TABE Level M, item L
Figure 6.
Responses to survey questions for InView Level 2
1. I have previously taken a test other than this one on a computer.
2. I prefer taking tests that are administered on the computer to paper-and-pencil tests.
3. The instructions or tutorial adequately explained how to take the test on the computer.
4. I found that it was useful to use the keys on the keyboard while I was taking the test.
5. I did not have enough time to respond to all the test items.
6. I preferred the paper-and-pencil version of the test to the computer-administered test.

Figure 7.
Responses to survey questions for InView Level 3
Figure 8.
Responses to survey questions for InView Level 4
1. Which choice below best describes your previous experience using computers?

2. Which choice below best describes your experience with using computers?

3. How do you feel about the experience of taking TABE test on a computer?

4. How did you feel about the amount of time you needed in taking TABE test on a computer compared to taking it on a paper and pencil version?

5. How did you feel about the scrolling up and down of a passage in the computer test?

6. The tutorial adequately explained how to take the test on the computer.

Figure 9.
Responses to survey questions for TABE Level M
1. Which choice below best describes your previous experience using computers?

2. Which choice below best describes your experience with using computers?

3. How do you feel about the experience of taking TABE test on a computer?

4. How did you feel about the amount of time you needed in taking TABE test on a computer compared to taking it on a paper and pencil version?

5. How did you feel about the scrolling up and down of a passage in the computer test?

6. The tutorial adequately explained how to take the test on the computer.

Figure 10.
Responses to survey questions for TABE Level D
Appendix A - Student Surveys

InView Computer Experience Survey

1) I have previously taken a test other than this one on a computer.
   1: Yes
   2: No

   If you answered "NO" Go to Question #3.

2) I prefer taking tests that are administered on the computer to paper-and-pencil tests.
   1: Strongly Disagree
   2: Disagree
   3: Neither Agree nor Disagree
   4: Agree
   5: Strongly Agree

3) The instructions or tutorial adequately explained how to take the test on the computer.
   1: Strongly Disagree
   2: Disagree
   3: Neither Agree nor Disagree
   4: Agree
   5: Strongly Agree

4) I found that it was useful to use the keys on the keyboard while I was taking the test.
   1: Strongly Disagree
   2: Disagree
   3: Neither Agree nor Disagree
   4: Agree
   5: Strongly Agree
   6: Did not use the keyboard during the test

5) I did not have enough time to respond to all the test items.
   1: Strongly Disagree
   2: Disagree
   3: Neither Agree nor Disagree
   4: Agree
   5: Strongly Agree

6) I preferred the paper-and-pencil version of the test to the computer-administered test.
   1: Strongly Disagree
   2: Disagree
   3: Neither Agree nor Disagree
   4: Agree
   5: Strongly Agree
TABE On-line/PC Survey

This On-line/PC Survey addresses the following issues: accessibility/familiarity with computers, anxiety/comfort level with computers, speededness, scrolling effect, tutorial effectiveness.

1. Which choice below best describes your previous experience using computers?
   a. I use a computer often at home and at school/work.
   b. I use a computer often only at school or at work.
   c. I do not use computer very often.
   d. I rarely or never use computers.

2. Which choice below best describes your experience with using computers?
   a. I feel I do my best work on a computer.
   b. I am comfortable using a computer.
   c. Using computers does not appeal to me.
   d. I get anxious when I use a computer.

3. How do you feel about the experience of taking TABE test on a computer?
   a. It was easier than a paper and pencil test.
   b. It was about the same as taking a paper and pencil test.
   c. It was more difficult at first, but became easier as I got used to it.
   d. It was harder than taking a paper and pencil test.

4. How did you feel about the amount of time you needed in taking TABE test on a computer compared to taking it on a paper and pencil version?
   a. It took me less time to complete the test.
   b. It took me about the same amount of time to complete the test.
   c. It took me more time to complete the test.
   d. I wasn’t really aware of how long the computer test was taking.

5. How did you feel about the scrolling up and down of a passage in the computer test?
   a. It was easier than reading it on paper and pencil test.
   b. It was about the same as reading it from a paper and pencil test.
   c. It was more difficult at first, but became easier as I got used to it.
   d. It was more difficult than reading it from a paper and pencil test.
   e. It did not occur on the test that I took.

6. The tutorial adequately explained how to take the test on the computer.
   a. Yes, very well.
   b. Yes, fairly well.
c. No, not very well.
d. No, not at all.
Appendix B

Derivations of Linn-Harnisch and the Standard Mean Difference Procedures

Linn-Harnisch. The Linn-Harnisch procedure uses the systematic differences between the obtained and expected frequencies derived via the three-parameter model. First, the sample is divided into ten equal score categories (deciles) based upon their location on the ability score \( \theta \) scale for a given item. The expected proportion correct for each group based on the model prediction is compared to the observed (actual) proportion correct obtained by the group. The proportion of people in decile \( g \) who are expected to answer item \( i \) correctly is

\[
P_{ig} = \frac{1}{n_g} \sum_{j \in g} p_{ij},
\]

where \( n_g \) is the number of examinees in decile \( g \). The proportion of people expected to answer item \( i \) correctly (over all deciles) for a group (e.g., students who use a scientific calculator) is:

\[
P_i = \frac{\sum_{g=1}^{10} n_g p_{ig}}{\sum_{g=1}^{10} n_g}
\]

The corresponding observed proportion correct for examinees in a decile \( O_{ig} \) is the number of examinees in decile \( g \) who answered item \( i \) correctly divided by the number of students in the decile \( n_g \). That is,

\[
O_g = \frac{\sum_{j \in g} u_{ij}}{n_g},
\]
where $u_{ij}$ is the dichotomous score for item $i$ for examinee $j$.

The corresponding formula to compute the observed proportion, over all deciles, of
students answering each item correctly in the group is given by:

$$O_{i} = \frac{\sum_{g=1}^{10} n_{g} O_{ig}}{\sum_{g=1}^{10} n_{g}}.$$  \hspace{1cm} (4)

After the values are calculated for these variables, the difference between the
observed proportion correct and expected proportion correct for a particular group can be
computed. The decile group difference ($D_{ig}$) for observed and expected proportion
correctly answering item $i$ in decile $g$ is

$$D_{ig} = O_{ig} - P_{ig},$$ \hspace{1cm} (5)

and the overall group difference ($D_{i}$) between observed and expected proportion correct
for item $i$ in the complete group (over all deciles) is

$$D_{i} = O_{i} - P_{i}.$$ \hspace{1cm} (6)

These indices are indicators of the degree to which members of a group perform
better or worse than expected on each item, based on the parameters estimated from all
groups. Differences for decile groups provide an index for each of the ten regions on the
scale score ($\theta$) scale. The decile group difference ($D_{ig}$) can be either positive or negative.
Use of the decile group differences as well as the overall group difference allows one to
detect items that give a large positive difference in one range of $\theta$ and a large negative
difference in another range of $\theta$, yet have a small overall difference.
Items are flagged as demonstrating DIF for (+) or against (*) the specified subgroup according to the following rule: An item demonstrates DIF against a subgroup if the $D_f \leq -0.10$ and $Z \leq 2.58$. DIF in favor of a subgroup is defined in the same way but with a positive difference.

Standardized Mean Difference. The Standardized Mean Difference (SMD) is an extension of the Mantel-Haenszel (MH) statistic used for calculating DIF where

$$SMD = \Sigma p_{fk} m_{fk} - \Sigma p_{fk} m_{rk}, \quad (7)$$

where

$$p_{fk} = n_{f+k}/n_{f++} \quad (8)$$

is the proportion of focal group members who are at the $k^{th}$ level of the matching variable,

$$m_{fk} = (1/n_{f+k})(\Sigma y, n_{rk}) \quad (9)$$

is the mean item score for the focal group at the $k^{th}$ level, and

$$m_{rk} = (1/n_{r+k})(\Sigma y, n_{rk}) \quad (10)$$

is the analogous value for the reference group. A positive value for a SMD reflects DIF in favor of the focal group. Likewise, a negative SMD reflects DIF against the focal group.
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