In this study, the effect of appended pretesting was evaluated with regard to item statistics and examinee scores for groups of items that were pretested as part of a large-scale operational testing program. In appended pretesting, items are administered in a separately timed section at the end of an operational test battery. Two evaluations were conducted: one using a pretest unit consisting of a reading passage and the other using a pretest unit consisting of mathematics items, most of which were discrete. Sample sizes were: (1) 634 for the original pretesting group; (2) 294,637 for the operational group; (3) 1,007 for the re-pretest as operational group; and (4) 1,021 for the re-pretest as original group. In the ideal case, if items are pretested in exactly the context in which they will appear operationally, there should be no context effects. Results from the simulations in this paper showed some small-to-moderate negative effects on scores when misspecified parameters were used for item response theory scoring. Larger negative effects occurred at score points where fewer examinees score. Score bias could be smaller or larger under different conditions from those observed in this study. Results from the study also support the idea that preequating should only be conducted under very carefully controlled situations. (Contains 12 tables and 6 references.) (SLD)
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Context Effects in Pretesting: Impact on Item Statistics and Examinee Scores

An essential part of the test development process is the pretesting of items. Pretesting allows us to gather information about an item that is being considered for placement on an operational test form or in a CAT item pool. The information gathered can be used to make decisions about items to include or exclude from operational forms, and to assist with building forms or item pools to desired levels of difficulty.

Pretesting may be conducted as part of an operational test administration, or in a special study that is not affiliated with an operational test administration. This paper considers only the case where pretesting is conducted as part of an operational test administration, and focuses on two types of pretesting: appended and embedded pretesting. In appended pretesting, items are administered in a separately-timed section at the end of an operational test battery, while in embedded pretesting, items are administered within an operational test. Appended pretesting ensures that an examinee’s operational scores are not influenced by the pretest items, but it is possible that astute examinees can identify that those items will not contribute toward their test scores, and give less effort than they would on the operational items. Motivation may be a consistent problem associated with appended pretesting. Embedded pretesting makes it more difficult to identify pretest items so that examinees may give the same level of effort as on operational items. However, the inclusion of pretest items in an operational section can possibly influence examinee performance on operational items, thereby affecting operational scores. Appended pretesting is a more conservative approach than embedded pretesting in that it will not affect an examinee’s operational score, but it is a less desirable practice from a psychometric perspective, because of the potential that examinees behave differently than they would on an operational test.

Pretest items are also typically administered in a somewhat different context than they are administered operationally. A group of pretest items are administered together in a pretest “unit.” When operational forms or item pools are built, a pretest unit is typically not placed intact on the operational form. Items on an operational form may come from multiple pretest units. Items on an operational form may appear with a completely different group of items than they were pretested with. For passage-based items, items may be dropped between pretest and operational administrations, and the items may appear in different orders across the pretest and operational administrations. In addition to potential administration context effects, there may be context effects due to a lack of motivation for appended pretesting situations. All of this creates the possibility that inferences about items that are made based on a pretest administration may not hold in a subsequent operational administration.

Study Design

In this study, the effect of appended pretesting was evaluated with regard to item statistics and examinee scores, for groups of items that were pretested as part of a large-scale operational testing program. A group of items that are pretested together is referred to as a “pretest unit.” Two evaluations were conducted: one using a pretest unit consisting of a reading passage, the other using a pretest unit consisting of math items, most of which were discrete. The math unit
did contain one “item set” — three items associated with the same prompt. Where pretesting was conducted, appended pretesting was used.

In the first evaluation, a reading passage that had previously been pretested and then administered as part of an operational test form was “re-pretested” in two different ways: using the same item order as when the passage was originally pretested, and using the same item order as when the passage was operationally administered. The content of the reading passage and the items themselves remained the same, but the item order differed. The order of response options was also changed for a handful of items. The repretesting under the original pretest and operational conditions allowed the comparison of item performance and item statistics across the different item orders, under controlled conditions.

In the second evaluation, a completely new math pretest unit was administered, using two different item orders. This unit had never been pretested or operationally administered before. The administration of the scrambled math units allows further comparison of order effects for a primarily discrete item test, again under controlled conditions.

**Administration History for the Reading Passage**

Table 1 summarizes the administration history for the reading passage, with regard to the item and response foil order used across the different administrations. The reading passage was originally pretested in 1996 (labeled “Original Pretest”). It consisted of a passage and 15 items. Each item contained four response foils. The order in which the items appeared in this administration is used as the reference order for all subsequent administrations. Item orders for the operational administration and the two re-pretest administrations are given with reference to this original order. The foil order for the four response options is also given in parentheses. Foil orders for the operational administration and the two re-pretest administrations are also given with reference to the original pretest foil order.

After the original pretesting, the reading passage was placed onto an operational test form that was administered operationally in 2000 (labeled “Operational”). The operational form consisted of four reading passages containing 10 items each. The reading passage of interest appeared as the third passage of the operational form. Five of the items that were originally pretested with this passage were not included with the passage when it was administered operationally. Items 1, 5, 8, 13, and 15 from the original pretest unit did not appear with this passage on the operational form. In addition, the order in which the items appeared changed from the original pretest to the operational administration. For example, Item 2 from the original pretest administration appeared as Item 6 of the passage in the operational administration (which in turn was Item 26 on the entire test). Item 1 from the operational administration (which in turn was Item 21 on the entire test) appeared as Item 11 in the original pretest administration. The content of the passage and items that were administered were unchanged across the original pretest and operational administrations. In addition, the response foil orders were unchanged across the original pretest and operational administrations.
Table 1. Item Order (and Foil Order) for the Reading Passage Across Original Pretest, Operational, and Re-Pretest Administrations.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (ABCD)</td>
<td>Not Administered</td>
<td>1 (ABCD)</td>
<td>11 (DCBA)</td>
</tr>
<tr>
<td>2 (ABCD)</td>
<td>6 (ABCD)</td>
<td>2 (ABCD)</td>
<td>6 (ABCD)</td>
</tr>
<tr>
<td>3 (ABCD)</td>
<td>5 (ABCD)</td>
<td>3 (ABCD)</td>
<td>5 (ABCD)</td>
</tr>
<tr>
<td>4 (ABCD)</td>
<td>7 (ABCD)</td>
<td>4 (ABCD)</td>
<td>7 (ABCD)</td>
</tr>
<tr>
<td>5 (ABCD)</td>
<td>Not Administered</td>
<td>5 (ABCD)</td>
<td>12 (CDAB)</td>
</tr>
<tr>
<td>6 (ABCD)</td>
<td>9 (ABCD)</td>
<td>6 (ABCD)</td>
<td>9 (ABCD)</td>
</tr>
<tr>
<td>7 (ABCD)</td>
<td>8 (ABCD)</td>
<td>7 (ABCD)</td>
<td>8 (ABCD)</td>
</tr>
<tr>
<td>8 (ABCD)</td>
<td>Not Administered</td>
<td>8 (ABCD)</td>
<td>14 (CDAB)</td>
</tr>
<tr>
<td>9 (ABCD)</td>
<td>10 (ABCD)</td>
<td>9 (ABCD)</td>
<td>10 (ABCD)</td>
</tr>
<tr>
<td>10 (ABCD)</td>
<td>2 (ABCD)</td>
<td>10 (ABCD)</td>
<td>2 (ABCD)</td>
</tr>
<tr>
<td>11 (ABCD)</td>
<td>1 (ABCD)</td>
<td>11 (ABCD)</td>
<td>1 (ABCD)</td>
</tr>
<tr>
<td>12 (ABCD)</td>
<td>4 (ABCD)</td>
<td>12 (ABCD)</td>
<td>4 (ABCD)</td>
</tr>
<tr>
<td>13 (ABCD)</td>
<td>Not Administered</td>
<td>13 (ABCD)</td>
<td>13 (DCBA)</td>
</tr>
<tr>
<td>14 (ABCD)</td>
<td>3 (ABCD)</td>
<td>14 (ABCD)</td>
<td>3 (ABCD)</td>
</tr>
<tr>
<td>15 (ABCD)</td>
<td>Not Administered</td>
<td>15 (ABCD)</td>
<td>15 (ABCD)</td>
</tr>
</tbody>
</table>

In 2001, the original reading passage was re-pretested in two ways. First, the passage was re-pretested under the same conditions as it was originally pretested (labeled “Re-Pretest As Original Pretest”). Namely, all 15 items originally pretested with the passage were re-pretested in the same order as they appeared in the original pretest unit. In addition, the same foil orders were used for all items across the re-pretest and original pretest administrations. Second, the passage was re-pretested to replicate the operational administration (labeled “Re-Pretest As Operational”). The examinee groups taking the passage under the Re-Pretest As Original Pretest and Re-Pretest As Operational administrations were randomly equivalent (the pretest passages were spiraled across groups). The only difference across these two administrations was item order and response foil order for four items.

Under the Re-Pretest As Operational administration, there were some necessary changes to account for the different number of items across operational and pretest administrations. The 10 items that appeared on the operational form were re-pretested in the same order as they appeared on the operational form (with the same foil order). For example, Item 1 from the operational administration was Item 1 in the Re-Pretest As Operational administration. (This same item appeared as Item 11 in the Original Pretest and Re-Pretest As Original administrations.) The five items that were originally pretested but did not appear on the operational form were appended in positions 11-15 of the Re-Pretest As Operational administration. The foil order for Items 11-14 of the Re-Pretest As Operational administration was modified from that of the Original Pretest administration. Foil orders were reversed for Items 11 and 13 of the Re-Pretest As Operational administration (i.e., response options appearing as ABCD in the Original Pretest administration appeared as DCBA in the Re-Pretest as Operational administration). Foil orders were inverted.
for Items 11 and 14 of the Re-Pretest As Operational administration (i.e., response options appearing as ABCD in the Original Pretest administration appeared as CDAB in the Re-Pretest as Operational administration). The foil order for Item 15 of the Re-Pretest As Operational administration was unchanged, so that Item 15 was identical across the Original Pretest and Re-Pretest As Operational administrations (which in turn was identical to Item 15 in the Re-Pretest As Original administration).

Administration History for the Math Unit

Table 2 summarizes the administration history for the Math unit, with regard to the item order used in the two pretest administrations. The unit contained 16 items from the content areas of Pre-Algebra, Elementary Algebra, Plane Geometry, Coordinate Geometry, and Trigonometry. The unit was pretested for the first time in 2001, using two different item orders. The order in which the items appeared in the administration labeled "Pretest Order 1" is used as the reference order for the pretest administration labeled "Pretest Order 2." For example, Item 1 in the Pretest Order 1 administration was Item 13 in the Pretest Order 2 administration. The item content was identical across the two pretest administrations, as was the foil order. The examinee groups taking the unit under the Pretest Order 1 and Pretest Order 2 administrations were randomly equivalent (the pretest units were spiraled across groups).

Table 2. Item Order and Item Type for the Math Unit Across the Pretest Administrations.

<table>
<thead>
<tr>
<th>Item Type</th>
<th>Pretest Order 1 (2001)</th>
<th>Pretest Order 2 (2001)</th>
<th>Item Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set</td>
<td>13</td>
<td>1</td>
<td>Set</td>
</tr>
<tr>
<td>Set</td>
<td>14</td>
<td>2</td>
<td>Set</td>
</tr>
<tr>
<td>Set</td>
<td>15</td>
<td>3</td>
<td>Set</td>
</tr>
<tr>
<td>Discrete</td>
<td>12</td>
<td>4</td>
<td>Discrete</td>
</tr>
<tr>
<td>Discrete</td>
<td>5</td>
<td>5</td>
<td>Discrete</td>
</tr>
<tr>
<td>Discrete</td>
<td>11</td>
<td>6</td>
<td>Discrete</td>
</tr>
<tr>
<td>Discrete</td>
<td>9</td>
<td>7</td>
<td>Discrete</td>
</tr>
<tr>
<td>Discrete</td>
<td>8</td>
<td>8</td>
<td>Discrete</td>
</tr>
<tr>
<td>Discrete</td>
<td>2</td>
<td>10</td>
<td>Discrete</td>
</tr>
<tr>
<td>Discrete</td>
<td>3</td>
<td>11</td>
<td>Discrete</td>
</tr>
<tr>
<td>Discrete</td>
<td>6</td>
<td>12</td>
<td>Discrete</td>
</tr>
<tr>
<td>Discrete</td>
<td>4</td>
<td>13</td>
<td>Discrete</td>
</tr>
<tr>
<td>Discrete</td>
<td>10</td>
<td>14</td>
<td>Discrete</td>
</tr>
<tr>
<td>Discrete</td>
<td>1</td>
<td>15</td>
<td>Discrete</td>
</tr>
<tr>
<td>Discrete</td>
<td>16</td>
<td>16</td>
<td>Discrete</td>
</tr>
</tbody>
</table>
Results for Reading

Initial Data Screening
Data from each of the three administration dates (1996, 2000, and 2001) were screened to eliminate examinees that were not in grades 10-12, which is the typical testing population for the operational testing program. Examinees outside of this grade range could be affected differently by context effects than the typical testing population. Resulting sample sizes were N = 634 for the Original Pretest group, N = 294,637 for the Operational group, N = 1007 for the Re-Pretest As Operational group, and N = 1021 for the Re-Pretest As Original Pretest group. A random sample of N = 1007 was created for the Operational group, for purposes of comparison with the Re-Pretest As Operational group. This smaller random sample was used for all analyses of the Operational group.

The level of motivation for the re-pretest groups on the pretest unit was also evaluated. The distribution of scale scores for the two groups on the operational reading test was approximately normally distributed. The distribution of raw scores on the re-pretest unit was negatively skewed across the two groups. This suggests both that the pretest unit may have been easier overall than the operational test as a whole, and that there may have been some low-motivated examinees, pulling the mean raw score down. Some of the examinees may have performed differently on the pretest unit than they did on the operational reading test.

The random equivalence of the Re-Pretested As Operational and the Re-Pretested As Original Pretest groups was evaluated to ensure that performance could be compared across the two re-pretest administrations. A t-test of the operational reading scores showed no significant differences across the two re-pretest groups. A t-test of the operational total battery scores showed no significant differences across the two re-pretest groups. In addition, χ² tests of independence between re-pretest group and gender, ethnicity, and grade were not significant, suggesting no relationship between re-pretest group and gender, ethnicity, or grade. Thus, the re-pretested groups appeared to be randomly equivalent.

Evaluation of Item P-Values

Re-Pretest As Original Pretest Versus Re-Pretest As Operational
Item p-values for each re-pretest group are given in Table 3. Items from the Re-Pretested As Operational condition were reordered to match the order in the Re-Pretested As Original Pretest condition. Item foil order for Items 11-14 from the Re-Pretest As Operational condition was also reordered to match the order in the Re-Pretest As Original Pretest condition. The p-value differences (± 2 standard errors) are plotted in Figure 1. Error bands that do not surround the zero line suggest significantly different p-values across the two re-pretest administration groups. Items 4, 5, and 11 all showed p-value differences that significantly favored the Re-Pretest As Original Pretest Group. The item order appeared to have some effect on item difficulty for some items, but not others. A t-test of the raw score on the pretest unit showed no significant difference across the two re-pretest groups.

χ² tests of independence between re-pretest group and item score, testing whether there was a relationship between re-pretest group and item score, were also significant (p < .01) for Items 4,
5, and 11. $\chi^2$ tests of independence between re-pretest group and response, testing whether there was a relationship between re-pretest group and the response option chosen, were significant ($p < .05$) for Items 2 and 14 (in addition to being significant for Items 4, 5, and 11). The tests of group by response suggest that examinees responded at different rates to the different foils across the re-pretest groups on these five items. On Items 2 and 14, the examinees appeared to have responded at different rates among the incorrect foils. All of the items appeared in different positions across the two administrations. In addition, Item 5 had different foil orders across the two administration conditions.

Original Pretest Versus Re-Pretest As Original Pretest

The comparison of item p-values across the Original Pretest and Re-Pretest As Original Pretest groups is interesting, but somewhat difficult to interpret because these administrations were conducted at different points in time to groups that were not randomly equivalent. The Original Pretest and Re-Pretest As Original Pretest administrations differed only in terms of the number of years between testing (5). The same pretest unit was administered in each of these cases, at the same time of year, under the same administration conditions. $\chi^2$ tests of independence between administration group and gender, ethnicity, and grade were not significant, suggesting no relationship between administration group and gender, ethnicity, or grade. A t-test of the operational reading score showed no significant differences across the two administration groups. A t-test of the operational total battery score did show a significant difference across the two re-pretest groups ($p < .01$). A t-test of the raw score on the pretest unit showed no significant difference across the two administration groups.

<table>
<thead>
<tr>
<th>Item Position</th>
<th>P-Value</th>
<th>Item Position</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.87</td>
<td>11</td>
<td>0.89</td>
</tr>
<tr>
<td>2</td>
<td>0.66</td>
<td>6</td>
<td>0.64</td>
</tr>
<tr>
<td>3</td>
<td>0.68</td>
<td>5</td>
<td>0.66</td>
</tr>
<tr>
<td>4</td>
<td>0.62</td>
<td>7</td>
<td>0.54</td>
</tr>
<tr>
<td>5</td>
<td>0.81</td>
<td>12</td>
<td>0.76</td>
</tr>
<tr>
<td>6</td>
<td>0.52</td>
<td>9</td>
<td>0.52</td>
</tr>
<tr>
<td>7</td>
<td>0.59</td>
<td>8</td>
<td>0.62</td>
</tr>
<tr>
<td>8</td>
<td>0.88</td>
<td>14</td>
<td>0.87</td>
</tr>
<tr>
<td>9</td>
<td>0.53</td>
<td>10</td>
<td>0.56</td>
</tr>
<tr>
<td>10</td>
<td>0.75</td>
<td>2</td>
<td>0.72</td>
</tr>
<tr>
<td>11</td>
<td>0.82</td>
<td>1</td>
<td>0.78</td>
</tr>
<tr>
<td>12</td>
<td>0.77</td>
<td>4</td>
<td>0.77</td>
</tr>
<tr>
<td>13</td>
<td>0.87</td>
<td>13</td>
<td>0.87</td>
</tr>
<tr>
<td>14</td>
<td>0.76</td>
<td>3</td>
<td>0.74</td>
</tr>
<tr>
<td>15</td>
<td>0.83</td>
<td>15</td>
<td>0.81</td>
</tr>
</tbody>
</table>

The p-value differences (± 2 standard errors) are plotted in Figure 2. Items 5 and 10 showed p-value differences that significantly favored the Original Pretest group. There is no clear explanation for why these items significantly favored the Original Pretest group over the Re-
Pretest As Original Pretest group. Score trends with the SAT and ACT suggest that examinee populations are growing more able over time, which, if true, should favor the Re-Pretest As Original Pretest group. However, P-value differences could be affected if examinee populations become less motivated over time. There is no evidence to suggest that this is the case, but it is possible that the longer a pretesting practice is used, the more likely examinees are to become aware of its use, especially if coaching schools are aware of the practice. Further comparisons of the Original Pretest and Re-Pretest As Original Pretest groups were not conducted because of the difficulty in interpreting results.

**Operational Versus Re-Pretest As Operational**
The comparison of item p-values across the Operational and Re-Pretest As Operational groups is even more difficult to interpret because there are many differences across the two administrations. First and foremost, the Operational group took the unit under an operational administration, while the Re-Pretest As Operational group took the unit under a pretest administration. Motivation (or lack of motivation) could be a big factor in influencing performance. In addition, differing numbers of items were administered to each group (10 versus 15), different time constraints were used (35 minutes for 40 total items versus 20 minutes for 15 total items), and the unit was administered at different times of the year in different years. The p-value differences (± 2 standard errors) are plotted in Figure 3. All items but 2 and 6 showed significant differences, some items favoring the Operational group, others favoring the Re-Pretest As Operational groups. There is no clear explanation for the differences observed. Further comparisons of the Operational and Re-Pretest As Operational groups were not conducted because of the difficulty in interpreting results.

**Evaluation of IRT Parameters**
The p-value differences suggest that items differed in difficulty across the different administration conditions. IRT DIF methods were used to evaluate differences in IRT difficulty, discrimination, and guessing parameters across the Re-Pretested As Original Pretest and Re-Pretested As Operational groups. Likelihood-ratio chi-square tests (Thissen, Steinberg, and Wainer, 1993) were used to test the equality of IRT parameters across the two groups. The program IRTLRDIF v.2.0b (Thissen, 2001a, Thissen, 2001b) was used to conduct the likelihood ratio tests. In this program, items that display significant differences in item characteristic curves over the groups are evaluated for DIF at the item parameter level. Items 1, 4, 5, 7, 8, 9, and 10 all displayed significant differences (p < .05) in at least one parameter over the two re-pretest groups. The a, b, and c parameters all displayed significant differences across the re-pretest groups, for at least one item.

**Evaluation of Impact on Scores**
The results of the p-value analyses and the IRT DIF analyses for the two re-pretest groups suggest that administering the items in different orders can affect item difficulty, item discrimination, and guessing for individual items. Because the groups were randomly equivalent, and the pretest units were administered under the same, controlled conditions, the difference in performance can be attributed to the difference in item order across the two administrations. The findings suggest that the context (in this case, order) in which an item appears may affect its performance. In the case of the pretest administrations versus the
operational administration, the context differed both in terms of item order and type of administration, which could have contributed to even larger performance differences. We cannot draw that conclusion directly because the pretest and operational administrations were not administered under controlled conditions that would allow us to isolate the causes of performance differences. But there is some evidence to suggest that analyses of data from one administration type versus the other could result in different item statistics and different impressions about the characteristics of the items.

Administering items in different contexts may create differences in item statistics across the administration groups, but even significant differences in item statistics may not be practically significant if examinees receive the same score, regardless of the order in which they take the items. A simulation study was conducted to compare the effect of using item calibrations from a “pretest administration” versus item calibrations from an “operational administration” to obtain IRT scores, for items that were administered operationally. The simulation was based on real data from the Re-Pretest As Original and Re-Pretest As Operational administrations. Because the two re-pretest groups took the pretest units under the same administration condition (appended pretesting), differences in motivation due to administration type (pretest vs. operational) could not be simulated. Thus, the simulated effects due to “pretest administration” versus “operational administration” consisted only of order effects, corresponding to the order effects observed across the two re-pretest conditions. The order effects are believed to be a realistic representation of differences that might occur across pretest and operational administrations, as the orders used in the two re-pretest conditions matched those used in the Original Pretest and Operational administrations for the real data (with the exception of the 5 items appended to the end of the 10 operational items for the Re-Pretest As Operational condition).

The item order from the Re-Pretest As Operational administration was treated as the order in which items would be administered operationally. All item responses were therefore generated using the item parameters from calibrations of the real data from the Re-Pretest As Operational administration. These parameters were considered to be the “true” parameters, because our interest was in scores examinees receive on the operational administration. Item calibrations were also conducted using real data from the Re-Pretest As Original Pretest administration. These parameters were considered to be “mis-specified” to some degree, because the calibrations were based on items administered in a different context (i.e., differing item order) from the operational administration. IRT scores were computed using both the true and mis-specified parameters. For an operational administration, the ideal case from a psychometric perspective would be that examinees respond to items in the same context as which their IRT scores are derived (i.e., data from the operational administration is also used to obtain item parameters used in scoring). In a less-than-ideal case, examinees would respond to items in a different context from which their IRT scores are derived (i.e., data from a pretest administration is used to obtain item parameters used in scoring data from an operational administration). A comparison of scores based on the true and mis-specified parameters will show the effect of using the ideal (true) and less-than-ideal (mis-specified) parameters when scoring responses from an operational administration.
The simulation study was conducted to mimic the degree of parameter differences observed across the Re-Pretest As Original Pretest and Re-Pretest As Operational administrations. Bilog-MG for Windows (Zimowski, Muraki, Mislevy, and Bock, 2003) was used to conduct separate calibrations using item responses from the Re-Pretest As Operational and Re-Pretest As Original Pretest administrations. Items in the Re-Pretest As Operational administration were reordered to match the item order from the Re-Pretest As Original Pretest administration. Foil orders were also reordered to match the foil order from the Re-Pretest As Original Pretest administration. The item parameters from the Re-Pretest As Original Pretest calibration were rescaled (i.e., linearly transformed) to be placed on the scale of the parameters from the Re-Pretest As Operational calibration. Rescaling had very little effect on the item parameters, because the groups were randomly equivalent.

Two thousand examinees were simulated at each of 13 equally-spaced ability points between ±3.0. In the comparison labeled “True/True,” examinees responded according to the true parameters (calibrated from the Re-Pretest As Operational administration) and were scored using the same parameters. In the comparison labeled “True/Mis,” examinees responded according to the true parameters (calibrated from the Re-Pretest As Operational administration) and were scored using the mis-specified parameters (calibrated from the Re-Pretest As Original Pretest administration). Maximum likelihood ability estimates (MLE) were computed, along with expected a posteriori (EAP) and Baye’s modal estimates (BME). Bias was computed as the difference between the examinee’s true and estimated ability. Note that in simulating the test, the parameters for the 15 items were copied to create a test that was four times the length of the pretest unit (60 items). This was done to more clearly demonstrate the effects of the different item parameters on scoring. Results based on the original unit (15 items) and the cloned units (60 items) showed the same patterns and trends, only the differences were more apparent and easier to see with the 60 item test. All simulation results are presented for the cloned units. Note also that only one replication was performed of the simulation. Reporting results over multiple replications could give smoother results than reported here, and provide some indication of the sampling error associated with the simulation results.

Figure 4 shows total test information by calibration group for the two re-pretest units (15 items). The test information function provides an upper bound to the information that can be obtained by any method of scoring the test (Lord, 1980). The information is also plotted for not-rescaled and rescaled parameters for the Re-Pretest As Original Pretest condition. The pretest unit shows quite a bit more information for the Re-Pretest As Operational parameters for abilities between θ = -1.8 and θ = 1.4, and slightly more information for the Re-Pretest As Original Pretest parameters for abilities less than θ = -1.8. At moderate ability levels, where most examinees fall, the Re-Pretest As Operational parameters showed substantially more information than the Re-Pretest As Original Pretest parameters. The similarity of information for the not-rescaled and rescaled parameters for the Re-Pretest As Original Pretest condition demonstrated that the difference in information observed across the Re-Pretest As Operational and Re-Pretest As Original Pretest parameters was not due to the rescaling of the Re-Pretest As Original Pretest parameters. Why one item order versus the other should show such a clear difference in information is uncertain. In operational administrations of the reading passages, items are generally ordered by difficulty, from easier to harder, so that could be a factor.
Figures 5 and 6 present the average absolute bias at each true ability point for the BME and EAP ability estimates, respectively. For the two Bayesian ability estimates, the trends in bias across the True/True and True/Mis conditions follow the trends in test information observed in Figure 4. Namely, where information is higher for the Re-Pretest As Operational administration (at abilities roughly between $\theta = -1.8$ and $\theta = 1.4$), the average absolute bias is lower for the True/True condition (where the Re-Pretest As Operational parameters were used to generate the item responses and score them). Where information is higher for the Re-Pretest As Original Pretest administration (at abilities roughly below $\theta = -1.8$), the average absolute bias is lower for the True/Mis condition (where the Re-Pretest As Operational parameters were used to generate the item responses, and the Re-Pretest As Original Pretest parameters were used to score them). Overall, the difference in bias is pretty minimal, except at $\theta < -2.5$, which represent abilities where very few examinees fall. But it is interesting to note that the trend in bias across the two simulation conditions seems so closely tied to the relationship in test information for the two calibration samples.

Figure 7 presents the average absolute bias at each true ability point for the MLE ability estimates. The MLE estimates show more bias for the True/Mis condition at all theta points $< 1.5$. The MLE estimates also show more bias than the EAP and BME estimates for the True/True condition at both tails of the ability scale. This is likely due to the arbitrary assignment of an MLE estimate of $\pm 5$ for examinees with all correct or all incorrect response patterns. Figure 8 presents the average absolute bias for the MLE ability estimates, excluding examinees with scores of $\pm 5$. The magnitude of the average absolute bias is now similar to the magnitude of the bias for the BME and EAP estimates. The estimates still show more bias for the True/Mis condition than for the True/True condition, at almost all theta points. The trend in bias across the two simulation conditions does not appear to be as closely tied to the relationship in test information for the MLE estimates as it does for the Bayesian estimates.

Results for Math

Evaluating the results for the math pretest unit is a little different from evaluating the results for the reading pretest unit, because there is no inherent "right" or "wrong" order for the group of items that were tested. For reading, the fact that the items were administered operationally creates a "right" order for evaluation, namely, the operational order. Because the math pretest unit was pretested for the first time in this study, there is no operational order associated with those items, and the "true" calibration condition is unknown. Truth would best be determined by the context in which the items would be administered operationally. Because we do not have that information for the math pretest unit, comparisons of the different item orders only tells us whether or not the items behave differently and the consequences of using the different parameters, with no basis for judging which behavior is better than the other.

Evaluation of Item Statistics
The data for math were screened in the manner described for reading. The two groups were determined to be randomly equivalent so that performance could be compared across the two pretest administrations.
P-value differences (±2 standard errors) across the two item orders are plotted in Figure 9. The order of items for group Pretest Order 1 is used as the reference order, and items from Pretest Order 2 were reordered to match the order of items from Pretest Order 1. Items 3 and 13 were significantly easier for the Pretest Order 1 group than the Pretest Order 2 group.

IRT DIF analyses of the items showed that Items 3, 6, 7, 8, 9, 13, and 15 all displayed significant differences (p < .05) in at least one parameter over the two pretest groups. The a, b, and c parameters all displayed significant differences across the pretest groups, for at least one item. Item 1 was a very difficult item (only 11% of examinees answered this item correctly in both pretest groups), and did not converge in the IRT calibrations. Thus, Item 1 was excluded from the evaluation of the effect of the parameter differences on scores.

**Evaluation of Impact on Scores**
The results of the p-value analyses and the IRT DIF analyses for the two pretest groups suggest that administering the items in different orders can affect item difficulty, item discrimination, and guessing for individual items. As was the case with the reading re-pretest groups, the difference in performance can be attributed to the difference in item order across the two administrations.

A simulation study was conducted in the manner of the simulation for reading, to compare the effect of using item calibrations from the two orders to obtain IRT scores, where one of the orders was designated to be the “true” order. Again, this is a less clear comparison than for reading, because there is no inherent true order for these items. The item order from the Pretest Order 1 group was treated as the order in which items would be administered operationally, and was labeled the true item order. All item responses were generated using the item parameters from calibrations of the real data from the Pretest Order 1 administration. These parameters were treated as the “true” parameters. Item calibrations were also conducted using real data from the Pretest Order 2 administration. These parameters were treated as the “mis-specified” parameters, and are considered to be mis-specified because the calibrations were based on items administered in a different order from the true item order. IRT scores were computed using both the true and mis-specified parameters. Comparisons of scores based on the true and mis-specified parameters will show the effect of using true versus mis-specified parameters to score, when examinees are responding according to the true parameters.

As was done with the reading simulation, the item parameters were cloned four times to create a test length of 60 items. This was done to more clearly demonstrate the effects of the different item parameters on scoring. Unlike reading, rescaled item parameters were not used in the simulations. The rescaled and not-rescaled parameters were very similar, which suggests that the groups were truly randomly equivalent. Two thousand examinees were simulated at each of 13 equally-spaced ability points between ±3.0. In the comparison labeled “True/True,” examinees responded according to the “true” parameters (calibrated from the Pretest Order 1 administration), and were scored using the same parameters. In the comparison labeled “True/Mis,” examinees responded according to the true parameters, and were scored using the mis-specified parameters (calibrated from the Pretest Order 2 administration). As with reading, only one replication was conducted. Only results for EAP estimates are presented.
Figure 10 shows the total test information by calibration group for the two pretest units (15 items). The information curves show that the set of items was much harder than the reading items. Information is at a maximum at an ability of about $\theta = 1.4$. If the testing population is normally distributed, information would be maximized for examinees that are about one to two standard deviations above average ability. Information is higher for the Pretest Order 1 group at abilities of $\theta < 1.6$. Information is higher for the Pretest Order 2 group at abilities of $\theta \geq 1.6$. The information curves show that calibrations conducted on different orderings of items can yield different results.

Figure 11 shows the average absolute bias at each true ability point for the EAP ability estimates. The True/True condition shows less bias than the True/Mis condition for abilities of $\theta \geq -1.0$. The True/True condition shows more bias than the True/Mis condition for abilities of $\theta < -1.0$. Although they are not presented here, results for the BME estimates were similar to the results for the EAP estimates (as were results for the MLE estimates excluding examinees with scores of $\pm 5.0$). Unlike the case for the reading simulation, the shift for the True/True condition from less biased than the True/Mis condition at the higher abilities to more biased than the True/Mis condition at the lower abilities, does not appear to be closely tied to the test information noted for the two sets of item parameters. It is true that the True/True case is more biased than the True/Mis case only at the low ability scores at which there is very little information available. This trend may be largely noise.

Because there is no inherent right order associated with the math pretest unit, the designation of the true and mis-specified parameters is an arbitrary assignment. The results suggest that calibrations conducted on different orderings of items can yield somewhat different results, and that if examinees take those items operationally in one order but are scored using parameters calibrated from another order, this can create unnecessary bias in their scores. If it is necessary to obtain item parameters based on pretest data, and item orders change from the pretest to operational administration, it might be best to pretest the items in more than one order. This could mitigate some of the position effects. Figure 12 shows the average absolute bias for the EAP ability estimates for the case where the true parameters were obtained from a simultaneous calibration of the data from the Pretest Order 1 and Pretest Order 2 groups. Figure 12 shows the same trends in bias as Figure 11, only the difference in bias observed across the two comparisons is reduced.

**Implications for Using Pretest Item Statistics**

Evaluating context effects is a difficult task, because there are many factors that can contribute to their existence. Isolating those factors in order to sufficiently study them may be impossible. This paper looked only at the effect due to differing item positions across pretest and operational administrations. How applicable the pretest-operational contexts observed here are to other testing situations is unknown. Thus, how well the results observed here generalize to other pretest units or other pretesting situations is unknown. What is relevant for one particular pretest-operational scenario is not necessarily relevant for a different pretest-operational scenario.
For the reading and math pretest units studied, there were some significant differences in item statistics when the items were administered in different positions. Whether these differences are important is a question that must be asked. Context effects can only occur when item characteristics are created from an item administered in one context, and those characteristics are then used to represent the same item when it is administered in a different context. To truly evaluate context effects, a target context needs to be clearly defined. This paper assumes that the operational administration is the desired context from which to characterize an item, and that pretesting occurs in a different context. Exactly what effect differences in context have across pretest and operational administrations likely depends on how similar the pretest context is to the context in which the items would be administered operationally, and for what purposes the pretest data are used.

In the ideal case, if items are pretested in exactly the context in which they will appear operationally, there should be no context effects. It would be an impossible task, however, to administer items operationally in exactly the same context in which they were pretested. Even if items could be pretested in the same order and with the same set of items that they would appear operationally, motivation is always likely to be a concern if appended pretesting is used as the method of pretesting. The fact that the pretest administration is not the operational administration inherently creates a different context for the two administrations.

Whether a different context across pretest and operational administrations is trivial or non-trivial is most dependent on how the pretest data are used. Item statistics computed from pretest data are commonly used to build test forms or CAT pools. Some consequences of mis-specified parameters (i.e., parameters that differ from what they would be if they were calibrated from an operational administration) in building forms/pools could be that useful items are excluded from the form/pool, forms/pools are more or less difficult than desired, or forms/pools are more or less informative than desired.

If item statistics computed from pretest data are also used for item selection (in a CAT) and/or computing IRT-based scores (for CATs or fixed-form tests), the consequences of context effects can be more costly. It is highly likely in a CAT that item parameters calibrated from pretest administrations are used in operational administrations. If there are context effects across the pretest and operational administrations, examinees could be administered inappropriate items and scored at a lower level of precision than desired. For a fixed-form test, item selection is not an issue, but examinees could still receive scores less precise than desired. Results from the simulations in this paper showed some small-to-moderate negative effects on scores when mis-specified parameters were used for IRT scoring. Larger negative effects occurred at score points where fewer examinees score. Score bias could be smaller or larger under different conditions from those observed in this study.

This study only looked at context effects for fixed-form administrations, so it is impossible to make inferences about the effect of different pretest and operational administration contexts for a CAT based on these findings. However, considering fixed-form tests versus CATs is also relevant when determining the consequences of context effects. Context effects due to item position can be clearly defined on a fixed-form test if items are forever administered in the same position. Context effects are less clearly defined in a CAT if any combination of items can
precede or follow a particular item. Defining the "true" context for a particular item is difficult in a CAT. Context effects may be mitigated to some degree by administering an item in a variety of positions on the operational test, such as occurs in a CAT. Context effects may also be mitigated to some degree by pretesting an item in a variety of positions.

Another usage of pretest data is to preequate an operational test form. In this case, data from a pretest or non-operational administration is used to conduct the equating that is subsequently used for an operational administration. Kolen and Brennan (1995) distinguish between item and section preequating, and suggest that context effects need to be controlled with either type of preequating. Ideally, an operational form would be equated using data from an operational administration of that form, so that the desired administration context is obtained. This may not be a very practical practice if quick reporting of scores is desired. Results from this study support the notion that preequating should only be conducted under very carefully controlled situations. Different equating relationships could be obtained, via either classical or IRT-based methods, if there are context effects across the operational administration and the administration from which the equating is conducted.
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