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Abstract

The purpose of this research was to analyze recent statistics textbooks (N=22) to examine the ways in which authors addressed the issue of effect size (ES) and the practical significance of research results. In terms of the overall prevalence of ES statistics, the one-sample, matched-pair, and two-sample t-tests, and one-factor ANOVA were presented in all 22 texts. ES statistics corresponding to each of these significance tests were presented in 4, 9, 16, and 18 texts, respectively. Problems with the way in which ES statistics were presented were identified, including the failure to distinguish between ES parameters and statistics, the use of conceptually uninformative cookbook formulas, and the lack of agreement on how to calculate specific ES statistics. Problems with the ways in which authors discussed the interpretation of the magnitude of the ES statistics were also identified, including the over-reliance on “rules of thumb”.
Effect Size Statistics: An Analysis of Statistics Textbooks used in Psychology and Education

There has been a considerable amount of discussion in the statistical and methodological literature about the limitations of statistical significance testing (SST), and the value of reporting and interpreting effect size (ES) statistics (see, for example, Kirk, 1996; Snyder & Thompson, 1998; Thompson, 1994, 1996). But recent reviews of published studies in education and psychology journals indicate that most researchers do not report or interpret ES statistics in their research (Finch, Cumming, & Thomason, 2001; Keselman et al., 1998; Kirk, 1996; Snyder & Thompson, 1998; Thompson & Snyder, 1997, 1998; Vacha-Haase & Nilsson, 1998). A number of methodologists have speculated about why there is an over-reliance on SST and a lack of ES reporting in published research. Nickerson (2000), for example, discussed the over-reliance on SST in terms of some common statistical misconceptions, including the belief that a small $p$-value indicates a large effect. Kirk (2001), also commenting on the over-reliance of SST, reflected on his experiences as a statistics textbook writer, and discussed textbook publishers’ pressure to “dumb down” statistics textbooks.

For better or worse, the content of the textbooks used in statistics classes will determine, to some extent, the degree to which future researchers learn about ES theory, computation, and interpretation. The focus of this research, therefore, is to analyze recent statistics textbooks regarding the ways in which the authors address the issue of ES and the practical significance of research results.

BACKGROUND

Assessing the Magnitude of Effect

Recent trends in ES statistic reporting. Statisticians have long-argued that $p$-values
should not be used as indicators of magnitude of effect (see Carver, 1993; Cohen, 1990, 1994; Shaver, 1993). Shaver noted:

It is so commonly stressed that the statistical significance of results is directly a function of sample size that one can only wonder at the number of articles in which results are either interpreted as important because of statistical significance or in which the probability level appears to be taken as an indication of magnitude, as suggested by the use of terms such as highly significant when the probability is .01 or less. (p. 303)

Researchers in psychology and education are shifting away from interpreting p-values as indicators of effect size, and are beginning to understand the value of reporting and interpreting ES statistics. Two years ago, a report by the American Psychological Association Task Force on Statistical Inference (TFSI) was published (Wilkinson & TFSI, 1999). The TFSI members argued that researchers should “always provide some effect-size estimate when reporting a p-value” (p. 599). Moreover, they stated that “it helps to add brief comments that place these effect sizes in a practical and theoretical context” (p. 599). The most recent *Publication Manual of the American Psychological Association (APA)* (APA, 2001) has incorporated a number of recommendations made by the TFSI regarding ES statistics:

For the reader to fully understand the importance of your findings, it is almost always necessary to include some index of effect size or strength of relationship in your Results section. You can estimate the magnitude of effect or the strength of the relationship with a number of common effect size estimates ... The general principle to be followed ... is to provide the reader not only with information about statistical significance but also with enough information to assess the magnitude of
the observed effect or relationship. (pp. 25-26)

There are now at least 13 education and psychology journals with editorial policies that require the use of ES statistics (Heldref Foundation, 1997; Thompson, 1994).

*Computing ES statistics.* There is a debate in the literature about when ES statistics should be calculated. Some methodologists, including the members of the TFSI mentioned above, have argued an ES statistic should be calculated for each SST reported, regardless of whether or not it is significant (see Carver, 1993; Thompson, 1996; Thompson, 1999; Wilkinson et al. 1999). As previously mentioned, this is also the stance advocated in the most recent addition of Publication Manual of the APA (APA, 2001). But others have argued that an ES statistic should *only* be calculated following a statistically significant result (see Huberty, 1987; Levin & Robinson, 1999; Robinson & Levin, 1997). The basic argument put forth here is that a two-step process should be used because ES statistics that correspond to nonsignificant SSTs are not trustworthy.

*Interpreting ES statistics.* It is insufficient to simply report ES statistics—the researcher needs to interpret these statistics as well (Henson & Smith, 2000; Keselman et. al., 1998; Thompson, 1996). In terms of ES interpretation, one common approach is to use rules of thumb. But as Shaver noted, this can be problematic:

> There already is a tendency to use criteria, such as J. Cohen's (1988) standards for small, medium, and large effect sizes, as mindlessly as has been the practice with the .05 criterion in statistical significance testing. (p. 311)

The issue of how to interpret ES statistics is challenging, because interpretation is inherently subjective. As Henson and Smith (2000) argued, in high stakes research such as in certain medical studies, relatively small effects might be more valued when lives might be saved.
What is of "practical" significance in one study may not be the same as in another study.

**Preparing Researchers in Education and Psychology**

Little attention has been paid to studying what graduate students actually learn about ES theory, computation, and interpretation. In fact, there is an overall lack of research on what graduate students are learning in their statistics classes. Research has been conducted to evaluate graduate student training in "old standard" and advanced statistical procedures, both in education (Curtis & Harwell, 1998) and psychology (Aiken, West, Sechrest, & Reno, 1990). But neither of these studies collected information on graduate student training in ES theory, computation, or interpretation. What these studies do indicate is that there is great variation in how much time students spend studying statistics. In field of education, Curtis and Harwell surveyed 27 doctoral programs, and found that in only 13% of the universities were students in all programs required to take at least two statistics courses. In 44% of the universities, some students could graduate without taking a single statistics course. In the field of psychology, Aiken et al. found that 89% of the 186 departments they studied offered an introductory graduate statistics sequence, and of the departments offering this sequence, 77% were one year long.

**Evaluating Statistics Textbooks in Education and Psychology**

Hyde (2001) discussed the importance of including the topic of ES in introductory statistics textbooks:

Authors of textbooks on statistical methods and research design—even those aimed at the average sophomore—should definitely include material on the theory underlying effect sizes, their computation, and their interpretation. Understanding the logic of effect sizes should be as basic to students’ training as understanding the logic of underlying null hypothesis testing. The question then arises as to
whether the average sophomore will be able to "get it," that is, will be able to understand the concepts. I can say with some confidence, based on 10 years of teaching effect sizes to undergraduates, that they can indeed get it. (p. 226)

There is little research on the quality of statistics textbooks used in psychology and (Harwell, et al. 1996). A number of studies have been conducted which evaluate statistics textbooks based on criteria developed by the studies’ authors (see, for example, Brogan, 1980; Cobb, 1987, Harwell, et al., 1996; Huberty & Barton 1990; Huberty, 1993; Schact, 1990). But only one of these studies considered ES reporting: Huberty evaluated 19 statistics textbooks published from 1990 to 1992, and found that the authors of only 8 of these texts “even hinted” of ES indices for group comparison studies (p. 330). He further found that the authors of only 2 of these 8 textbooks presented an ES statistic corresponding to a two-group t-test. Although Huberty’s findings are important, the textbooks he evaluated are now at least 10 years old, and the prevalence of ES coverage may have increased in recent years.

Specific Research Interests

This study had four parts. First, we examined the prevalence of ES coverage in current statistics texts. Second, we analyzed textbook authors’ explanations of the logic underlying various ES indices. As part of this analysis, we examined the formulas that were presented to see if they were conceptually-meaningful definitional formulas or conceptually-uninformative computational formulas. Third, we compared textbooks to see if the formulas presented for the same ES statistic in different texts were algebraically equivalent. Finally, we analyzed authors’ explanations of how to interpret the magnitude of an ES statistic. Here, we considered whether the authors recommended (a) using p-values to interpret the magnitude of effect; (b) using rules of thumb to interpret the magnitude of an ES statistic; (c) calculating ES statistics for all SST,
only for statistically significant SST; and (d) interpreting the magnitude of an ES statistic based on previous research and on the nature of the research question.

A Brief Review of Several ES Statistics

In this section, we will present a brief review of several ES statistics—namely \( d, \tilde{f}, r_{pb}^2, \hat{\eta}^2, \) and \( \omega^2 \). We assume that the reader has a reasonable background in ES theory, computation, and interpretation. The information presented here is meant to provide the reader with a framework for interpreting the findings from this particular study.

The standardized difference between two means. The standardized difference between two means, \( d \), is an appropriate ES statistic for all three \( t \)-tests considered here. (For the sake of clarity, we added our own subscripts for \( d \)). For the one-sample case, \( d_1 = (\bar{x} - \mu) / s_x \), where \( \bar{x} \) is the sample mean, \( \mu \) is the hypothesized population mean, and \( s_x \) is the standard deviation of the sample. For the matched-pair case, \( d_2 = \bar{d} / s_d \), where \( \bar{d} \) and \( s_d \) are the mean and standard deviation of the difference scores, respectively. For the two-sample independent-groups case, we can calculate \( d_3 = (\bar{x}_1 - \bar{x}_2) / s_p \) where \( \bar{x}_1 \) and \( \bar{x}_2 \) are the sample means of the first and second groups, respectively, and where \( s_p = \sqrt{MSW} \) is the pooled standard deviation, or 

\[
d_4 = (\bar{x}_1 - \bar{x}_2) / s_c, \quad \text{where} \quad s_c \text{ is the standard deviation of the control group.}
\]

Cohen's \( f \). Cohen (1988) proposed an ES parameter, \( f \), as an extension of the standardized difference between two means. Instead of computing the difference between two means, as in \( d \), the spread among the means is represented by “a quantity formally like a standard deviation” (p. 275), and is divided by the common standard deviation of the populations. Thus, 

\[
f = \sigma_{\text{means}} / \sigma_{\text{within}}, \quad \text{where} \quad \sigma_{\text{means}} \text{ is the standard deviation of population means,}
\]

\[
[\sum (\mu_k - \mu)^2 / K]^{\frac{1}{2}}, \quad \text{and} \quad \sigma_{\text{within}} \text{ is the within-population standard deviation. As Cohen indicated:}
\]
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$f$ is thus also a pure number, the standard deviation of the standardized means. That is to say that if all the values of the combined populations were to be converted to $z$ 'standard' scores (Hays, 1973, p. 250f), using the within-population standard deviation, $f$ is the standard deviation of these $k$ mean $z$ scores. (p. 275).

Cohen (1988) proposed as a population parameter, $f$, for the purpose of conducting power analyses. Various methods for estimating $f$ have been proposed by others, and these methods will be presented in a later section of this paper.

Measures of explained variance: $r_p^2$, $\widehat{\eta}^2$ and $\widehat{\omega}^2$. The coefficient $r_p^2$ is an alternative ES statistic to $d$ for comparing two independent groups. For more complex designs, $\widehat{\eta}^2$ and $\widehat{\omega}^2$ can be used. (In the two-sample case, $r_p^2$ and $\widehat{\eta}^2$ are equal). Eta-squared is defined as the sums of squares for a given effect divided by the total sums of squares. Thus, in a two-factor fully crossed design, $\widehat{\eta}^2_A = SS_A / SS_{total}$, $\widehat{\eta}^2_B = SS_B / SS_{total}$, and $\widehat{\eta}^2_{AB} = SS_{AB} / SS_{total}$. In a repeated measures design, where the same group of participants is measured under three different conditions, $\widehat{\eta}^2_{conditions} = SS_{conditions} / SS_{total}$.

It is also possible to calculate partial $\widehat{\eta}^2$ (Cohen, 1973). For example, in a two-factor design, $\widehat{\eta}^2_{partial}$ for factor A can be calculated by removing the sums of squares for the main effect of B and the A x B interaction from the denominator: $\widehat{\eta}^2_{A(partial)} = SS_A / (SS_{total} - SS_B - SS_{AB})$. In a repeated measures design, $\widehat{\eta}^2_{partial}$ can be calculated by removing the sums of squares between the subjects from the denominator: $\widehat{\eta}^2_{conditions(partial)} = SS_{conditions} / (SS_{total} - SS_{subjects})$.

Although $\widehat{\eta}^2$ is a reasonable statistic for describing the proportion of variance accounted for in a sample, it is an optimistic estimate of the true relationship in the population (Hays, 1963). The population parameter is given by $(\sigma_y^2 - \sigma_{ys}^2) / \sigma_y^2$, where $\sigma_y^2$ is the marginal variance.
of $Y$, and $\sigma_{Y|x}^2$ is the conditional variance of $Y$ given any $X$. Hays proposed $\omega^2$ as an alternative measure of explained variance and provided an estimate as:

$$\hat{\omega}^2 = \frac{SS_{between} - (K - 1)MS_{within}}{SS_{total} + MS_{within}}. \tag{1}$$

For the two-group case with equal variance, this reduces to:

$$\hat{\omega}^2 = \frac{(t_{obs}^2 - 1)}{(t_{obs}^2 + N_1 + N_2 - 1)}. \tag{2}$$

For further understanding of these measures in more complex ANOVA designs, the reader is referred to Dodd and Schultz, 1973; Dwyer (1974); Glass and Hakstian (1969); Halderson and Glasnapp (1972); and Vaughan and Corballis, 1969.

**METHODS**

**Sample.** We had two main criteria for selecting textbooks. First, the textbook needed to be recent, which we defined as a publication date of 1993 or later. Second, the textbook needed to be written specifically for psychology, education, or behavioral science audiences.

The textbooks were obtained from two sources. First, we accessed the *Faculty Online* website (http://www.facultyonline.com). This site provides information from *Monument Information Resource*, which collects sales information from university bookstores and sells this information to textbook publishers. Using this site, we obtained a list of the top selling statistics textbooks in psychology. (There was no separate list of top selling statistics titles in education). There were 27 books on this list. We excluded nine textbooks because they were either general statistics textbooks or were written specifically for the social sciences (i.e. sociology and social welfare). Of the 18 remaining textbooks, four sets had two versions—an introductory version, and a more thorough version. In order to have more advanced-level textbooks, and in order to reduce the redundancy in the sample, the introductory versions were excluded. Thus, 14 textbooks remained: Aron and Aron (1999); Glass and Hopkins (1996); Gravetter and Wallnau
(2002); Heiman (2000); Howell (2002); Hurlburt (1998); Jaccard and Becker (2002); Kiess
(2002); McCall (2001); Minium, King, and Bear (1993); Pagano (2001); Runyon, Coleman, and

We were concerned that these 14 textbooks might used primarily in undergraduate
courses, and not adopted as often in graduate courses. We contacted the publishers of these
textbooks to see if there were additional textbooks that they thought were more commonly used
in graduate courses. We were given the names of eight more textbooks: Abrami, Cholmsky, and
Gordon (2001); Bartz (1999); Diekhoff (1996); Hays (1994); Hinkle, Wiersma, and Jurs (2001);

The final sample consisted of 14 “popular” textbooks obtained from FacultyOnline and 8
textbooks recommended by the sales representatives. All of the texts were published in 1993 or
later, and 14 were published in 2000 or later. Although these texts are a convenience sample, we
believe it will be more than adequate for our purposes.

Data analysis. A coding sheet that contained closed- and open-ended items was
developed. The closed-ended items consisted of a list of “old standard” statistical tests, namely
the Karl Pearson chi-square test of independence; the one-sample, matched-pair, and two-
sample t-tests; and one-factor, two-factor, and repeated measures ANOVA. For each
significance test, we coded (a) whether the test was covered; (b) which ES statistics, if any, were
covered; (c) the formula(s) presented for each ES statistic; and (d) whether the authors presented
specific “rules of thumb” for interpreting a given ES statistic.

The coding sheet contained open-ended questions that addressed the issue of how to
interpret ES statistics, as follows: (a) What recommendations, if any, did the authors make in
terms of considering previous research in interpreting ES statistics? (b) What recommendations,
if any, did the authors make in terms of considering the nature of the research question in interpreting the magnitude of the ES statistic? (c) What rules of thumb, if any, did the authors present to help interpret the magnitude of the ES statistic? (d) What recommendations, if any, did the authors make in terms of considering the results of corresponding SST in interpreting ES statistics? (f) Did the authors discuss the interpretation of $p$-values as indicators of magnitude of effect? For these open-ended questions, we used a qualitative, inductive approach to analyzing the data.

Both authors independently completed one coding sheet per text. The textbooks were coded in random order.
RESULTS

Analyses Based on the Comparisons of Means

The Prevalence of Various Significance Tests for the Analysis of Means

A summary of the prevalence of the three t-tests and three ANOVA models is presented in Table 1, and a more detailed presentation is given in Table 2. As seen in these tables, all three t-tests were covered in all 22 texts. In terms of the ANOVA models, one-factor ANOVA was covered in all of the texts, and two-factor ANOVA was covered in all but one of the texts. The repeated measures ANOVA model appeared 16 of the 22 texts.

The Prevalence of Various ES Statistics for the Comparison of Means

We found that a number of authors only presented the concept of “effect size” as a parameter in the larger context of discussing statistical power. For example, an author might have introduced the concept of the standardized difference between two means in the population as $\delta = (\mu_1 - \mu_2)/\sigma$, and might have discussed the role of $\delta$ in determining the power of a significance test. But this same author might not have described how to estimate $\delta$ in the sample or discussed the value of using this estimate in interpreting the practical value of the research findings. For our analyses, we only tallied those cases where an ES statistic was presented in the context of interpreting the practical significance of a research finding, and did not tally those cases where an ES parameter was presented only in the context of discussing statistical power.

A summary of the prevalence of various ES statistics for three t-tests and three ANOVA
models is presented in Table 1, and more detailed information is given in Table 2. For the one-group and matched-pair cases, ES statistics were covered infrequently. For the one-group case, $d$ was only covered in 4 texts, and in the remaining 18 texts, no ES statistics were presented. For the matched-pair case, $d$ was only covered in 6 texts, and in 12 texts, no ES statistics were presented. For the two-sample $t$-test, $d$ (either $d_3$ or $d_4$ or both) was presented in 7 of the 22 texts, and $r_{pb}$ was presented in 7 of the 22 texts (See Table 1). For the two-sample $t$-test, $\hat{\omega}^2$ was presented in 5 texts, which is more often than we had expected, given that an understanding of this statistic would require background knowledge in ANOVA.

**Analysis of various ES statistics for I by J Contingency Tables**

The Karl Pearson chi-square test of independence for I by J contingency tables was covered in all 22 textbooks. In eight of these texts, no corresponding ES statistic was presented (Bartz, 1999; Gravetter & Wallnau, 2000; Hurlburt, 1998; Keiss, 2002; McCall, 2001; Minium, King, & Bear, 1993; Pagano, 2001; Thordike & Dinnel, 2001). And in one additional text (Abrami, Cholmsky, & Gordon, 2001), an ES statistic was only presented for the 2 x 2 case.

Of the 15 textbooks where ES statistics were presented for the I by J case, the two most common statistics were Cramer's $V$, which was covered in 11 texts, and the contingency coefficient ($C$), which was covered in 7 texts. In fact, in five textbooks both $V$ and $C$ were presented. The only other ES statistic to appear for the I by J case was Goodman and Kruskall’s lambda, which was covered in two textbooks (Hays, 1994; Hinkle, Weirsma, & Jurs, 1998).

**The Algebraic Equivalence of Various Formulas for the Same ES Statistic**

If we were to compare various textbook formulas for an “old standard” SST such as the matched-pair $t$-test, we might find that the texts vary slightly in terms of the formulas presented. But we would also find these formulas to be algebraically equivalent. To our surprise, this was
not the case for the "standard" ES statistics considered here. Depending on the choice of texts, one could arrive at very different values of the "same" ES statistic for \( d, \hat{f}, r^2_{pb}, \) and \( \hat{\eta}^2. \)

Comparing Formulas for \( d \)

We found two textbooks with atypical methods for computing \( d. \) For the one-sample case, Runyon, Coleman, and Pittenger (2000) presented the formula \( d = \frac{(\bar{x} - \mu)}{s_x} \sqrt{2} \) (pp. 316, 510), which will yield a larger ES statistic in absolute value than \( d_1. \) In the matched-pair case, Thorndike and Dinnel (2001, p. 334) presented the formula \( d = \frac{\bar{x}_{diff}}{s_p}. \) Because \( s_p \) rather than \( s_d \) is used in the denominator, Thorndike and Dinnel's statistic will typically be smaller in absolute value than \( d_2. \)

Comparing Formulas for \( \hat{f} \)

We found three different approaches to estimating \( f, \) none of which are algebraically equivalent. The first approach, taken by Thorndike and Dinnel (2001, p. 435), was attributed to Kirk (1995, pp. 179-181). For the one-factor fixed-effects model, unbiased estimates of the numerator and denominator of \( f = \frac{\sigma_{mean}}{\sigma_{within}} \) are given by \( [(K - 1)/Kn](MSB - MSW) \) and \( \sqrt{MSW}, \) respectively. Kirk's estimate is thus

\[
\hat{f}_1 = \sqrt{\frac{(K - 1)Kn}{Kn}} \frac{MSB - MSW}{MSW},
\]

where \( n \) is the number of participants per group, and \( K \) is the number of groups. Kirk further noted that this is algebraically equivalent to \( \hat{f}_1 = \sqrt{\omega^2/(1 - \omega^2)} \). The second approach was

\[
\hat{f}_2 = \sqrt{\hat{\eta}^2/(1 - \hat{\eta}^2)}.
\]

This approach was presented two texts (Abrami, Cholmsky, & Gordon, 2000, p. 280; Runyon, Coleman, & Pittenger, 2000, pp. 380-381). The third approach was
\[
\hat{f}_3 = \sqrt{\frac{s_x^2}{MSW}},
\]

where
\[
s_x^2 = \frac{1}{(K-1)} \sum (\bar{x}_k - \bar{x})^2 = MSB/n.
\] (5)

This approach was also presented in two texts (Aron & Aron, 1999, p. 339; Hurlburt, 1998, p. 299).

Comparing Formulas for \( r_{pb}^2 \)

In two texts, the formula \( r_{pb}^2 = t_{obs}^2 / (t_{obs}^2 + df) \) was presented as an ES statistic for the matched-pair \( t \)-test (Heiman, 2000; Thorndike & Dinnel, 2001, p. 333). But this formula is incorrect, and will not result in \( r_{pb}^2 \), but will instead equal \( \hat{\eta}_{\text{partial}}^2 \). To compute \( r_{pb}^2 \), a researcher would either need to use a more general formula for the Pearson-Product moment correlation, or analyze the data as a repeated measures ANOVA, and compute \( \hat{\eta}_{\text{total}}^2 = SS_{\text{conditions}} / SS_{\text{total}} \).

Comparing Formulas for \( \hat{\eta}^2 \)

We found one major problem with the way in which \( \hat{\eta}^2 \) was presented in some texts. In some cases, \( \hat{\eta}_{\text{partial}}^2 \) was presented, but the authors did not indicate that it was "partial". Because \( \hat{\eta}_{\text{partial}}^2 \) is typically larger than total \( \hat{\eta}^2 \), a researcher who unknowingly calculates and presents \( \hat{\eta}_{\text{partial}}^2 \) could easily misinterpret its magnitude. As further evidence of this confusion, note that in the three texts where \( \hat{\eta}_{\text{partial}}^2 \) was presented, Cohen's (1988) rules of thumb for small, medium, and large effects were presented for interpreting \( \hat{\eta}_{\text{partial}}^2 \), and these were the same rules of thumb used for total \( \hat{\eta}^2 \).

For two-factor ANOVA, \( \hat{\eta}_{\text{partial}}^2 \) was presented two textbooks. In one text (Sprinthall, 2000), the author clearly labeled \( \hat{\eta}_{\text{partial}}^2 \) as "partial", whereas in the other text (Aron & Aron,
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1999), the authors explained that they were removing other sources of variance from the base, but never used the "partial" label. For repeated measures ANOVA, $\hat{\eta}^2_{\text{partial}}$ was presented in three texts, and none of the authors used the "partial" label. In two of these texts—Kiess (2002) and Jaccard and Becker (2002)—the authors explained that they were removing "variation due to individual differences", but in the third text (Sprinthall, 2000), no explanation was offered.

The same problem arose in the two texts where $\hat{\eta}^2$ was presented as an ES statistic for the matched-pair $t$-test (Jaccard & Becker, 2002, p. 314; Kiess, 2002, p. 214). In both texts, the formula for $\hat{\eta}^2$ was erroneously given as $t^{2}_{\text{obs}}/(t^{2}_{\text{obs}} + df)$, which is the same formula erroneously given for $r^2_{pb}$ in the matched-pair case. As noted previously, $t^{2}_{\text{obs}}/(t^{2}_{\text{obs}} + df) = \hat{\eta}^2_{\text{partial}}$, but again, the authors of these texts did not indicate that this $\hat{\eta}^2$ was partial.

**Conceptualizing Various ES Indices**

*Definitional versus Computational Formulas for Various ES Statistics*

In this section, we would like to make a distinction between a *definitional* formula for a given index (either a statistic or parameter), which typically helps the reader gain a conceptual understanding of that index, and a *computational* formula, which is typically quicker to use but conceptually devoid of meaning. We have no objection to presenting a computational formula for a given ES index *per se*, provided that the reader is first introduced to a given ES index via a definitional formula. But in a number of texts, we found cases where the authors only presented short-cut computational formulas. In this section, we will present some of the problems we found in terms of authors' choice of formulas. Our purpose here is not to review every instance of a conceptually-limited computational formula, but rather to give the reader an overview of some pedagogically-questionable approaches we found in explaining ES indices.

*Computational formulas for $d$.* Sprinthall (2000) consistently used conceptually
meaningless formulas for $d$. In the one sample case, he presented the formula: $d = \frac{t_{obs}}{\sqrt{N}}$, where $t_{obs}$ is the value of the test statistic and $N$ is the number of participants (p. 169). For the matched-pair case, he again used this formula, where $N$ is the number of pairs (p. 410). Lastly, for the two-sample case, Sprinthall used the formula $d = \frac{t_{obs}}{(N_1 + N_2)/(N_1N_2)}$ (p. 245).

**Computational formulas for $r^2_{pb}$**. There are many computational formulas for $r^2_{pb}$, including $r^2_{pb} = \frac{t^2_{obs}}{(t^2_{obs} + df)}$. We believe that in order for a reader to gain a conceptual understanding of $r^2_{pb}$, an author would need to introduce the concept of dummy-coding, and then explain that $r^2_{pb} = \frac{t^2_{obs}}{(t^2_{obs} + df)}$ is equivalent to a definitional formula such as

$$r^2_{xy} = \left(\frac{\sum z_xz_y}{(N - 1)}\right)^2,$$

where $x$ is a dummy-coded variable. Several authors did present the formula $r^2_{pb} = \frac{t^2_{obs}}{(t^2_{obs} + df)}$, and did point out the connection of this formula to a definitional formula for $r^2_{xy}$. But Heiman (2000) did not, and in fact, he indicated that $r^2_{pb}$ is a different correlation coefficient from the Pearson correlation coefficient that is “calculated differently” (p. 178). Thus, a reader of Heiman’s text would have no real conceptual understanding of $r^2_{pb}$.

**Computational formulas for $\hat{\eta}^2$**. The statistic $\hat{\eta}^2$ is relatively easy to understand as the ratio of between-groups sums of squares to total sums of squares. We did not find any major problems with cookbook approaches to computing $\hat{\eta}^2$ when it was introduced in the context of ANOVA. But in two texts (Kiess, 2002; Jaccard & Becker, 2002), the authors introduced $\hat{\eta}^2$ an appropriate ES statistic for the two-sample $t$-test, which means that they introduced $\hat{\eta}^2$ before they introduced ANOVA. Because the concept of “sums of squares” was not yet well-developed, the explanation of $\hat{\eta}^2$ was limited.

**Computational formulas for $\hat{\omega}^2$**. Omega-squared is more complicated to explain and
understand than \( \eta^2 \), because it requires an understanding of the connection between the population parameter, \( \omega^2 \), and the sample estimate \( \hat{\omega}^2 \). Equation (1), given earlier, would be conceptually meaningless unless it was explained in terms of variance component estimates of the parameter \( \omega^2 = (\sigma_y^2 - \sigma_{y|x}^2) / \sigma_y^2 \). Stated differently, a reader would need to understand the correspondence between the variance component estimates in Equation (1) and the population variances given in \( (\sigma_y^2 - \sigma_{y|x}^2) / \sigma_y^2 \).

Of the nine textbooks where \( \hat{\omega}^2 \) was presented, the authors of three texts did a thorough job of explaining \( \omega^2 \) and its estimate, \( \hat{\omega}^2 \), namely Hays (1994), Howell (2002, pp. 353, 446-449), and Thorndike and Dinnel (2001, p. 434). Howell did a particularly thorough job, and included a table of estimates of variance components for one-factor, two-factor, and three-factor ANOVA designs for fixed and random variables (p. 447).

The remaining six textbooks had more of a cookbook quality to them. The two most problematic textbooks were Diekoff (1996, pp. 217, 253-255) and Runyon, Coleman, and Pittenger (p. 338-339, 380). In Diekoff’s text, \( \hat{\omega}^2 \) was never described as measure of explained variance. In both textbooks, \( \hat{\omega}^2 \) was never described as an estimate, and in both textbooks, the population equation \( (\sigma_y^2 - \sigma_{y|x}^2) / \sigma_y^2 \) was never presented or described. For the one-factor ANOVA, Diekoff presented Equation (1), which we would argue is conceptually-meaningless when presented without explanation, whereas Runyon, Coleman, and Pittenger presented the computational formula \( \hat{\omega}^2 = [df_{\text{between}}(F - 1)] / [df_{\text{between}}(F - 1) + N] \), which we would argue is equally conceptually-meaningless (p. 380). For the two-group situation, the authors of both texts presented Equation (2), which has no conceptual value, and Diekoff also presented Equation (2) for the matched-pair case.

Pagano (2001, pp. 336, 367) and McCall’s (2001, pp. 275-276, 385) presentations of
\( \omega^2 \) were almost equally problematic, and both had a cookbook quality to them in terms of explaining \( \omega^2 \). Both authors described \( \omega^2 \) as a measure of explained variance and as an estimate, but neither author presented the equation \( \omega^2 = (\sigma_Y^2 - \sigma_{\text{day}}^2) / \sigma_Y^2 \), and neither discussed \( \omega^2 \) in terms of variance components estimates of the population parameters. Both Pagano and McCall presented Equation (1) and (2) as computational formulas. In terms of attempting to provide some conceptual understanding of \( \omega^2 \), both authors introduced Equation (1) with a brief verbal description of sums of squares, but these explanations were not particularly illuminating.

Computational formulas for \( \hat{f} \). We believe that \( \hat{f} \) would also be more complicated to explain and understand than \( \hat{\eta}^2 \), because it also requires an understanding of the connection between the population parameter—\( f \) and the sample estimate \( \hat{f} \). Because we believe that Kirk's (1995) estimate of \( \hat{f} \) — given earlier in Equation (3)—is the most reasonable of the three estimation procedures we found, we will focus on this estimate.

We would argue that Equation (3) is conceptually meaningless unless it is explained in terms of variance component estimates of the parameter \( f = \sigma_{\text{mean}} / \sigma_{\text{within}} \). (In fact, of the five textbooks where \( \hat{f} \) was presented, the parameter \( f \) was only given in one text, namely Aron and Aron, 1999). Stated differently, in order to understand this estimate, a reader would need to understand the correspondence between the variance component estimates in Equation (3) and the population standard deviations given in \( f = \sigma_{\text{mean}} / \sigma_{\text{within}} \). Kirk’s estimate was used by Thorndike and Dinnel (2001, p. 435), who introduced \( \hat{f} \) by saying that it is an average ES for an entire study. But these authors only provided the reader with Equation (3) for calculating \( \hat{f} \), and never presented the population equation \( f = \sigma_{\text{mean}} / \sigma_{\text{within}} \). Thus, their presentation was conceptually devoid of meaning.
Interpreting the Magnitude of Effect

Deciding When to Calculate ES Statistics

In 13 of the 18 texts where ES statistics were covered, the authors indicated that an ES statistic should be calculated following a statistically significant result. (See Aron & Aron, 1999; Diekoff, 1996; Heiman, 2000; Hinkle, Wiersma, & Jurs, 1998; Howell, 2002; Hurlburt, 1998; Kiess, 2002; McCall, 2001; Pagano, 2001; Runyon, Coleman, & Pittenger, 2000; Sprinthall, 2000; Witte and Witte, 2001; Welkowitz, Ewen, & Cohen, 2000). But these authors varied greatly in terms of the extent to which they provided a rationale for this two-step process. Aron and Aron (1999) gave the most detailed explanation:

... in evaluating a study, there are two steps. First, you consider whether the result is statistically significant. If it is, this means you consider there to be a real effect. Then you consider whether the effect size is large enough to make the results useful or interesting. This second step is especially important if the study has any potential practical implications ... If the sample was small, you can assume that a significant result is probably also practically important. But if the sample size is very large, you must consider the effect size directly, as it is quite possible in such a case that it is too small to be useful. (p. 240)

Even though the authors of these 13 textbooks all said that ES statistics should be calculated following statistically significant results, with the exception of Aron and Aron (1999), none of them really explained why they thought that ES statistics should not be calculated following nonsignificant results. In fact, most of these authors were “fuzzy” on this issue—they only explicitly stated that ES statistics should be calculated following significant SSTs, and never explicitly said that ES statistics should not be calculated following non-significant SSTs. Rather,
the reader would need to infer this recommendation.

There were only three textbooks where the authors explicitly argued that ES statistics should be calculated regardless of whether or not the corresponding SST is significant (see Glass and Hopkins, 1996, p. 449; Jaccard, 2002, p. 278; Minium, King, & Bear, 1993, p. 366). As Minium, King, and Bear stated:

... a nonsignificant result may still be important as judged by the ES. As an example, consider the following two studies described by Rosnow and Rosenthal (1989a). The studies are real, but the names have been changed. Professor Smith uses 80 subjects to compare two styles of leadership and discovers that style A is significantly better than style B at fostering productivity ($t = 2.21, df = 78, p < .05$). Professor Jones, who invented style B, is not pleased with this result and replicates the study using only 20 subjects; he reports nonsignificant results ($t = 1.06, df = 18, p > .30$). Although the p-values differ substantially, the estimated effect size is the same for both studies ($d = .50$). Thus, the second study did not really contradict the first. Professor Jones’ power to reject the null hypothesis was much lower than Professor Smith’s because of the smaller sample size (p. 366).

Using p-values as Indicators of Magnitude of Effect

None of the authors either used p-values as indicators of ES in interpreting SST results, or recommended using p-values as indicators of ES. And with one exception, none of the authors used terms like “very significant” or “highly significant” in interpreting SST results. [In an example of the matched-pair $t$-test, Glass and Hopkins stated: “The practice effect was highly significant—$H_0$ is rejected at the .001 level of statistical significance. Note that a highly statistically significant difference (e.g., $p < .001$) does not necessarily indicate a large difference
We were also interested in seeing if the authors recommended against using p-values as indicators of ES. There were only five textbooks where the authors discussed in any detail misconceptions in interpreting p-values as indicators of magnitude of effect (Abrami, Cholmsky, & Gordon, 2001, p. 212; Bartz, 1999, p. 284; Minium, King, & Bear, 1993; Runyon, Coleman, & Pittenger, 2000, pp. 316, 337, 339; Thordike & Dinnel, 2001, p. 319). Abrami, Cholmsky, and Gordon, for example, stated:

Tests of significance tell us whether a nonchance relationship among variables is likely but do not tell us the magnitude of the relationship. Consequently, it is inappropriate to imply a large effect or use the phrase “very significant” when the exact probability of a calculated value is very small. (p. 212)

*Using “Rules of Thumb”*

ES statistics were covered in 18 textbooks, and rules of thumb for these statistics were presented in 10 of these texts. A summary of the prevalence of these rules statistics is presented in Table 3, and more specific information for each text is provided in the last column of Table 2.

Virtually all of the rules of thumb were from Cohen (1988), who gave guidelines for “small”, “medium”, and “large” effects for a number of ES parameters. (In two cases, Cohen’s guidelines were not used. Thorndike and Dinnel (2001) gave guidelines for \( \hat{\omega}^2 \), where less than .03 was considered “weak”, .03 to .15 was “moderate”, and .15 or more was “strong”. Keiss (2002) gave guidelines for \( \eta^2 \), where .10 to .15 was considered “strong”). Cohen’s guidelines for small, medium, and large effects, respectively, are given by .2, .5, and .8 for \( d \); .01, .06, and
.14 for $r^2_{pb}$ and $\hat{\eta}^2$; and .10, .25, and .40 for $\hat{f}$.

We also examined authors' recommendations regarding the use of rules of thumb in interpreting practical significance, and found that authors' recommendations fell along a continuum. Some authors presented these rules of thumb as rough guidelines to be taken quite lightly, whereas other authors applied these rules quite rigidly in interpreting ES statistics in their texts.

*Interpreting the Magnitude of ESS based on Previous Literature and Research Context*

In addition to examining rules-of-thumb, we also were interested in whether these authors offered other methods to interpret the magnitude of the ESS in terms of practical significance. Cohen (1988), introduced his rules-of-thumb as a *convention*. He saw them as a useful tool when guidance was needed beyond the researchers evaluation of prior research or theory and as a means for examining power. He commented as follows:

> The terms “small,” “medium,” and “large” are relative, not only to each other, but to the area of behavioral science or even more particularly to the specific content and research method being employed in any given investigation. In the face of this relativity, there is a certain risk inherent in offering conventional operational definitions for these terms for use in power analysis in as diverse a field of inquiry as behavior science. (p. 25)

As indicated by his comment, one can see that he did not believe that his rules-of-thumb were more than just that—rules-of-thumb. In our investigation, we found that 8 of the 18 textbooks that covered ESS also pointed out that research context and previous research should be considered when interpreting the magnitude of an ESS. The discussion of these alternative ways to interpret ESS ranged from very simple statements (e.g. McCall, 2001) to more elaborate
discussion using real research. For example, in one textbook (Hinkle, Wiersma, and Jurs, 2001) the authors mentioned that a particular ES value, although considered minimum in one discipline, could be considered large and meaningful in another discipline. Researchers must therefore use their judgement and knowledge-base in their fields of study to assess the magnitude of ESS. In three texts (Jaccard & Becker, 2002; Runyon et al., 2000; Witte & Witte, 2001) the authors used real life research examples (e.g., findings in AIDS research, effect of aspirin on heart attacks) to illustrate how a low effect size, say $d = .01$, in one discipline could be considered substantial when impacting even a few individuals' lives.
SUMMARY AND RECOMMENDATIONS

Summary

In light of Huberty’s (1993) earlier finding that only 2 of 19 statistics textbooks published from 1990 to 1992 contained an ES statistic for the two-group t-test, the overall prevalence of ES statistics for the significance tests considered here was higher than we had expected. Although we used a number of different textbooks than Huberty, our study provides some evidence that the prevalence of ES reporting has increased. But prevalence rates only tell part of the story. Of the textbooks that included ES indices, we found a number of problems in the ways they were presented, some of which were quite unexpected. First, in terms of the ways that effect size theory was introduced, we found that most textbook authors did not distinguish between ES parameters and ES statistics. Second, when comparing formulas across textbooks for what was supposedly the “same” ES statistic, we found cases where these formulas were not algebraically equivalent. Third, when examining the formulas that textbook authors chose to introduce a given ES statistic, we found a number pedagogically-unsound cases where only “cookbook” computational formulas were provided. Fourth, when evaluating the ways in which authors addressed the issue of interpreting the magnitude of ES statistics, we found a number of cases where the authors relied solely on Cohen’s (1988) rules of thumb or suggested the use of previous research or importance of the consequences of the effect, and other cases where the issue of interpretation wasn’t discussed at all. In sum, although the prevalence of ES statistics might have been higher than expected, the presentation of ES theory, computation, and interpretation was often problematic.

Recommended “Best Practices” for Statistics Textbooks in Psychology and Education

We would like to end this paper with some recommendations for best practices in
presenting effect size theory, computation, and interpretation in statistics textbooks. In writing these recommendations, we realized that we had to take into consideration the practical reality that there are different kinds of statistics textbooks with different audiences and goals in mind. At one end of the continuum, there are texts that are written for a basic 3-unit first-course for undergraduate or master's degree students. These texts tend to be brief and cover just the "essentials". At the other end of the continuum, there are longer and more detailed textbooks that are written for a more rigorous first-course for doctoral students. Regardless of the intended level of detail of a given textbook, we believe that all statistics textbook authors should integrate effect size theory, computation, and interpretation as a core component of their texts. We make the following recommendations:

1. **Distinguish between ES statistics and parameters.** Cohen (1994) recommended that effect sizes be routinely reported in the form of confidence limits. We appreciate the fact that authors of introductory statistics textbooks might not have the space to present more advanced issues in effect size theory—such as bias-corrected ES estimates or CI estimation of ES parameters—in their texts. But in a number of statistics textbooks, it was never even made clear that a given ES statistic could be viewed as an estimate of a population parameter. The danger of not clearly identifying an ES statistic as a statistic is that the reader might not appreciate the fact that statistical issues such as sampling error—what Cohen called the "crud" factor—still need to be considered when interpreting the magnitude of an ES statistic.

2. **Present an appropriate ES statistic for all "old standard" statistical significance tests covered.** SSTs and ES indices need to be presented as integrated analytic tools. By only presenting a particular SST without a corresponding ES statistic, the reader may turn to $p$-values as a means of interpreting the magnitude of effect.
3. **Introduce each ES index with the most conceptually-meaningful definitional formula possible.** If a reader doesn’t have a good conceptual understanding of a given ES index, then he or she will not be able to meaningfully interpret a particular research result, and may, in fact, be more likely to apply rules of thumb in a rigid and rote “cookbook” way.

4. **For “basic” introductory textbooks, present d as an appropriate ES statistic for the one-sample, matched-pair, and two-sample t-tests.** The lowest prevalence of ES statistics coverage was for the one-sample and matched-pair t-tests. In a number of cases, this appears to be because the textbook author(s) wanted to be consistent across-the-board for the various analyses of means, and focused only on measures of explained variance. The problem with this consistent approach is that there is no measure of explained variance for the one-sample t-test, and an appropriate measure of explained variance for the matched-pair t-test really needs to be presented in terms of repeated measures ANOVA. By presenting d as an appropriate ES statistic for these three t-tests, there would be a higher prevalence of ES coverage. Moreover, from a pedagogical perspective, presenting d makes more sense than presenting either \( \hat{\eta}^2 \) or \( \hat{\omega}^2 \) for the matched-pair and two-sample t-tests, because \( \hat{\eta}^2 \) and \( \hat{\omega}^2 \) can’t be well-understood until ANOVA is introduced. Finally, we would argue that it is important to present d for all three t-tests because it is a common ES index and will be encountered regularly in published research.

5. **For “basic” introductory textbooks, present \( \hat{\eta}^2 \) as an appropriate ES statistic for ANOVA designs.** Although \( \hat{\omega}^2 \) might be considered more desirable than \( \hat{\eta}^2 \) because it is a less biased estimate, from a pedagogical perspective, \( \hat{\eta}^2 \) is easier to understand, and \( \hat{\omega}^2 \) requires more depth of understanding of ANOVA and variance estimation. For a “basic” textbook that does not cover ANOVA in detail, the reader may only gain a “cookbook” understanding of \( \hat{\omega}^2 \), and may not be able to meaningfully interpret its value. We would argue that it is better to have
a good conceptual understanding of a more-biased statistic ($\hat{\eta}^2$) than a cookbook understanding of a less-biased statistic ($\hat{\omega}^2$).

6. For textbooks where an author chooses to present $\hat{\eta}^2_{\text{partial}}$ as an appropriate ES statistic, $\hat{\eta}^2_{\text{total}}$ should also be presented. It is beyond the scope of this paper to argue the merits of $\hat{\eta}^2_{\text{partial}}$ versus $\hat{\eta}^2_{\text{total}}$. But from a pedagogical perspective, we believe that if a reader is going to learn $\hat{\eta}^2_{\text{partial}}$, then he or she needs to be able to understand the distinction between $\hat{\eta}^2_{\text{partial}}$ and $\hat{\eta}^2_{\text{total}}$ in order to make an intelligent choice between the two. Moreover, a reader who only learns $\hat{\eta}^2_{\text{partial}}$ may be more likely to falsely interpret the magnitude of a given result, because $\hat{\eta}^2_{\text{partial}}$ is usually larger than $\hat{\eta}^2_{\text{total}}$. Finally, a reader who only learns $\hat{\eta}^2_{\text{partial}}$ will be at a disadvantage when reading and interpreting published research, because he or she is more likely to encounter $\hat{\eta}^2_{\text{total}}$.

7. For “advanced” introductory textbooks where an author presents $\hat{\omega}^2$ as an appropriate ES, $\hat{\eta}^2$ should also be presented and its limitations discussed. Because $\hat{\eta}^2$ is such a common ES statistic, a reader who only learns $\hat{\omega}^2$ will be at a disadvantage when reading and interpreting published research, because he or will also encounter $\hat{\eta}^2$. Moreover, from a pedagogical perspective, we would argue that it would be better to introduce the reader to $\hat{\omega}^2$ by first explaining the main problem with $\hat{\eta}^2$, namely that it is a more-biased estimate of the population parameter.

8. Take an explicit stance on whether ES statistics should be presented for all statistical significance tests, regardless of whether they are statistically significant, or for only statistically significant results. A discussion of these merits of these two different schools of thought is beyond the scope of this paper. But we did find that many authors were “fuzzy” on this issue. (In fact, we thought that we could draw inferences about various authors’ stances on this issue by
finding examples of nonsignificant results of SSTs in the textbooks, and seeing if the author(s) computed ES statistics for these nonsignificant results. This wasn’t possible, because practically all examples of SSTs in the textbooks were statistically significant). By taking an explicit stance and by justifying this stance, the textbook author(s) will then have to grapple with issue of the value of SSTs in general as well as to address the issue of the “dependability” of an ES statistic.

9. Present Cohen’s (1988) rules of thumb for interpreting the magnitude of an ES statistic, and take an explicit stance on whether these rules should be used, and if so, how. We are not proponents of using Cohen’s rules of thumb for interpreting the magnitude of an effect. But because they are commonly used in published research, we believe that a reader needs to know how to use them (if at all) as well as to know how to avoid misusing them.

10. For each statistical significance test and corresponding ES statistic illustrated in the textbook with actual data, the author(s) should interpret the practical significance of the finding. We found a number of cases where textbook authors “side-stepped” the issue of interpreting the magnitude of an ES statistic. Given the complexities and ambiguities involved in such interpretation, in some ways, this side-stepping is easy to understand. But by not interpreting the magnitude of an effect, a void is left for the reader, and he or she has nothing to use as a model for his or her own research. By recommending that authors interpret the practical significance of the findings for each analysis of actual data, the issue of using real (or at least realistic) data in statistics texts arises. We believe that it would be much harder to model the interpretation of the practical significance of a finding that is based on hypothetical data than to model the interpretation of the practical significance of a study based on real (or at least realistic) data. Thus, we believe that that textbook examples of data analyses need to be based on real or realistic data.
11. All end-of-chapter problem sets that require computing a statistical significance test should also require computing and interpreting an appropriate ES statistic. Although we did not conduct a formal analysis of end-of-chapter problem sets, our informal analyses suggested that many data analysis problems only required computing SSTs. We believe that pedagogically, this is problematic because it fails to integrate the findings from SSTs and ES statistics in interpreting practical significance, and instead gives the impression that SSTs are of primary importance.

As a final recommendation, we found many cases of "standard" ES statistics that were not standard at all. In the world of ES statistics, there is still a lot of potential for misinterpreting ES statistics that are presented in published research. To avoid possible confusion, we believe that even the most "standard" ES statistics should be accompanied by computational formulas in journal articles.
REFERENCES


Faculty Online. (http://www.facultyonline.com).


Evaluating Statistics Texts


54, 837-847.


Table 1

*Summary of the prevalence of ES statistics that correspond to three t-tests and three ANOVA models (N = 22 textbooks)*

<table>
<thead>
<tr>
<th>Number of Texts</th>
<th>One Sample t-test</th>
<th>Matched Pair t-test</th>
<th>Two Sample t-test</th>
<th>One Factor ANOVA</th>
<th>Two Factor ANOVA</th>
<th>Repeated Measures ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>N that cover significance test</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>21</td>
<td>16</td>
</tr>
<tr>
<td>N that cover one or more effect size statistics</td>
<td>4</td>
<td>9</td>
<td>16</td>
<td>18</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>$d$</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$f$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$r_{pb}^2$</td>
<td>0</td>
<td>2</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\hat{\eta}^2$</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>$\hat{\omega}^2$</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>8</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>$\hat{\epsilon}$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 2

Summary of Effect Size Procedures for Analyses based upon Means

<table>
<thead>
<tr>
<th>Author(s)/Year</th>
<th>One Sample t-test</th>
<th>Matched Pair t-test</th>
<th>Two Sample t-test</th>
<th>One Factor ANOVA</th>
<th>Two Factor ANOVA</th>
<th>Repeated Measures ANOVA¹</th>
<th>Rule of Thumb²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abrami et al./2000</td>
<td>--</td>
<td>--</td>
<td>d₂, d₃, d₄</td>
<td>², f, ø²</td>
<td>², f, ø²</td>
<td>d, f, ø²</td>
<td>--</td>
</tr>
<tr>
<td>Aron &amp; Aron/1999</td>
<td>--</td>
<td>--</td>
<td>d₂, d₃</td>
<td>², f</td>
<td>², f</td>
<td>--</td>
<td>d, ², f</td>
</tr>
<tr>
<td>Bartz/1999</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>N/A</td>
<td>NA</td>
</tr>
<tr>
<td>Diekoff/1996</td>
<td>--</td>
<td>--</td>
<td>d², d₃</td>
<td>², ø²</td>
<td>², ø²</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Glass &amp; Hopkins/1996</td>
<td>--</td>
<td>--</td>
<td>d₂, d₃, d₄</td>
<td>d₄</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Gravetter et al./2000</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>NA</td>
</tr>
<tr>
<td>Hays/1994</td>
<td>--</td>
<td>--</td>
<td>r₂ₚ, ², ø²</td>
<td>², ø²</td>
<td>², ø²</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Heiman/2000</td>
<td>--</td>
<td>--</td>
<td>r₂ₚ²</td>
<td>²</td>
<td>², ø²</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Hinkle et al./2001</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>d</td>
<td>--</td>
</tr>
<tr>
<td>Howell/2002</td>
<td>--</td>
<td>d₃, r₂ₚ²</td>
<td>², ø²</td>
<td>², ø²</td>
<td>--</td>
<td>d</td>
<td>--</td>
</tr>
<tr>
<td>Hurlburt/1998</td>
<td>d₁, U</td>
<td>d₂, U</td>
<td>d₃, U</td>
<td>², f, d₉₀</td>
<td>--</td>
<td>d₉₀</td>
<td>², f</td>
</tr>
<tr>
<td>Jaccard &amp; Becker/2002</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>², ø²</td>
<td>², ø²</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Kiess/2002</td>
<td>--</td>
<td>--</td>
<td>²</td>
<td>²</td>
<td>²</td>
<td>²</td>
<td>²</td>
</tr>
<tr>
<td>Lehman/1995</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>NA</td>
</tr>
<tr>
<td>McCall/2001</td>
<td>--</td>
<td>--</td>
<td>²</td>
<td>²</td>
<td>²</td>
<td>²</td>
<td>N/A</td>
</tr>
<tr>
<td>Minium et al./1993</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>d</td>
</tr>
<tr>
<td>Pagano/2001</td>
<td>--</td>
<td>--</td>
<td>²</td>
<td>²</td>
<td>--</td>
<td>N/A</td>
<td>--</td>
</tr>
</tbody>
</table>
### Table 2 (continued)

<table>
<thead>
<tr>
<th>Author(s)/Year</th>
<th>One Sample t-test</th>
<th>Matched Pair t-test</th>
<th>Two Sample t-test</th>
<th>Two Factor ANOVA</th>
<th>Repeated Measures ANOVA</th>
<th>Rule of Thumb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runyon et al./2000</td>
<td>$d_1$</td>
<td>--</td>
<td>$\hat{\omega}^2$</td>
<td>$\hat{\eta}$, $\hat{\omega}^2$</td>
<td>$\hat{\eta}$, $\hat{\omega}^2$</td>
<td>$d, \hat{\eta}$</td>
</tr>
<tr>
<td>Sprinthall/2000</td>
<td>$d_1$</td>
<td>$d_2$</td>
<td>$d_3$</td>
<td>$\hat{\eta}$, $\hat{\eta}_{\text{partial}}$</td>
<td>$\hat{\eta}_{\text{partial}}$</td>
<td>$d, \hat{\eta}^2$</td>
</tr>
<tr>
<td>Thorndike et al./2001</td>
<td>$d_1$</td>
<td>$d_3, r_{pb}^2$</td>
<td>$d_3, r_{pb}^2$</td>
<td>$\hat{\eta}, \hat{d}, \hat{\omega}^2$</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Welkowitz et al./2000</td>
<td>--</td>
<td>--</td>
<td>$r_{pb}$</td>
<td>$\hat{\epsilon}$</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Witte &amp; Witte/2001</td>
<td>--</td>
<td>--</td>
<td>$r_{pb}^{13}$</td>
<td>$\hat{\eta}^2$</td>
<td>N/A</td>
<td>$r_{pb}^2, \hat{\eta}^2$</td>
</tr>
</tbody>
</table>

Notes:  
1. Repeated measures ANOVA with one within-subjects and one between-subjects variable.  
2. This column identifies each ES statistic where the author provided a rule of thumb for interpretation.  
3. For comparing marginal and cell means.  
4. Calculated all pairwise standardized mean differences.  
5. Mentioned $\hat{\omega}^2$. Estimated CI for individual means for one- and two-factor ANOVA.  
7. Calculated the difference between largest and smallest mean, and dividing by $\sqrt{2*MS_{\text{residual}}}$.  
8. Discussed the importance of calculating $d$, but only provided formula for $\delta$, and never demonstrated how to estimate $\delta$ in a sample.  
9. Mentioned $\omega^2$ but did not cover.
Table 3

Summary of the prevalence of "rules of thumb" for interpreting the magnitude of various ES statistics (N = 22 textbooks)

<table>
<thead>
<tr>
<th>Effect Size Statistic</th>
<th>N of Texts that Reported &quot;Rules of Thumb&quot; for this Statistic</th>
<th>Total N of Texts that Cover this Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>$r^2_{pb}$</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>$\hat{\eta}^2$</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>$\omega^2$</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>$f$</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Cramer's $V$</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>Contingency Coefficient ($C$)</td>
<td>0</td>
<td>7</td>
</tr>
</tbody>
</table>
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