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Abstract

This simulation study focused on the power for detecting group differences in liner growth trajectory parameters within the framework of structural equation modeling (SEM), and compared this approach with more traditional repeated measures ANOVA approach. Three broad conditions of group differences in linear growth trajectories were considered. SEM latent growth modeling consistently showed higher statistical power for detecting group differences in the linear growth slopes than repeated measures ANOVA. For small group differences in the growth trajectories, large sample size (e.g., $N > 500$) is typically required for adequate statistical power. For medium or large group differences, moderate or small sample size is usually sufficient for adequate power. Some future research directions were discussed.
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Developmental trends in human behaviors have long been an area of research interest in social science disciplines (e.g., education, psychology, sociology). To accommodate such substantive research interest, different analytic techniques have been developed to help substantive researchers to understand developmental behavioral change. For example, repeated measures analysis of variance is often used for longitudinal data with multiple measurements. Autoregressive models, either in the form of regression analysis, or within the framework of structural equation modeling, has also been popular for longitudinal analysis. More recently, individual change has been studied within the general framework of growth modeling.

Growth modeling for studying individual change may be implemented either within the framework of hierarchical linear modeling (e.g., Bryk & Raudenbush, 1992), or within the framework of structural equation modeling (e.g., Willet & Sayer, 1996). Under structural equation modeling (SEM), modeling growth for individual change may take one of several slightly different names, such as latent growth modeling, latent growth curve analysis, or latent trajectory models. Further, SEM approach for modeling individual growth has probably become the method of choice for understanding developmental change. Given that SEM is often considered as a very general analytic model that subsumes many other analytical techniques (e.g., Fan, 1996), it is not surprising that SEM plays an important role in longitudinal data analysis for developmental trend. Of the many issues in the application of latent growth modeling, the power of this analysis for detecting potential group differences in latent growth trajectory parameters is an area where our understanding appears to be limited.

The purpose of this paper is to present the results of an empirical study in which the power of latent growth modeling (LGM) for detecting group differences in the growth trajectory parameters (i.e., intercept and slope of the growth trajectory) are empirically assessed. When
applicable, the results from LGM are compared with the traditional repeated measures ANOVA in terms of both Type I error rate and the power.

Perspectives

Traditional Approaches for Time-Ordered Measurement Series

Assessing behavioral developmental growth requires multiple measurements from the same individuals over a finite time span. Traditionally, auto-regressive cross-lagged model, either in the form of a series of regression analysis, or in the form of structural equation modeling, has often been the analytic technique for data of repeated measurements. Auto-regressive model focuses on the relations between adjacent measurements, but not on the overall growth trajectory as represented by all the repeated measurements. In addition, auto-regressive cross-lagged model generally does not pay attention to the mean structure of the growth trajectory.

Repeated measure ANOVA is another popular technique for analyzing data of multiple measurements. For repeated measurements from a single group, repeated measure ANOVA focuses on the measurement change over time (within-subject factor). For repeated measurements from multiple groups, repeated measure ANOVA focuses on three aspects of the data structure: the difference of the overall group means across the repeated measurements (between-subject factor), the measurement change over time (within-subject factor), and the interaction of the between-subject factor (group membership) and the within-subject factor (time: measurement change over time). If it can be assumed that there exists a linear developmental trend in the data structure over the repeated measurements, the within-subject factor (measurement change over time) is conceptually comparable to detecting if there is growth over repeated measurements. On the other hand, the interaction of the between-subject factor (group membership) and within-subject factor (Time) is conceptually comparable to testing the
hypothesis that the growth rate over repeated measurements is equal for multiple groups.

Although repeated measure ANOVA models both the change over time (growth), and any potential group difference in the change over time (different growth patterns for groups), it does not provide sufficient information about the growth trajectories (cf. Bryk & Raudenbush, 1992; Ware, 1985). More specifically, repeated measure ANOVA does not model the starting point (intercept) of a growth trajectory, and nor does it model the rate of change in the process.

Modeling Individual Growth

Modeling growth within the SEM framework is a more recent approach for studying developmental trends based on a series of measurements. Because SEM latent growth modeling (LGM) approach offers more flexibility in testing different research hypotheses about the developmental trend, many researchers have argued in favor of its superiority over the traditional analytic approaches for modeling developmental trends (e.g., Curran, 2000; Duncan, Duncan, Strycker, Li, & Alpert, 1999; McArdle & Bell, 2000).

Unconditional growth model. Assuming a series of repeated measurements \( Y_i \) (minimum three repeated measurements, \( Y_{1i}, Y_{2i}, Y_{3i} \); \( i \) represents an individual, and \( t \) represents the time-ordered measurements of \( Y \)), the growth model for describing an individual's growth as represented by this series of repeated measurements is called the level 1 or within-person model:

\[
Y_{it} = \alpha_i + \beta_i \lambda_i + \varepsilon_i
\]  

(1)

where \( \alpha \) represents the intercept of an individual's growth trajectory (i.e., the initial status measured at Time 1), \( \beta \) represents the slope of an individual's growth trajectory (i.e., the unit change in \( Y_i \) between two consecutive measurements), \( \lambda \) represents consecutive time points at which the measurement is taken, and \( \varepsilon \) represents the modeling residual for an individual.
Because the intercept ($\alpha_i$) and the slope ($\beta_i$) are random variables, these individual model parameters can be represented by the group mean intercept ($\mu_{\alpha}$) and group mean slope ($\mu_{\beta}$) plus individual variation ($\zeta_{\alpha_i}$, $\zeta_{\beta_i}$) in the following level 2 or between-person model:

\[
\alpha_i = \mu_{\alpha} + \zeta_{\alpha_i} \\
\beta_i = \mu_{\beta} + \zeta_{\beta_i}
\] (2)

The Level 2 model assumes that an individual growth trajectory parameter is the function of the group mean growth parameter plus individual variation, and no other predictors are involved in the model to account for the variation of individual intercepts and slopes. The Level 2 model presented above is often called the unconditional model (e.g., Curran, 2000). The unconditional latent growth model (for three repeated measurements) is represented graphically as an SEM model in Model A in Figure 1.
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Conditional growth model. In situations where research calls for testing for a predictor ($X_1$) that may explain the variation of the individual growth trajectory parameters (i.e., $\alpha_i$ and $\beta_i$), a conditional Level 2 (between-person) model can be constructed (Curran, 2000):

\[
\alpha_i = \mu_{\alpha} + \gamma_1 X_{1i} + \zeta_{\alpha_i} \\
\beta_i = \mu_{\beta} + \gamma_2 X_{1i} + \zeta_{\beta_i}
\] (3)

where, $X_1$ is the predictor that is hypothesized to affect the individual growth trajectory parameters ($\alpha_i$ and $\beta_i$), an $\gamma_1$ and $\gamma_2$ are the path coefficients representing the systematic effects
of $X_1$ on the variation of an individual growth trajectory parameters of intercept ($\alpha_i$) and slope ($\beta_i$) respectively. For example, we may ask if $X_1$ affects the initial status (i.e., the intercept) of the growth trajectory, or if it accelerates the growth (i.e., steeper slope for the trajectory). The conditional latent growth model (for three repeated measurements) is graphically represented as an SEM model as Model B in Figure 1.

**Power for Detecting Group Differences in Latent Growth Model**

In SEM, different approaches may be used for detecting potential group differences in the growth trajectory parameters of a latent growth model. A very general approach is to conduct multi-sample analysis in structural equation modeling. In this approach, the same growth model is implemented for separate group sample data, and equality constraints representing different research hypotheses, e.g., equality of intercepts and/or equality of growth slopes, can be imposed. Hierarchical $\chi^2$ test for the nested models (i.e., multi-sample analyses with and without the constraints of interest) can be used for assessing the potential group differences on the latent growth trajectory parameters.

The research work by Muthén and Curran (1997) probably represents the pioneering work specifically for power estimation in detecting group difference in latent growth model trajectory, and their work was based on the earlier work in the area of power of SEM in detecting misspecified models (Satorra & Saris, 1985; Saris & Satorra, 1993; also see Kaplan, 1995, for a concise review and discussion of relevant issues). In Muthén and Curran's (1997) work, they focused on the experimental design of two groups (control vs. treatment groups), and detecting the difference in the growth slope parameter only (i.e., growth rate difference) was their focus. For this purpose, they implemented the models of the same intercept (representing randomized
design with equal starting point) and the same slope for the two groups, but for the treatment
group, they added an additional growth parameter to model the accelerated growth of the
treatment group compared with the control group. Duncan et al. (1999, Chapter 10) provide the
procedural details for this approach of power estimation in latent growth curve modeling.

In most educational and psychological research situations, either because of practical
constraints (e.g., practically impossible for randomized design), or because of the nature of
research (research focus on naturally occurring and intact groups, such as male vs. female), quasi-
experimental or non-experimental design is called for (Cook & Campbell, 1979; Shadish, Cook, &
Campbell, 2001). In these situations, The approach of using an added growth factor as illustrated
in Muthén and Curran (1997) and Duncan et al. (1999) is not directly applicable, because the
groups may potentially differ in the initial status (the intercept of the growth trajectory), in the
growth rate (the slope of the growth trajectory), or both.

In the situation where comparison of two groups is being made, the group membership
can be readily dummy coded, and the dummy coded group membership can be used as the
predictor (X_i) for the growth trajectory intercept and slope, i.e., \( \alpha_i \), or \( \beta_i \), or both, as described
graphically in Model B of Figure 1. Consequently, potential groups differences in the growth
trajectory parameters can be operationalized as the coefficients of \( \gamma_1 \) and \( \gamma_2 \) in Equation 3, and
such potential group differences can be tested through the statistical assessment of \( \gamma_1 \) and \( \gamma_2 \), for
intercept and slope differences respectively.

While the approach by Muthén and Curran (1997) relies on the global statistical test for
misspecified SEM model, the approach of using dummy coded group membership described here
relies on the local statistical tests for two specific parameter estimates (\( \gamma_1 \) and \( \gamma_2 \) in Equation 3).
To operationalize group differences as local parameters may have some advantages over the approach of relying on the global test for misspecified models for detecting potential group differences. One obvious advantage is that this approach may offer more flexibility for testing different hypotheses. For example, we may be interested in any potential group differences (e.g., ethnic group differences) in growth trajectory parameters after controlling for one or more covariates (e.g., SES). In this case, the covariate to be controlled for can be operationalized in Model B of Figure 1 as another predictor (e.g., X2, parallel to the dummy coded group membership X1) for growth trajectory parameters. The potential group differences in the intercept and slope of the growth trajectory are readily assessed by testing for the path coefficients of \( \gamma_{1i} \) and \( \gamma_{2i} \) in the following Equation 4.

\[
\begin{align*}
\alpha_i &= \mu_\alpha + \gamma_{1i}X_{1i} + \gamma_{2i}X_{2i} + \zeta_{\alpha i} \\
\beta_i &= \mu_\beta + \gamma_{1i}X_{1i} + \gamma_{2i}X_{2i} + \zeta_{\beta i}
\end{align*}
\]

(4)

This paper examined the issue of statistical power of LGM in SEM in detecting group differences in linear growth trajectory parameters within the context of non-experimental design, and assumed that the group differences may potentially occur in both growth trajectory parameters (intercept, slope). The study implemented a Monte Carlo simulation design for assessing the power of LGM for detecting group differences in latent growth trajectory parameters, and the Type I error rate when group differences did not exist. When applicable, the latent growth modeling approach was compared with results of the repeated measures ANOVA.

Methods

Simulation Design

In this study, two groups' growth trajectories based on five equally spaced repeated
measures were simulated. The five repeated measures formed a linear growth trajectory, and curvilinear trajectory conditions were not considered in this study. Further, data non-normality was not considered. The five repeated measures had a simplex covariance structure pattern, with temporally closer measurements being more highly correlated than temporally farther measurements. Three patterns of group differences in latent growth trajectory parameters were simulated: (1) group difference in intercept only, (2) group difference in slope only, and (3) group differences in both growth trajectory intercept and slope.

For the first pattern that group difference only exists in the intercept of the growth trajectory, four conditions were simulated: group differences equal to zero, small, medium, and large effect sizes as measured by the standardized mean differences between the two groups \(d = 0.0, 0.2, 0.5, \) and \(0.8\) respectively; see Model I in Figure 2). For the second pattern that group difference exist only in the slope of the growth trajectory, three conditions are simulated: two groups started with equal growth trajectory intercept (1st measurement), but end (5th measurement) with differences that were equal to small \((d = 0.2)\), medium \((d = 0.5)\) and large \((d = 0.8)\) effect sizes (Model II in Figure 2).
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For the third pattern that group differences exist both in the intercept and in the slope of the growth trajectory, three situations were simulated. In the first situation, two groups started (1st measurement) with a small intercept difference \((d = 0.2)\), but ended (5th measurement) with differences that were equal to medium \((d = 0.5)\) and large \((d = 0.8)\) effect sizes respectively. This was a situation where the difference between the groups increased with repeated measurements, and the group with higher intercept had the accelerated growth slope compared with the other
group with lower intercept. This situation is graphically depicted as Model III in Figure 2.

Model IV in Figure 2 graphically depicts the second situation under the pattern that group differences exist both in the intercept and the slope of the growth trajectory. In this situation, the two groups started with an intercept difference that were equal to a medium (d = .5) or large (d = .8) effect size. The group with lower intercept had slightly faster growth, and the two groups ended with a difference of a small effect size (d = .2).

The third situation under the pattern that group differences existed both in the intercept and the slope of the growth trajectory is shown by Model V in Figure 2. In this situation, there is a disordinal group × growth interaction pattern. The two groups started with a small difference (d = .2) in the intercepts. The group with the lower intercept had faster growth. In the end, the group with the lower intercept surpassed the other group, and ended with a difference equivalent to a small (d = .2) or medium (d = .5) effect size. The details for the simulated data conditions of the five models described above are presented in Table 1.

---

Insert Table 1 about here
---

Eleven sample size conditions (two equal groups combined) of 50, 100, 200, 300, 400, 500, 600, 700, 800, 900, and 1,000 were implemented for every growth trajectory conditions discussed above, and 2,000 replications were implemented within each cell condition. The design entailed a total of 286,000 \(((4 + 3 + 2 + 2 + 2) \times 11)\times 2000\) replications.

Data Source and Analyses

Data were simulated using a combination of SAS macro, SAS BASE, SAS PROC IML (Interactive Matrix Language). Latent growth models were implemented through SAS PROC CALIS (Covariance Analysis of Linear Structures), and repeated measures ANOVA were
implemented through SAS PROC GLM (General Linear Model procedure). In general, repeated measures ANOVA does not provide the statistical mechanism for testing for group difference in the intercept of the growth trajectory. For group difference in the slope of the growth trajectory, the hypothesis that two groups have unequal growth trajectory slopes is statistically tested by the interaction term of the between-subject factor (i.e., group membership) and the within-subject factor (i.e., repeated measures). Repeated measures ANOVA provides both multivariate and univariate tests for this interaction term. In this study, both the multivariate test (based on the Wilk's Lambda statistic) and the univariate test for this interaction term were used in the comparison with the results from SEM latent growth modeling tests for the group effect ($y_2$ in Equation 3) on the slope of growth trajectory.

Results and Discussions

Preliminary Results

When using SEM approach for modeling linear growth as represented in the model in Figure 1, there can be the problem of non-convergence. Non-convergence was empirically examined for the data conditions and the models implemented in this study. Table 1 presents the percentages of non-converging samples for different sample size conditions under each of the five models in Figure 2. In general, non-convergence does not appear to be a problem for the models implemented and the data conditions studied. For Models I to IV, only about less than one percent of the samples failed to converge when sample size was relatively small (e.g., N = 50, 100). Once sample size reached 200, almost all samples converged, and converged quickly, as indicated by the number of iterations (not presented in Table 2) before reaching convergence.

The Model V (disordinal interaction pattern between group membership and growth slope), however, stands out for having a non-negligible percentages of samples that failed to
converge, even when the sample size became large for the relatively simple linear growth model implemented (e.g., N = 300, 400). A closer examination revealed that a much larger proportion of non-convergent samples occurred for the condition of $d = 0.50$ at the fifth measurement. For example, for $N = 100$, for $d = 0.20$ and $d = 0.50$, the percentages of non-converging samples were 2.55% vs. 10.55% respectively. For $N = 300$, for $d = 0.20$ and $d = 0.50$, the percentages of non-converging samples were 0.35% vs. 4.55% respectively. These findings here appear to suggest that modeling this type of disordinal interaction pattern between the between-subject factor (group membership) and the within-subject factor (Time) in SEM may be potentially more difficult.

**Type I Error When Group Difference Does not Exist**

For Model I, when the intercept difference is zero, the two groups have no difference in either growth trajectory intercept or trajectory slope. Under these conditions, the Type I error rates of different analytic approaches for falsely declaring group difference were examined. As discussed previously, repeated measures ANOVA generally does not offer a statistical mechanism for testing potential group difference in the intercept of the growth trajectory. However, when the groups have parallel linear growth, i.e., when the two groups have the same growth slopes as in Model I, the univariate test for the between-subject factor (group) is equivalent to a test for the group intercept difference. Under the condition of parallel slopes, testing for group difference across the repeated measurements is the same as testing for the difference at the initial measurement (intercept). So under the condition of parallel growth slopes in Model I, repeated measures ANOVA does provide a univariate test for group intercept difference.

Figure 3 presents a graphic description for the Type I error rates of LGM and repeated measures analyses in falsely declaring group difference in the intercept and slope of the growth
trajectories when no difference exists. It is observed that, both for the intercept (SEM, univariate repeated measures) and for the slope (SEM, univariate repeated measures, and multivariate repeated measures), the empirical Type I error rates of different approaches are almost all within the range between 0.04 and 0.06, very close to the nominal Type I error rate (α = 0.05). There is no indication that one approach is systematically inferior in controlling for Type I error.

Power for Detecting Intercept Difference in Model I

Figure 4 presents the power curves for detecting group differences in growth trajectory intercept when the trajectory slopes are the same for the two groups. For repeated measures ANOVA, as discussed above, under the condition of parallel growth slopes, the univariate test is applicable for testing group difference in growth trajectory intercept. Figure 4 shows that, univariate repeated measures analysis has more power than SEM modeling approach for detecting group differences in the growth trajectory intercept, under the condition that the growth trajectory slopes are equal for the groups. This pattern is observed for the three intercept difference conditions (d = 0.20, 0.50, 0.80). For example, when the group difference in the intercept is small (d = 0.20), it will take SEM modeling approach a sample about 900 to reach statistical power of 0.80 (often considered as representing adequate power, see Cohen, 1988), while it takes repeated measures ANOVA a sample of 700 to reach the same power level.

Although for small group difference in intercept (d = 0.20), it may take a large sample for either approach (SEM and univariate repeated measures) to detect such group differences, these
two approaches appear to have adequate power when group difference became larger ($d = 0.50, 0.80$), and it only takes a small to moderate sample size ($N = 100$ for $d = 0.50$, and $N = 50$ for $d = 0.80$) for the two analytic approaches to reach adequate power levels of 0.80.

Power for Detecting Slope Differences in Model II

In Model II, the two groups have equal intercepts, but have different growth rates, and consequently, the two group end with a difference of a small, medium, or large effect size. Figure 5 presents the power curves of three approaches (SEM modeling, multivariate repeated measures ANOVA test, univariate repeated measures ANOVA test) for detecting the group difference in the growth slopes.

Contrary to the observation in Figure 4 where the (univariate) repeated measures analysis showed more power for detecting group difference in the intercept of the growth trajectory, in Figure 5, LGM was more powerful than both the univariate repeated measures and multivariate repeated measures analyses for detecting group differences in the slope of the growth trajectory. This pattern is consistent for the three conditions of group slope differences, except when all three tests reached maximum power. It is also noted that the univariate repeated measures ANOVA test is consistently more powerful than the multivariate repeated measures ANOVA for detecting the group difference in growth slope, i.e., for detecting the interaction of the between-subject factor (group membership) and the within-subject factor (Time).

The difference in power between the univariate and multivariate repeated measures ANOVA tests is not surprising, however. Given the simulated data conditions, the population variances for the groups are equal, and so are the population covariances of the groups. In other
words, the data satisfy a much stronger condition of compound symmetry, a more stringent condition than that of sphericity that is typically assumed for repeated measures analysis (Stevens, 2002). As discussed in Stevens (2002), "if sphericity holds, then the univariate approach is more powerful. When sphericity is violated, however, then the situation is much more complex." (p. 509). It would be interesting to examine the performance of the univariate and multivariate repeated measures ANOVA in detecting the group difference in growth slope when the sphericity assumption is violated.

All three tests (LGM, univariate repeated measures, multivariate repeated measures) did not do well for detecting the small group difference in growth slopes as operationalized in Model II. For sample sizes of smaller than 400, all three tests have less than 50/50 chance for detecting such group difference. It will take a sample of about 700-800 for LGM approach to reach the power of 0.80, while it will take multivariate repeated measures ANOVA over 1000 (not simulated) to reach that power level. The power for detecting medium group difference in growth slopes as defined in Model II is generally adequate for the three tests, with SEM reaching the power level close to 0.80 with a sample a little over 100, and the multivariate repeated measures ANOVA reaching that level with a sample of 200. For the condition of large group difference in growth slopes as defined in Model II, all three tests quickly reached the maximum power level when the sample size reaches 100.

**Power for Detecting Group Differences in Model III**

Model III as represented in Figure 2 has one condition of small group difference in the growth intercept, and two conditions of group differences in growth slopes. Because the growth slope differences exist, repeated measures ANOVA could only be used for testing for group difference in growth slopes, but not for testing the group difference in growth intercepts. Figure
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6 presents the power curves of the three tests for the two conditions of group difference in growth slopes (LGM, univariate repeated measures, multivariate repeated measures), and the power curve of LGM for the one condition of group difference in growth intercepts.

First, for LGM to reliably detect small group difference (as operationally defined in Model III) in the intercept of the growth trajectory, it will take a large sample size (approximately 600 to 700) to reach the power level of 0.80. This is similar to, although slightly better than, what is presented in Figure 4.

For detecting group difference in growth rates (growth trajectory slopes), the three tests (SEM, univariate and multivariate repeated measures ANOVA) showed the same pattern of performance differences as in Figure 5, with the multivariate repeated measures analysis has the least power, and LGM has the most power. The difference can be practically important. For example, for the first condition of slope difference (5th measurement end with a difference of $d = 0.50$), it will take a sample of 300 for SEM modeling to reach the power level of about 0.75, while it will take a sample of 500 for multivariate repeated measures analysis to reach the same power level. In terms of efficiency, LGM will be 166% [$((500/300)*100\%)$] more efficient than the multivariate repeated measures analysis for detecting such group difference in growth trajectory slopes. In research practice, this difference may mean a lot of savings in resources.

For the second condition of larger group difference in growth trajectory slopes, the three tests reached adequate power level (e.g., 0.80) with moderate sample size (e.g., $N = 100$). The same difference pattern in power exists among the three tests, except when all the three tests reached maximum power level (e.g., when $N = 300$).
Power for Detecting Group Differences in Model IV

In Model IV, the two groups started with a medium or large difference (intercept), and the lower performing group accelerated faster, and the two groups ended with a small difference. So in this model, there were two conditions of group intercept difference, and two conditions of group slope difference.

Because there was interaction of the between-subject factor (group) and the within-subject factor (Time), repeated measures ANOVA could not be used for testing the group intercept differences, and only LGM could serve this purpose. For both conditions of intercept differences (d = 0.5, d = 0.8), the SEM latent growth model showed adequate power for detecting such group differences (not presented graphically). More specifically, for the condition of d = 0.5, SEM latent growth model reached power of 0.45 when sample size was 50, and power of 0.75 for sample size of 100, and to 0.95 for sample size of 200. For the condition of intercept difference of d = 0.80, LGM reached the power level of 0.85 for sample size of 50, and reached maximum power when sample size was 100 and above.

For the two conditions of group slope difference, Figure 7 presents the power curves of the three tests for detecting the group differences in the slope of the growth trajectory. The pattern of difference among the three tests is similar to those in Figure 5 and Figure 6: LGM has the highest statistical power, which is closely followed by the univariate repeated measures analysis, with the multivariate repeated measures ANOVA test having the least statistical power. For the first condition of group slope difference (two groups started with d = 0.5, ended with d = 0.2), large sample size was needed for having adequate power. For example, for LGM, sample size about 300 to 400 was needed for reaching the power level of 0.8; for multivariate repeated measures, sample size about 500 to 600 was needed for the same power level. For the second
condition of group slope difference (two groups started with $d = 0.8$, ended with $d = 0.2$), all three tests quickly reached maximum power when sample size approaches 200.

Power for Detecting Group Differences in Model V

Model V simulated a disordinal interaction pattern of the between-subject factor (group membership) and the within-subject factor (Time). There was one condition of group difference in the intercept of the growth trajectory (started with $d = 0.2$), and two conditions of group differences in the slope of the growth trajectory (ended with $d = 0.2$ and $d = 0.5$ in reversed direction). As discussed previously (see Preliminary Results section), this disordinal interaction pattern appeared to have caused some technical difficulties for LGM in the sense that, even when the sample size was relatively large, there was still a non-negligible proportion of non-converging samples for LGM (see Table 2 and related discussion). Figure 8 presents the power curves for testing the one condition of group difference in the intercept of the growth trajectory (SEM only; repeated measures approach was not applicable), and for the two conditions of group differences in the slope of the growth trajectory (three tests: SEM, univariate repeated measures, multivariate repeated measures). For LGM results, only the converged samples were usable for our discussion of power, and for the construction of the power curves.

For detecting group difference in the intercept of the growth trajectory, the power curve of SEM latent growth model is basically the same as the one in Figure 6, and it may require a large sample (e.g., $N > 600$) for reliably detecting such a group difference ($d = 0.2$) in the
intercept of the growth trajectories. For detecting group differences in the slope of the trajectories, because the groups ended with a difference in the reversed direction compared to their difference at the beginning, one group's slope had to be quite different from that of the other, and consequently, the group differences in the trajectory slope in Model V were relatively large.

The pattern of differences in power among the three tests (SEM, univariate repeated measures, multivariate repeated measures) is essentially the same as before in Figures 5, 6, and 7, with LGM being the most powerful, and the multivariate repeated measures analysis being the least powerful. For the condition of the smaller slope difference in Model V, relatively large sample size is needed for adequate power (e.g., SEM: \( N = 200 \) for power of 0.80; multivariate repeated measures: \( N = 300 \) for power of 0.80). For the condition of the larger slope difference in Model V, the tests quickly reached maximum power when sample is moderate (e.g., \( N > 100 \)), especially for LGM and univariate repeated measures ANOVA test.

Summary and Conclusions

This study focused on the power of detecting group differences in growth trajectory parameters within the framework of structural equation modeling. This study simulated three broad conditions of group differences in linear growth trajectories: group differences (a) only in the intercepts of the growth trajectories, (b) only in the slopes of the growth trajectories, and (c) both in the intercepts and slopes of the growth trajectories. For Condition (c), three different models representing some variation of this condition were simulated. Different degrees of group differences in the intercepts and the slopes were examined. Within each specific condition, 2,000 replications were simulated to ensure reasonably accurate estimation for power. A total of 286,000 replication samples were drawn from the statistically defined populations. The simulation design allowed systematic assessment of power of LGM in modeling growth
trajectories, and some comparisons of LGM power with more traditional repeated measures analysis approach. The findings provided some useful information for our better understanding of the relevant issues in LGM. The major findings from this study are as follows:

1. For both the intercept and slope of the growth trajectories, the empirical Type I error rates are very close to the nominal Type I error rates, and no test (SEM, univariate repeated measures, multivariate repeated measures) appeared to have shown any observable deficiencies in controlling for Type I error.

2. Under the condition of no group differences in the slopes of the growth trajectories, univariate repeated measures analysis showed more power for detecting the group differences in the intercepts of the growth trajectories than LGM.

3. LGM consistently showed more statistical power for detecting group differences in the slopes of the growth trajectories than repeated measures analyses. Univariate repeated measures showed more statistical power for detecting such group differences in the growth slopes than the multivariate repeated measures analysis, consistent with previous research when the data of the repeated measures satisfy the sphericity condition.

4. In general, for reliably detecting small group differences (as operationally defined in this study; see Table 1 and Figure 2) in either the intercepts and/or the slopes of the growth trajectories, large sample size is typically required. For example, \( N > 500 \) (two groups combined) is typically required for power level of 0.70 - 0.80. For reliably detecting medium group differences in the intercepts and/or the slopes of the growth trajectories, moderate sample size, e.g., \( N = 100 \) to 200, is typically sufficient for reaching adequate power level (0.70 to 0.80).

5. For detecting group differences in the slopes of the growth trajectories, the relative efficiency of LGM over the multivariate repeated measures analysis is typically within the range of
150% to 200%. That is, with SEM latent growth modeling approach, the sample size can be 2/3
to 1/2 of that for the multivariate repeated measures analysis for comparable statistical power.

6. For the data condition of Model V, i.e., the disordinal interaction pattern of the between-subject factor (Group) and within-subject factor (Time), there appeared to be some potential
difficulty for LGM approach, because a non-negligible proportion of samples failed to converge
even when sample size was relatively large. This suggests that this type of differences in the
groups' growth trajectories might be more difficult for LGM.

Future research may consider different data conditions, especially data conditions that are
NOT as "clean" as simulated in this study. For example, research in developmental trends shows
that later measurements typically have larger variances than early measurements (for examples,
see data in Fan, 2001; McArdle & Bell, 2000). In other words, individual differences typically
become more pronounced as they develop. This type of more realistic data structures may be
considered in simulation work in growth modeling. Future research in this area may also consider
the comparison of SEM latent growth modeling approach with growth modeling under the
framework of hierarchical linear modeling (HLM; Bryk & Raudenbush, 1992). It appears that no
systematic research has been conducted for such and similar comparisons in terms of power and
Type I error.
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<table>
<thead>
<tr>
<th>Correlation Pattern of Repeated Measurements</th>
<th>Y1</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Y2</td>
<td>.66</td>
</tr>
<tr>
<td></td>
<td>Y3</td>
<td>.59</td>
</tr>
<tr>
<td></td>
<td>Y4</td>
<td>.52</td>
</tr>
<tr>
<td></td>
<td>Y5</td>
<td>.45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Common STDs for Two Groups</th>
<th>10.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Means of Group 1:</td>
<td>50.00</td>
</tr>
<tr>
<td>Means of Group 2:</td>
<td>50.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>I Intercept Difference</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Small ES (d = .2)</td>
<td>52.00</td>
</tr>
<tr>
<td>Medium ES (d = .5)</td>
<td>55.00</td>
</tr>
<tr>
<td>Large ES (d = .8)</td>
<td>58.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>II Slope Difference</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Small ES (d = .2)</td>
<td>50.00</td>
</tr>
<tr>
<td>Medium ES (d = .5)</td>
<td>50.00</td>
</tr>
<tr>
<td>Large ES (d = .8)</td>
<td>50.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>III Intercept (d = .2) and Slope Differences (Ordinal Pattern-1)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>End with:</td>
<td></td>
</tr>
<tr>
<td>Medium ES (d = .5)</td>
<td>52.00</td>
</tr>
<tr>
<td>Large ES (d = .8)</td>
<td>52.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>IV Intercept and Slope Differences (Ordinal Pattern-2)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Start with:</td>
<td></td>
</tr>
<tr>
<td>Medium ES (d = .5)</td>
<td>45.00</td>
</tr>
<tr>
<td>Large ES (d = .8)</td>
<td>42.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>V Intercept and Slope Differences (Disordinal Pattern)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>End with:</td>
<td></td>
</tr>
<tr>
<td>Medium ES (d = .2)</td>
<td>52.00</td>
</tr>
<tr>
<td>Large ES (d = .5)</td>
<td>52.00</td>
</tr>
</tbody>
</table>
Table 2  Non-Converging Samples in SEM Latent Growth Modeling (%)

<table>
<thead>
<tr>
<th>Sample N</th>
<th>Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
</tr>
<tr>
<td>50</td>
<td>1.60</td>
</tr>
<tr>
<td>100</td>
<td>0.32</td>
</tr>
<tr>
<td>200</td>
<td>0.03</td>
</tr>
<tr>
<td>300</td>
<td>0.00</td>
</tr>
<tr>
<td>400</td>
<td>0.00</td>
</tr>
<tr>
<td>500</td>
<td>0.00</td>
</tr>
<tr>
<td>600</td>
<td>0.00</td>
</tr>
<tr>
<td>700</td>
<td>0.00</td>
</tr>
<tr>
<td>800</td>
<td>0.00</td>
</tr>
<tr>
<td>900</td>
<td>0.00</td>
</tr>
<tr>
<td>1000</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Figure Captions:

Figure 1  Unconditional (A) and Conditional (B) Latent Growth Models

Figure 2  Simulated Five Models of Group Differences

Model I:  Group Difference in Intercept Only

Model II:  Group Difference in Slope Only

Model III: Group Difference in both Intercept and Slope - Ordinal Group*Time Interaction Pattern (Start with Small ES; End with Medium or Large ES)

Model IV: Group Difference in both Intercept and Slope - Ordinal Group*Time Interaction Pattern (Start with Medium or Large ES; End with Small ES)

Model V: Group Difference in both Intercept and Slope - Disordinal Group*Time Interaction Pattern (Start with Small ES; End with Medium or Large ES in Reversed Direction)

Figure 3  Model I: Type I Error for Falsely Declaring Group Intercept and Slope Differences

Figure 4  Model I: Power for Detecting Intercept Difference: SEM and Univariate Repeated ANOVA (Assuming No Slope Difference)

Figure 5  Model II: Power for Detecting Slope Difference (Zero Intercept Difference; End with $d = 0.2$, $d = 0.5$, or $d = 0.8$)

Figure 6  Model III (Ordinal Interaction Pattern 1): Power for Detecting (a) Intercept Difference ($d = 0.2$), and (b) Slope Differences: End with $d = 0.5$, or $d = 0.8$

Figure 7  Model IV (Ordinal Interaction Pattern 2): Power for Detecting Slope Differences: Start with $d = 0.5$, or $d = 0.8$; End with $d = 0.2$

Figure 8  Model V (Disordinal Interaction Pattern): Power for Detecting Slope Differences – Start with $d = 0.2$; End with $d = 0.2$, or $d = 0.5$ in Reversed Direction
Power in growth modeling

Model A

Model B

Figure 1
Power in growth modeling

**Model I**

No diff: \( d = 0.00 \)
Small: \( d = 0.20 \)
Medium: \( d = 0.50 \)
Large: \( d = 0.80 \)

**Model II**

Small: \( d = 0.20 \)
Medium: \( d = 0.50 \)
Large: \( d = 0.80 \)

**Model III**

Small: \( d = 0.20 \)

**Model IV**

Medium: \( d = 0.50 \)
Large: \( d = 0.80 \)

**Model V**

Small: \( d = 0.20 \)
Medium: \( d = 0.50 \)

---

**Figure 2**

---
Type I Error Rate (at $\alpha = 0.05$)

For Intercept:
- $\bigcirc$: SEM
- $\blacksquare$: Univariate Repeated ANOVA

For Slope:
- $\bullet$: SEM
- $\blacktriangle$: Multivariate Repeated ANOVA
- $\blacksquare$: Univariate Repeated ANOVA

Figure 3
Power in growth modeling

Power (at $\alpha=.05$)

<table>
<thead>
<tr>
<th>100</th>
<th>90</th>
<th>80</th>
<th>70</th>
<th>60</th>
<th>50</th>
<th>40</th>
<th>30</th>
<th>20</th>
<th>10</th>
<th>0</th>
</tr>
</thead>
</table>

Sample Size

SEM:
- ●: $d = 0.2$
- ○: $d = 0.5$
- □: $d = 0.8$

Univariate Repeated ANOVA:
- ■: $d = 0.2$
- □: $d = 0.5$
- ◆: $d = 0.8$

Figure 4
Power (at $\alpha=.05$)

End with $d = 0.2$:
- ●: SEM
- ▲: Multivariate Repeated ANOVA
- ■: Univariate Repeated ANOVA

End with $d = 0.5$:
- ○: SEM
- △: Multivariate Repeated ANOVA
- □: Univariate Repeated ANOVA

End with $d = 0.8$
- ○: SEM
- △: Multivariate Repeated ANOVA
- □: Univariate Repeated ANOVA

Figure 5
Power (at $\alpha=.05$)

For Slope Difference:
(1) End with $d = 0.50$:
- $\bullet$: SEM
- $\blacktriangle$: Multivariate Repeated ANOVA
- $\blacksquare$: Univariate Repeated ANOVA
(2) End with $d = 0.80$:
- $\bigcirc$: SEM
- $\triangle$: Multivariate Repeated ANOVA
- $\square$: Univariate Repeated ANOVA

For Intercept Difference:
- $\times$: SEM

Figure 6

Sample Size
Power (at $\alpha=.05$)

Start with $d = 0.50$:
- $\bullet$ : SEM
- $\triangle$ : Multivariate Repeated ANOVA
- $\blacksquare$ : Univariate Repeated ANOVA

Start with $d = 0.80$:
- $\circ$ : SEM
- $\triangle$ : Multivariate Repeated ANOVA
- $\square$ : Univariate Repeated ANOVA

Figure 7
Power in growth modeling

End with $d = 0.20$:
- $\bullet$: SEM
- $\triangle$: Multivariate Repeated ANOVA
- $\blacksquare$: Univariate Repeated ANOVA

End with $d = 0.50$:
- $\circ$: SEM
- $\triangle$: Multivariate Repeated ANOVA
- $\square$: Univariate Repeated ANOVA

Power for detecting intercept difference ($d = 0.20$)
- $\times$: SEM

Figure 8
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