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A goal of the research is to develop an intelligent tutoring system (ITS) that adapts the delivery of instruction according to the learner’s needs by taking into account learner’s motivation states. Longterm and short-term parameters involved in the learning process are identified. We have found that learner’s motivation has strong influence on the learning achievement. A computational model to represent learner’s motivational states, using Bayesian network, is proposed. This model is further used to plan the individualized tutoring actions. This probabilistic model is the key to represent both learner’s knowledge and motivational states.
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1 Introduction

When designing an ITS system, usually, the first consideration is the teaching side, that is, deciding what to teach, what teaching strategies to apply, and what sequence of instruction to follow to facilitate learning. Although all these tasks are of unquestionable importance, to whom to teach, that is, the learning side should not be ignored. Teaching involves knowing what the learner wants or needs to study and planning the teaching material that leads to the desired learning outcome. However, since learners come with different background knowledge and needs, planning the individualized tutoring is not a trivial task.

Both background knowledge and motivational states of the learner have strong influence on the learning outcomes. Educational psychologists have revealed that human’s motivational states are the driving forces for learning. In other words, no matter how attractive the lecture is, the learner will not benefit from it if he/she does not have the willing to engage in the learning process. But since bandwidth between the teacher and learner in a conventional classroom environment is relatively unlimited, human teachers may have a chance to bring the unmotivated learner back to the class. In the virtual classroom, the virtual tutor must be equipped with a mechanism to increase learner's knowledge via diagnosis of learner's motivational states and plan the tutoring while keeping learner motivated. We will see that, although motivation cannot be transferred from person to person, there are some principles explaining the increase (or decrease) of motivation.

A goal of this research is to develop a framework of an intelligent tutoring system (ITS) that adjusts instructions to the individual learner's needs by taking into account the motivational states of the learner [1]. A key task is increasing the bandwidth between learner and the ITS system. In order to increase the bandwidth, one must find out the hidden relationship in the learner's behavior and observed learning outcomes. Usually, learning outcome is associated to the learner’s knowledge level, only. In this research, we first observe what actions contribute to increase learner’s motivation to engage in the tutoring and then to plan a course of actions.

2 The Nature of Human Learning
What makes the learning process easy for one and hard for others? Looking for the answer is the primary concern of educational psychologists. In this section, we look further into the parameters influencing the human learning process.

2.1 Human learning parameters

In educational psychology individual's learning aptitude difference is explained in terms of several external and internal causes [2-5]. The external sources are usually associated to causes beyond the learner's control like the type of media or the learning environment that affect the quality of learning outcome. On the other hand, internal sources are associated with the learner's own parameters like abilities and motivations. In this work, we focus on the internal causes.

Figure 1 shows the set of parameters that influence the learning process. Each block in the model represents the set of parameters that describe the learning process, and the arrows indicate the direction of the influence. The first two parameters depict the learner's intrinsic characteristics. It comprises the learner's current amount of knowledge and aspects describing the learner's unconscious learning drives, like the motivation to learn. The learner's characteristics, in turn, are relevant to his/her behavior. It comprises the conscious learning drives used to measure how much effort he is putting to learn the new material. As the result of the learner's behavior, his/her achievement can be measured by the learning outcomes. The achieved learning outcome, in turn, is fed back to the current amount of knowledge. In Section 3 we specify parameters comprising each block.

Among the subject's characteristics, one parameter that receives special attention in educational psychology is the motivation that drives learning. Motivation can be classified in two types: extrinsic and intrinsic [4]. Extrinsic motivators comprise external driving forces like studying to pass an exam or to receive a reward. The intrinsic motivators, on the other hand, are internal forces inherent to the individual like the interest in the subject matter or the desire to be successful. The ideal is that both motivators influence learners, but the reality is different. Usually extrinsic motivators, like grades and prizes, become the objective in the classroom. Unfortunately, extrinsic motivators tend to have a short-term effect and affect the learning activity [5,4]. The intrinsic motivators are the parameters that generate learning results in long-term perspectives. The favor to intrinsic motivators can be observed in a study conducted in [6]. The explanation found is consistent with what is known about the relationship between extrinsic motivations (such as grades) and intrinsic motivation (such as challenging tasks): extrinsic motivators tend to inhibit intrinsic motivators. That is, if learners were given the choice, they would rather choose easier exams in order to get high grades than selecting more challenging tasks.

Based on this argument, the proposed tutoring system emphasizes learner's intrinsic characteristics like abilities, progress, and confidence. It does not mean that extrinsic motivators are useless (test grades are not excluded in our system). Rather, the ideal is to balance both kinds of motivating drives. In the next subsection, the theories and principles that support our idea are explained.

2.2 The motivational and learning principles

We think that learning occurs only if the learner is motivated to learn. This desire to learn, whether intrinsic or extrinsic, is the driving force of how much effort the learner is willing to put in order to learn (see Figure 1). These efforts will be measured taking into account the learner's observable behaviors such as the time spent to read a lesson or the frequency of visiting the same lesson to study. Herewith, we define the intrinsic characteristics that later will serve as the backbone of the student model.

1. **Motivation**: Motivational state is the force that drives the learner to engage in an activity because of a feeling of need or desire. Though motivation cannot be transferred, it may increase (or decrease)
depending on the situation that the learner is faced. One of the situations in which changes in
motivational states may be observed is when the learner is presented tasks that fall in a range of
challenge such that success is perceived but not certain [7]. Besides the perceived probability of success,
others works [2,3] suggest also that the value of obtaining goal and acknowledge of progress are factors
affecting motivation.

2. Learning: Learning is the ultimately desired change in behavior and knowledge to be achieved by the
learner. Because of different background, motivational states and goals, learning results in different
acquisition rate and outcomes. With regard to the factors influencing learning, readiness to understand
the instruction is an essential requirement. Prerequisite knowledge is suggested as a measure of
readiness. Anxiety and uncertainty of achieving goal have negative influences on learning.

3. Interest and progress: The acquisition of an ability or skill is a potential activator of interest since
people tend to repeat things in which they are successful [4]. That is, when learners obtain evidence of
their learning progress, not only interest tends to increase but also performance will be superior to what
it would have been without such acknowledgment. Progress, may be thought of as the sum of learning
achievements.

4. Retention: Retention is a measure of how well learners remember already acquired facts. The longer the
time delay, the lower the retention factor. While time delay decreases retention, rehearsal strengthens the
ability to recall old information.

5. Ability degree: The learner’s ability degree is a measure of preparedness to learn academic material [3].
We define it as directly dependent on readiness, expertise level, and complexity of the topic. Expertise
level, in turn, is measured by the amount of knowledge the learner has accumulated.

6. Attention: By attention we mean a measure of how the learner is directing his/her mind to the given task.
We define it as the result of the positive influence of motivation and ability degree and the negative
influence of distraction due to complexity of topic.

7. Effort: The effort tells us how the learner is behaving in order to achieve learning goals. Since it is not
possible to observe it directly, we measure it by the frequency of dedicating to the study (frequency of
use), the time delay between studies, the amount of time engaged in reading (time for reading), whether
the learner performs the tasks (practice), and whether non-mastered topics are rehearsed (rehearsal).

It is obvious that intrinsic motivators are difficult to measure. Choosing challenging tasks neither brings
immediate results nor it is easily measured. Marks and points, on the other hand, are concrete measures,
easily interpreted and cause immediate satisfaction. The first task is to use intrinsic motivators in the student
model such that they bring immediate and measurable results. The model presented in the next section
covers this.

3 Student Modeling Task

In this section, we present the student model, using Bayesian network, based on the parameters mentioned in
Section 2. The student model is divided in two parts: the motivational model and the knowledge model. The
motivational model is generic, domain independent and applies to all learners. The knowledge model, on the
other hand, is domain specific. The subject matter chosen for knowledge model is the concepts of the C
programming language.

3.1 Modeling learner’s motivational states

Tutoring based on the learner’s motivation requires a mechanism to diagnose motivational states. Here, we
take an approach that complements the limitation of existing proposals, such as [8]. However, I may
introduce a new burden in creating motivational diagnosis. It is due to the modeling process and the task of
estimating the probabilities for all variables in the network. On the other hand, the advantage is that it
eliminates the learner’s burden because the diagnosis is running in background mode while the learner is
using the system.

Building a student model based on Bayesian network requires two distinct tasks: the qualitative part that
concerns the modeling of relevant variables involved in the domain, and the quantitative part that deals with
the probabilities. As we are interested in representing the student motivational model, the qualitative
modeling is concerned with the problems of identifying what information about the learner will be modeled
and how that information will be modeled. In the quantitative modeling, we are concerned with the problem
of specifying how the probabilities will be computed.
3.1.1 Qualitative analysis: encoding of dependence

The difficult part in the qualitative analysis is to find out how the variables influence each other. Our starting point was the learning parameters described in Figure 1: knowledge states, learning drives, learner's behavior, and learning achievements. These rough sets were further expanded based on the learning and motivational principles explained in Section 2. The refinement is done top-down: start from the first parameter down to the last one. The result is depicted in a network of Figure 2. The nodes in the network are divided into two types: directly observable nodes denoted by dashed-lines, and unobservable ones represented by solid-lines. The graph encodes the causal dependency among the motivational aspects relevant in the process. The common positioning of the variables is from cause to effect. An arrow from A to B is read as "A influences (or affects) B". For example, readiness is a factor that influences (or affects) motivation; ability influences attention.

![Figure 2: Student's motivational states model](image)

3.1.2 Quantitative analysis: expressing in numbers

The nodes probabilities may come from two different sources: probabilities set by experts and probabilities coming from repetitive calibration. It is worth mentioning that obtaining exact numbers is not really crucial since we are interested in the changes between the parameters rather than the values. In many cases, the advantages of Bayesian networks outweigh the load of eliciting the numbers. For example, locally encoding of information is an important aspect. Deleting or adding new information does not require the whole network be revised.

Initially, the probabilities in the student motivational model are rough estimations. The principles behind learning and motivation were translated to sentences like:

- There is a high probability that motivated learners (motivation) works harder (effort)
- or
- There is a low probability that the learner is persistent (persistence) if the task completion ratio is low (task completion ratio).

We repeated this example for all variables in the network. Next, the qualitative terms like high and low are expressed in numbers. Finally, using a Bayesian network editor that we have built, those values are tested.
3.2 Modeling learner's knowledge states

Now, the qualitative and quantitative analyses for the student knowledge model are discussed.

3.2.1 Qualitative modeling: semantic of the network

The network depicted in Figure 3 represents the Bayesian network for the student knowledge models. Again there are two kinds of nodes: knowledge units and test nodes. Knowledge units represent relevant concepts comprising the domain to be taught. Test nodes represent problems that serve to verify the understanding level of each knowledge unit.

In order to build the Bayesian network of Figure 3 we start by eliciting the knowledge units comprising the domain, represented by a solid node, and ranking them according to the difficulty/complexity of the unit. For example, if a unit does not require mastery of other units, then it is a candidate to be in the easiest level. Another unit that requires just mastery of the easiest level unit is the candidate to be the second easiest level, and so on.

Besides this classification, we have to find out how to represent those knowledge units in the network. Usually, Bayesian network is modeled based on cause-effect relationship. Since this is not easily perceived in our case, we extracted the factors that describe the units such as description, usage, and limitation. This analysis helps us to understand the hidden relationship between apparently unrelated units. We observed that some units fulfill the limitation of other units: for example, array and structure. In other cases, units present similarity in usage: for example, pointers and references. A link is added between those units in order to depict the fact that knowing one unit makes the probability of understanding the related unit more likely. Depending on the relevance of the knowledge unit within the domain, we can add more test nodes to the unit. In this example, since "Function", "Array", and "Pointer" play an important role within the domain of programming language, we can elaborate several test nodes covering those concepts.

The line of reasoning is as follows: if the learner solves correctly a problem associated to a knowledge unit, then the probability of knowing that unit increases. A link is added between knowledge unit and test node if it is required to know the unit in order to solve the problem. We add a link between knowledge units if exists a relevance relationship between them. Of course there is a tradeoff between compactness and preciseness. For example, learning about the "Fundamental data types" is essential for all remaining knowledge units, which we would have to add a link between that node and all other units. But, considering the precedence condition of the concepts, we were able to limit the links only to the directly relevant knowledge, such as
“Sequence expressions” and “Enumeration”.

3.2.2 Quantitative modeling: dealing with probabilities

For each variable in the network, there is a conditional probability table (CPT) with respect to its parent nodes. For example, for the node “Test14”, we have a CPT associating the “Test14” node to its parent nodes “Pointer” and “Function” knowledge units. That is, in order to answer the test correctly, the learner must understand both pointer and function. If the learner answers it correctly, it is inferred that he understands both units. If, however, the test was answered incorrectly, then, in the absence of other evidences, the associated units are considered not mastered yet. Suppose that we have already collected evidences that the learner knows about functions. In this case, rather than inferring both units as not mastered, it is more likely that only pointers have not been mastered yet. After including all the evidences and propagating the probabilities through the adjacent nodes, the network reaches an equilibrium state and we obtain the probability of the learner being in mastered level in each knowledge unit.

3.3 How the model works

Since learning occurs only if the learner has the desire or motivation to learn, the task we are concerned with is to keep the learner motivated to complete the tutoring. Consequently, the problems are: how to assess learner’s motivational states and how to proceed tutoring in order to keep (or increase) motivation.

Let’s consider the following situations: a novice learner who spends a long time without accessing the tutorial comes back to continue the lessons. Because of the long time delay between lessons, it is likely that he/she forgot something about the past lessons and needs a review. But, at the same time, the novice learner would probably become more motivated if he/she made some progress. In another case, an intermediate learner is apparently losing motivation because of repetitive unsuccessful response to exercises.

In each case, the system can infer different treatments for each learner needs and set appropriate courses of actions. Therefore, the model will be used to perform the following tasks:

1. Monitoring: observe the learner in a sequence of interactions to adjust prior beliefs about learner’s knowledge and learning drives.
2. Inference: because only a limited number of events are observable, infer what these directly observable actions tell about the other parameters.
3. Prediction: predict learner’s knowledge and motivational states in the next interaction given the information currently available.

To depict the evolution of the tutoring, we represent the learning cycle as a dynamic process, as shown in Figure 4. At each interaction, the learning achievement increases (or decreases) the amount of knowledge the learner possesses in the next interaction, which indirectly increases the motivational states. Including temporal characteristic is important because if episodic interactions were considered, the learner’s motivation, for example, would be inferred based on the current situation without taking into account past failure or success in outcome.

![Figure 4 The dynamic process of tutoring](image)

Dynamic Bayesian network [9] provides a mechanism to foresee the probability of interest in the next state
with regard to the current beliefs. That mechanism is called probabilistic projection and can be performed by a three step updating cycle called roll-up, estimation, and prediction phases, as suggested in the dynamic model of Figure 4. Keeping at most two time slices are sufficient to perform the inferential cycle. Figure 5 depicts the steps for updating a dynamic Bayesian network and below, a brief description of each step.

1. **Prediction**: suppose the network in Figure 5(a). Assuming that all the values have been calculated in time slice $t-1$, i.e., $Bel(X_{t-1})$, this probability should be incorporated in the next time slice by estimating $\hat{Bel}(X_t)$. In this step, the predicted probability distribution expected given the evidences known at time slice $t-1$ is calculated.

$$\hat{Bel}(X_t) = \sum_{X_{t-1}} P(X_t|X_{t-1}, E_{t-1})Bel(X_{t-1})$$

Where $E_{t-1}$ is all the evidence at time slice $t-1$; $P$ is the probability and "\$\$" denotes an estimation.

2. **Roll-up**: the roll-up is the process of removing the network on time slice $t-1$ and assigning a prior probability table for the state variables at time $t$, which is the $Bel(X_t)$ (Figure 5(b)).

3. **Estimation**: now, using the standard probabilistic network updating, the probability distribution over the current time slice $t+1$ is found and the steps for the next cycle can be repeated (Figure 5(c)).

$$Bel(X_t) = \alpha P(E_t|X_t)\hat{Bel}(X_t)$$

Where $\alpha$ is normalization constant.

![Figure 5 The updating cycle](image)

### 4 Planning Actions

Through educators frequently rely on experience and common sense to prepare a curriculum plan, there are some theories helping educators to organize the lessons and offer learners an easier way to assimilate new concepts. Following we describe the theories about the sequence of instruction and motivation strategies that we adopt in our project.

1. **Theories about sequence of instruction**: helps the instructor to select the next instruction when there are conflicting candidates.
   - **Simple-to-complex theory**: given two concepts A and B, if A is simpler than B, then choose A as the next candidate.
   - **Laws of organization**: if A and B are similar concepts and the learner knows A, then the probability of understanding B becomes higher.

2. **Motivational Strategies**: dictates the teaching strategies to apply given the learner’s motivational states and experience. Following, some examples of strategies:
   - Whenever a less motivated or confident learner does a task well, present similar tasks that are likely to be successful in order to increase his/her confidence and motivation.
   - If the learner presents high persistence or motivation, let him/her try again the task rather than promptly presenting the correct answer.
   - Show the learner his/her motivational and knowledge states in order to stimulate self-monitoring.

The way of actually planning actions and delivering instructions will be treated in the authors’ another paper.
5 Discussions

In order to model motivational states, we need a formalism that simultaneously offers mechanisms to: (a) model the causality explaining the principles involved in the learning process, (b) reason under the uncertainties inherent to the effects of the process, and (c) represent the temporal changes observed due to learning. The framework we proposed in this paper can cover all these factors. It is suitable for handling problems that can be modeled according to certain relevance conditions. In our case, the learning principles are the conditions that enable us to model the learning parameters. Although it is impossible to identify and to model all the parameters involved in learning, but Bayesian network’s reasoning mechanism is capable of dealing with incomplete as well as limited amount of data. Moreover, the ability to reason about the problem without necessarily observing all the variables involved constitutes another advantage.

With respect to the computational advantages of Bayesian networks, the structure of the network allows the locally encoding of information rather than globally. That is, once the network is consistently built, each node interacts only with the directly connected nodes [9]. The gain with this property is that addition or deletion of nodes can be done locally without revising the whole network. Additionally, the computation can be performed with regard to the adjacent parameters only.

6 Conclusions

We proposed a framework for an intelligent tutoring system that adapts instruction based on the learners’ needs by taking into account learner’s motivation states. Our main claim is that learner’s needs do not refer only to knowledge needs, but also to motivational needs. The bottleneck, however, is the limited bandwidth between human and machine. The first thought is, then, to direct the research in the latest technology in human-machine interface, like natural language understanding or eyes movement reading methods in order to increase the narrow communication channel. But is it really only the technological bottleneck that hinders the communication between human and machine? If so, then why human teachers have troubles with their pupils? This was the question that arose during the development of this work.

The bandwidth problem limits the communication channel, but providing the system all available information does not guarantee perfect communication. We realized that the cognitive and educational aspects come first. What is behind the human learning process? Why some students learn faster than the others? These questions, then, became the priorities in our work. After eliciting the parameters involved in learning, we faced with the problem of how to make best use of the limited source of information the system was capable of computing. The computational formalism that fulfilled our needs was Bayesian network. This probabilistic method not only reasons under limited source of information but also infers about yet unobserved variables. In this way, we could virtually increase the communication channel.

Planning based on motivational strategies is still in an immature stage and a subject of our forthcoming paper. For clarity, the student motivational model possesses a large number of parameters, which can be omitted according to the intended use. Since the model is modularized and domain-independent, it is also possible to reuse it to teach different domain application. The set of rules to execute motivational strategies we have defined is simply an adaptation of the motivational principles. Improvements are still needed in this direction.
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1 Introduction

There exist many works on optimized assessment process concerned with the efficiency of testing and its completeness. Granularity, prerequisite relationships, Bayesian propagation and neighborhood of knowledge states are some of the successful attempts employed to increase the efficiency of testing [2,5,6,13,17]. Yet, even though they could increase the efficiency significantly, they still have too many burdens given the large knowledge spaces. Fortunately, not all the student models need to be precise to be useful [10]. To ease the burden to student modeling, a fuzzy approach has been used and has so far worked quite well [3,10,11].

The purpose of this paper is to present the fuzzy approach in the assessment of student’s knowledge in the Perl Tutoring System [16], which teach programming language (Perl) by reinforcement from other supporting languages (C++ and/or Java). For the effectiveness of reinforcement, the system should quickly evaluate the student’s knowledge of supporting languages. But the assessment needs not to be in high precision. Other works related to student modeling almost put their emphasis on the adaptive assessment during tutoring [14,15,17]. Yet due to the nature of our Perl tutor, we apply an assessment module before tutoring begins and it consists of two parts: questionnaire and testing. During the questionnaire part, students are asked to self-assess their knowledge by filling out a form provided by the system. In order to evaluate their statements, a testing part is given based on those statements. At the end of the assessment, the tutor will have a general picture of students’ prior knowledge of supporting languages: with which part they are familiar etc. Since the goal of the assessment is only to get a rough knowledge states for supporting purpose, it should not take too long to complete. Thus, a coarse granularity with imprecise mastery level is appropriate.

In the next part of this paper, we briefly discuss the Perl tutoring system followed by the fuzzy logic. Then we will describe the questionnaire part and the testing part and end with discussion.

1 The work related to this paper is funded under the Hong Kong Polytechnic University research grant No. PolyU5072/98E.
2 Overview of the Perl Tutoring System

Figure 1 illustrates the directed tutoring graph in the system [16]. The three pieces of knowledge items presented to students are data type, logical operators and control structures. In the figure,
- Each vertex represents a sub-domain;
- Each pair of the sub-domain may be connected with a unidirectional or bi-directional arc.
- Each arc represents the relationship between two sub-domains.

Moreover, each sub-domain may consist of several vertices, which are the sub-sub-knowledge items of their parent domain. For example, under 'data type', we also have 'integer', 'float', 'boolean' etc.

C++ [1] and Java share many similarities with Perl, although they, of course, have their own features. See Table 1 for a comparison.
<table>
<thead>
<tr>
<th>CDR terms (General)</th>
<th>Knowledge piece in PERL</th>
<th>Knowledge piece in C++</th>
<th>Knowledge piece in Java</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operators</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Numeric operators</td>
<td>+, *, /, %, **</td>
<td>+, *, /, %</td>
<td>+, *, /, %</td>
</tr>
<tr>
<td>Relational operators</td>
<td>&lt;=, &gt;=, &lt;&gt; &lt;= (for numeric)</td>
<td>&lt;, &lt;=, &gt;, &gt;=</td>
<td>&lt;, &lt;=, &gt;, &gt;=</td>
</tr>
<tr>
<td></td>
<td>lt, le, gt, ge, cmp (for string)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equality operators</td>
<td>==, != (for numeric)</td>
<td>==, !=</td>
<td>==, !=</td>
</tr>
<tr>
<td></td>
<td>eq, ne (for string)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logical operators</td>
<td>&amp;&amp;,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(binary)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logical operators</td>
<td>!, -.</td>
<td>!, -.</td>
<td>!, -.</td>
</tr>
<tr>
<td>(unary)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bit manipulation operators</td>
<td>&amp;,. ^, ~</td>
<td>&amp;,. ^, ~</td>
<td>&amp;,. ^, ~</td>
</tr>
<tr>
<td>Bit shift operators</td>
<td>&lt;&lt;, &gt;&gt;</td>
<td>&lt;&lt;, &gt;&gt;</td>
<td>&lt;&lt;, &gt;&gt;</td>
</tr>
<tr>
<td>Auto-increment &amp; auto-decrement operators</td>
<td>++, --</td>
<td>++, --</td>
<td>++, --</td>
</tr>
<tr>
<td>Special operators</td>
<td>?:, ?=</td>
<td>?:, ?=</td>
<td>?:, ?=</td>
</tr>
<tr>
<td>Conditional operators</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other operators</td>
<td>*,(string operators)</td>
<td>Sizeof</td>
<td>Instanceof</td>
</tr>
<tr>
<td></td>
<td>&gt;,(dereference/reference operator)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple operators</td>
<td>+=, -=, *=, /=, %=, &amp;,,</td>
<td>=, &gt;&gt;=, &lt;&lt;=, &gt;&gt;&gt;, &gt;&gt;&gt;, &lt;&lt;=, &gt;&gt;=, =</td>
<td></td>
</tr>
<tr>
<td>Control structures</td>
<td>If, if/else, unless/else, while, do/while, for, continue, goto</td>
<td>If, if/else, while, do/while, for, continue, goto, switch</td>
<td>If, if/else, while, do/while, for, continue, goto, switch</td>
</tr>
<tr>
<td></td>
<td>Notes: labeled loops can be used within for, while, or do</td>
<td></td>
<td>Notes: labeled loops can be used within for, while, or do</td>
</tr>
<tr>
<td>Special structures</td>
<td>Foreach</td>
<td>Exit</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Redo</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Similarities and differences in C++, Java and Perl

CDR represents 'cross-domain reference' which serves as a dictionary for the domains. It is composed of basic terms used across the computer language regardless of which language is being referred. If the student has learned computer language before, he will develop a clear picture of the terms or concepts used, which serves as a guide for the learning of Perl. Besides, he will also integrate his former learning into his current. Through this knowledge transfers, the time spent on learning Perl will be greatly reduced [8].

Before tutoring begins, a weight is assigned to every direction of arc that represents the easiness of the acquisition of one sub-domain (target) after acquiring another (source). Since different students have different knowledge levels, the weight assigned to the same arc may not be the same. Thus, the weight across domain is jointly determined by the student model and the characteristics of knowledge (for detailed explanation, refer to [16]), i.e.,
\[ w_{ij} = f(d_{ij}, m_{ij}) \]

Where, \( w_{ij} \) is the weight of arc from \( i \) to \( j \).

\( f: \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R} \) is a non-decreasing function.

\( d_{ij} \) is an \( n \)-dimensional vector representing the similarity of \( i \) and \( j \). \( m_{ij} \) is an \( m \)-dimensional vector representing the student model, i.e., the student's knowledge level of \( i \).

The dimension of \( d_{ij} \) and \( m_{ij} \) depends on the number of attributes considered. Moreover, the value of \( d_{ij} \) is predetermined and the value of \( m_{ij} \) is determined based on the student model. Thus, the system would carry an assessment module to test the knowledge of a student towards a specific supporting domain knowledge before tutoring begins. In this paper, we focus on the determination of \( m_{ij} \).

3 The Assessment Model—A Fuzzy Approach

Since the main purpose of the model is to test student's overall abilities, it is not necessary for us to gain a very accurate picture of it (although it helps). And somehow we also cannot gain a clear picture of student history. Thus, we choose a fuzzy approach in analyzing the student's performance, and we believe that the imprecise assessment of the student's prior knowledge level is adequate.

3.1 The 'neighborhood of knowledge states'

The knowledge state has been defined as the subset of knowledge items from a large item pool that can be mastered by students [4]. Remember that knowledge items in different domains are identified by their names, which in turn are determined by a cross-domain vocabulary. Besides, each item is characterized by its relationship with other items. The neighborhood of a knowledge state was defined by Falmagne and Doignon [7] as all other states within a distance of at most one. It has been utilized for adaptive assessment by Dowling et al. [6]. In our system, we will not measure the exact distance within knowledge items, but we adopt it from another perspective. We define the neighbors of a knowledge item as the possible knowledge items which could be mastered in association with it. Let us have a look at an example.

Example 1.

1. \'<', '<=' represent 'less than' and 'less than or equal to', respectively, and they are relational operators.
2. '>', '>= represent 'greater than' and 'greater than or equal to', respectively.
3. '==', '!=' represent 'equal to' and 'not equal to', respectively, and they are equality operators.
4. '<', '<=' can be used for both numeric and strings.
5. '>', '>= can be used for both numeric and strings.
6. '==', '!=' can be used for both numeric and strings.
7. Numeric is data type.
8. Strings are data type.
9. The relational and equality operators can be used for all data types, numbers, expressions or their combinations.

Let \( M_s(X) \) denotes the student is sure to have mastered \( X \). And \( M_l(Y) \) denotes the student is likely to have mastered \( Y \). Where \( X, Y \) are sets of knowledge items. Then,

\[ M_s(X) \cup M_l(Y) \]

can be interpreted as "if the student is sure to have mastered \( X \), then he/she is likely to have mastered \( Y \)."

Then we will have:
1. \( M_s(1) \cup M_l(2, 4, 7, 8) \)
2. \( M_s(3) \cup M_l(6, 7, 8) \)
3. \( M_s(4, 5, 6) \cup M_l(7, 8) \)
4. \( M_s(9) \cup M_l(1, 2, 3, 4, 5, 6, 7, 8) \)

For example, if the student knows well how to make comparisons for numeric and strings, then we assume
that he/she is sure to have mastered: what is numeric, what is a string and the usage of the operators. Although we cannot determine that whether he masters other data types or not (that is, he is likely to have mastered other data types such as float etc), we can assess student’s knowledge state without having to extensively test his abilities of each knowledge item he/she may have learned. Therefore, test items in our model may test knowledge items in a wider ranger than similar work by Collins et. al. [2].

3.2 Fuzzy Logic

To express precisely the notion “sure”, “likely” or “unlikely”, we adopt fuzzy set methods and therefore using fuzzy rule for the inferences. For example, we define

\[
\text{Answer} = \{ \text{True, False} \}. \text{ And } A_1, A_2 \subset \text{Answer}, \text{ thus }
\]

\[
A_i = \mu_{A_i}(T)/\text{True} + \mu_{A_i}(F)/\text{False}
\]

\[
\text{Confidence} = \{ \text{unlikely, likely, sure} \}. \text{ And } B_1, B_2 \subset \text{Confidence}, \text{ thus }
\]

\[
B_i = \mu_{B_i}(u)/\text{unlikely} + \mu_{B_i}(l)/\text{likely} + \mu_{B_i}(s)/\text{sure}
\]

Assume we have two rules: \( R_1: A_1 \rightarrow B_1 \) and \( R_2: A_2 \rightarrow B_2 \)

Then, by Mamdani’s direct methods:

\[
B' = A' \circ R
\]

Where, \( R = R_1 \cup R_2 \)

\[
R_i = \begin{pmatrix}
\mu_{B_i}(T, u) & \mu_{B_i}(T, l) & \mu_{B_i}(T, s) \\
\mu_{B_i}(F, u) & \mu_{B_i}(F, l) & \mu_{B_i}(F, s)
\end{pmatrix}
\quad \text{and} \quad \mu_{B_i}(x, y) = \mu_{A_i}(x) \land \mu_{B_i}(y)
\]

Note here that all operators used, such as: +, /, \&, \lor, and \circ, are defined in fuzzy domain.\(^2\)

To illustrate it, let us assume that \( A_1 \) is “doing well in bit shift operator”, \( A_2 \) is “doing bad in bit shift operator”, \( B_1 \) is “understand bit manipulation if doing well in bit shift operator”, and \( B_2 \) is “understand bit manipulation if doing bad in bit shift operator”. Then, we can assign values such as:

\[
A_1 = 1.0/T \quad A_2 = 1.0/F
\]

\[
B_1 = 0.5/l + 0.5/s \quad B_2 = 1.0/u + 0.1/l
\]

And satisfied: \( R_1: A_1 \rightarrow B_1 \) and \( R_2: A_2 \rightarrow B_2 \). Thus,

\[
R_1 = \begin{pmatrix}
\mu_{A_1}(T) &=& 1.0 \\
\mu_{A_1}(F) &=& 0
\end{pmatrix}
\begin{pmatrix}
\mu_{B_1}(u) &=& 0 \\
\mu_{B_1}(l) &=& 0.5 \\
\mu_{B_1}(s) &=& 0.5
\end{pmatrix}
\]

\[
R_2 = \begin{pmatrix}
\mu_{A_2}(T) &=& 0 \\
\mu_{A_2}(F) &=& 1.0
\end{pmatrix}
\begin{pmatrix}
\mu_{B_2}(u) &=& 1.0 \\
\mu_{B_2}(l) &=& 0.1 \\
\mu_{B_2}(s) &=& 0
\end{pmatrix}
\]

\(^2\) Many books [18,19,20] in fuzzy set theory provide good explanations on these operators. We are not going to explain it further in this paper due to limited space.
With two rules, the fuzzy relation \( R_i \) is made from the implication \( A_i \rightarrow B_i \) (in this case, \( i=1,2 \)). The compiled fuzzy relation \( R \) is given as Mamdani's method:

\[
R = R_1 \cup R_2, \text{ computed as: }
\]

\[
\begin{bmatrix}
0 & 0.5 & 0.5 \\
1.0 & 0.1 & 0
\end{bmatrix}
\]

Now, assume after a series of testing, a student performance show \( A' = 0.9/T + 0.2/F \) in doing bit shift operator. Then, we can calculate his performance in bit manipulation as:

\[
B' = A' \circ R
\]

\[
\begin{bmatrix}
0.9 & 0.2 \\
1.0 & 0.1 & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
(0.9 \land 0) \lor (0.2 \land 1.0), \\
(0.9 \land 0.5) \lor (0.2 \land 0.5), \\
(0.9 \land 0.5) \lor (0.2 \land 0)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
0.2 & 0.5 & 0.5
\end{bmatrix}
\]

\[
B' = A' \circ R = 0.2/u + 0.5/s
\]

Which shows 0.5 likely to understand, 0.5 surely to understand and only 0.2 unlikely to understand bit manipulation.

### 4 Questionnaire and Testing

The questionnaire part consists of a series of knowledge items to be checked by students. The knowledge items are grouped into several groups based on their similarities and difficulties. Then, students are asked to fill the form about their mastery level in each group. Five grades are provided for each answer, i.e., very familiar, familiar, moderately familiar, not familiar, and never heard. After students provided their answers, the system retrieves a series of testing questions based on the difficulty (upper limit) of students’ answers, especially for the items marked 'moderately familiar'. But it does not mean that the presumably mastered items are not tested at all. Even the items marked 'very familiar' will be tested, but with a very low probability. Testing could be in the forms of short program lists or short questions, which are made as short, clear, and simple as possible. The reason is to avoid noise or errors which do not come from student knowledge itself. In order to avoid ambiguity in judging knowledge level when the question is not answered well, every question only consists few higher level concepts to be handled.

Moreover, an average of membership value is used if the same item occurs in several questions. (We can use Bayesian update but with higher cost, i.e., to set all the conditional probability among every question). For example, if from question 1, 2 and 3, a student performance on 'bit manipulation' shows

\[
0.8/T + 0.2/F, \quad 0.9/T + 0.3/F, \quad \text{and} \quad 1.0/T + 0.1/F
\]

respectively, then the overall performance is, simply, the average, i.e., \( 0.9/T + 0.2/F \).

If the question needed does not exist in the database, then a similar question is retrieved. The measure of similarity is based on the maximum number of high level concept appeared.

### Prerequisite relationship

In addition to the neighborhood relationships, prerequisite relationships are also applied. The prerequisite relationship provides not only test item ordering criteria in a "strong" sense, but also in a "weak" sense. In ordinary prerequisite criteria \( P(A, B) \) denotes "A is prerequisite of B". In our extended criteria, we introduce \( A' \) as:
If $A'$ is closely related to $A$ and $M_g(A') \sqcup M_g(A)$ then we have $P'(A', B)$, that is, $A'$ is weakly prerequisite of $B$.

So, if students have mastered item $A'$, we have: they are sure to have mastered $B$ without testing whether they have mastered item $A$ or not. By doing this, we can largely tighten the testing items and thus save more time.

5 Discussion

To know student's learning history and his knowledge level, we cannot ask them too detailed questions in order to gain a more full picture of their knowledge state (although it helps) since it will make student modeling itself a kind of a complex system. But we need them to aid in the assessment, so how much trust should we have in the student's own assessment? This is the question we need answer before we proceed. In our system, we will not generate the tutoring graph solely based on their answers. Our solution is to test by giving them several pre-stored test items: if they can write out the outcome correctly, we assume that he has mastered the knowledge pieces and rules needed for this program.

Thus, the assessment will proceed. Test items need not to be like traditional testing questions in classrooms. They can be mini-programs or short questions provided that they can be used as a guide to assess students' mastery level of declarative knowledge.

Furthermore, we also should consider the nature of the language. For example, If the student has studied both Prolog and Java before, considering the respective relationship of them with Perl, we will still use Java as supporting knowledge because it is closer to Perl. This factor is called Knowledge Relation (K-R), and it will be assigned to $d_j$.

At the end of the self-assessment section, a directed tutoring graph is generated. And student will be tutored based on it.

Currently, we are constructing the fuzzy rules which are applied for the assessment module, followed by the implementation and evaluation of it.
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1 Introduction

Since John Holland introduced the Genetic Algorithm (GA) in 1975 [10], many applications, especially the optimization problems and the search problems, have been studied and solved by this technique [2, 5, 7, 8, 21]. However, many problems in education, such as the parallel tests' construction, are also very difficult to solve and urgently find a more effective method to generate better results. The design of parallel test forms can be performed by the Item response theory (IRT) [9, 11, 12, 13, 20, 22]. Item response theory has served as the basis for test design for a variety of measurement purposes [1, 3, 6, 18]. However, the test construction problem (or item selection problem) can be formulated as a zero-one combinatorial optimization problem [14] and therefore processing time increases exponentially with the number of items in the item bank. For this reasons, many mathematical programming methods and heuristic methods have been developed to facilitate test design. These methods commonly involve the construction of parallel test forms, in which the test information function varies as little as possible between forms. The test information function can be computed by calculating the sum of the item information function \( I(\theta) \) for the items included on the test [4]:

\[
I(\theta) = \sum_{i=1}^{m} I_i(\theta),
\]

where \( m \) is the number of items on the test. For example, if a test for screening out the middle ability students is required to be constructed (see Figure 1), then items with greater information at the middle ability levels would be selected from the item pool. Table 1 shows the three parameters and item information of items in the item pool. For constructing parallel tests, a test is dedicated as the target test and another test is designed to approximate the test information function of the target test. The less the deviation there is between the target test information function and the constructed test information function, the more satisfactory the test is. Therefore, a test designer selects items which allow the information function of the constructed test to most closely approach the target test information function. Since the item selection problem is a combinatorial optimization problem, the number of combinations increases exponentially with the number of items in the item bank. For this reason, the designers must use the weak methods (heuristic
algorithms), which are capable only of finding "good" solutions but not "optimal" solutions. For example, linear programming (LP) techniques are the most commonly used for the test construction. In linear programming techniques, items are selected in order to optimize objectives within the given constraints.

Good solutions can be produced by a variety of heuristic methods, such as the branch-and-bound method, the revised simplex method which use the relaxed 0-1 linear programming model, the weighted deviation model, the neural network technique, and the greedy approach. Test construction problems commonly involve a list of objective functions with various purposes, but the test information function is the common objective of all test design problems. Therefore, in this paper, we will only consider how to select items in order to meet the requirements of the test information function. The difficulty of this problem, however, is not reduced by eliminating consideration of the content attributes. The test construction problem can be coded as binary strings, and then solved by the genetic operations: reproduction, crossover, and mutation. In order to evaluate the performance of this method, two hundred test information functions

Table 1. Three parameters and item information of items (the first 20 items of the item pool)

<table>
<thead>
<tr>
<th>Item</th>
<th>Item Parameters</th>
<th>Ability Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>1</td>
<td>0.763</td>
<td>-3.000</td>
</tr>
<tr>
<td>2</td>
<td>0.435</td>
<td>-0.546</td>
</tr>
<tr>
<td>3</td>
<td>0.803</td>
<td>0.537</td>
</tr>
<tr>
<td>4</td>
<td>1.187</td>
<td>0.080</td>
</tr>
<tr>
<td>5</td>
<td>0.844</td>
<td>-1.176</td>
</tr>
<tr>
<td>6</td>
<td>0.730</td>
<td>0.169</td>
</tr>
<tr>
<td>7</td>
<td>0.732</td>
<td>1.127</td>
</tr>
<tr>
<td>8</td>
<td>0.625</td>
<td>-1.650</td>
</tr>
<tr>
<td>9</td>
<td>1.428</td>
<td>2.831</td>
</tr>
<tr>
<td>10</td>
<td>0.541</td>
<td>0.063</td>
</tr>
<tr>
<td>11</td>
<td>0.983</td>
<td>-1.587</td>
</tr>
<tr>
<td>12</td>
<td>0.661</td>
<td>-1.707</td>
</tr>
<tr>
<td>13</td>
<td>0.538</td>
<td>-1.368</td>
</tr>
<tr>
<td>14</td>
<td>1.183</td>
<td>-0.378</td>
</tr>
<tr>
<td>15</td>
<td>0.400</td>
<td>-0.363</td>
</tr>
<tr>
<td>16</td>
<td>0.558</td>
<td>0.220</td>
</tr>
<tr>
<td>17</td>
<td>0.960</td>
<td>0.378</td>
</tr>
<tr>
<td>18</td>
<td>0.814</td>
<td>1.828</td>
</tr>
<tr>
<td>19</td>
<td>0.891</td>
<td>-0.490</td>
</tr>
<tr>
<td>20</td>
<td>1.083</td>
<td>-1.295</td>
</tr>
</tbody>
</table>
for parallel test forms of two types (one-peak and two-peak functions) were randomly generated. Experiments show that the GA technique generates much better results than those obtained by other methods with improvement ratios exceeding 98.26% (i.e., the errors of test information functions obtained by our method are better than others one order of magnitude). The GA method produces tests in which the test information functions very closely approach the target test information functions. It should be very useful to test designers for constructing parallel tests.

2 Test Construction by the Genetic Algorithm

The GA technique for the test construction problem is to code the state of the items as binary strings (i.e., chromosome strings), and then apply the genetic operations: reproduction, crossover, and mutation, to generate a set of new chromosome strings for next generation. The evolution of chromosome strings will proceed until the number of generations reaches the presetting value. Then, the most “fit” chromosome string is the result for the problem. So, a simple GA works as follows:

1. Randomly generate a population with \( P \) n-bit chromosome (candidate solutions to a problem).
2. Calculate the fitness (error), \( f(x) \), of each chromosome \( x \) in the population.
3. Repeat the following steps until \( k \) offspring have been generated:
   - Cross over a pair of chromosomes with probability \( p_c \) (crossover probability) at a randomly chosen point to form two offspring (as shown in Figure 2).
   - Mutate the state of gene in the chromosome with probability \( p_m \) (mutation probability), and place the resulting chromosomes in the new population (as shown in Figure 3).

   ![Figure 2. An illustration of 1-point crossover operation for a pair of chromosomes with 14-bit binary strings, and a crossover point is randomly selected between the 8th and the 9th bit positions.](image)

   ![Figure 3. An illustration of mutation operation for a chromosome with the 14-bit binary string, and two mutation points are randomly selected at the 9th and the 12th bit positions.](image)

4. Select a number of chromosomes with the probability \( p_r \) from the current population, the probability of selection being an increasing function of fitness. The selected chromosomes are reproduced for the new population.
5. Replace the current population with the new population.
6. If the number of generations reaches the presetting value or obtain the required solution, then stop. Else go to step 2.

Each iteration of this process is called a generation, and the entire set of generations is called a run. For the test construction problem, the chromosome string and the fitness function are designed as follows. We use a binary string (i.e., chromosome), \( X \), to represent the state of all items in the item bank. Each element, \( x_i, i=1 \sim n \), in \( X \) is used to represent the state of item \( i \) which is included in (\( x_i=1 \)) or excluded from (\( x_i=0 \)) the item bank. Then, the fitness function for evaluating the score of a chromosome is defined as Equation (2).

\[
E_x = \sum_{j=1}^{n} (d_j - O_j)^2
\]  

(2)
The less the value of the fitness function, the less the error of the solution. Based on the fitness function, the chromosome strings in new population can be generated by genetic operations and then find better solutions. This evolution process will continue until reaches the presetting generation number or the required quality of result. For all generations, the best chromosome string with the least fitness function will be the final solution which closely approximates the target test information function. The detailed operations of the proposed approach are described as follows.

The Genetic Algorithm for Item Selection

In the proposed genetic algorithm, each chromosome string, \( X \), contains \( n \)-bit, where \( n \) is the number of items in the item bank, in which \( m \) bits are "1" and else are "0" for constructing a test with \( m \) bits. The state of bit \( x_i \) in the chromosome represents the corresponding item \( i \) that is included in \( x_i = 1 \) the test or excluded from \( x_i = 0 \) the test. Then, for each chromosome, we can compute the error between the test information function of constructed test and the test information function of target test. This squared error (see Equation (2)) is then defined as the fitness function for evolution process. By applying the genetic operations: crossover, mutation, and reproduction, the population in the new generation can be obtained such that the better chromosome strings (less error) may be generated.

The detailed operations for this approach are stated as follows.

1. Set the initial population of chromosome strings and parameters of evolution process.
   An initial population of \( P \) chromosome strings is randomly generated, with each containing \( n \) binary bits in which \( m \) bits are "1" and else are "0". The crossover, mutation and reproduction probabilities are set to \( p_c \), \( p_m \) and \( p_r \) respectively. The maximum number of generations is set to \( \text{gener}_\text{no} \), and the initial generation number, \( t \), (the iteration index) is set to zero.

2. Compute the values of fitness functions for all chromosome strings in population.
   \[
   \text{fitness}(X_k) = \sum_{j=1}^{J} (d_{O_j} - O_j^k)^2,
   \]
   where \( O_j^k \) is the value of test information function at ability level \( j \) for chromosome \( k \). It can be computed as:
   \[
   O_j^k(t) = \sum_{i=1}^{n} w_i x_i^k(t), \quad \forall j = 1 \sim s.
   \]
   where \( w_i \) is the item information function for the item \( i \) at the ability level \( j \), and \( x_i^k \) is the state of item \( i \) in the chromosome \( k \).

3. For each chromosome \( k \) in the population, complete the following genetic operations for generating \( P \) offspring.
   3.1. Two-point crossover is used in our method. The offspring for each pair of parent is generated with the probability \( p_c \), and then a period of chromosome string in the offspring is the same as one parent and else is the same as another parent (as shown in Figure 4).

   ![Figure 4. An illustration of the two-point crossover operation and 4 bits in the middle of chromosome strings are exchanged in offspring.](image)

   3.2. For all chromosome strings, a mutation probability \( p_m \) is used to selected some chromosomes for changing the state of gene randomly.

   3.3. Find some chromosome strings with the probability \( p_r \) from the population, and then become the offspring for the new population.

   3.4. If the best chromosome in offspring is satisfied the requirement of test designer, or the generation number is reached the maximum, then the evolution process is stopped. Else, the generation number is increased by one, and goes to step 2.
4. Stop.
At the end of computation, the best chromosome string is the solution of the item selection problem and the genes with state \( x_i = 1 \), for all \( i \), are the items selected for inclusion on the final version of the test.

In the proposed GA approach, all chromosome strings are selected by the genetic operations such that the new chromosome strings in the new population are generated. In this way, the offspring may be better than the parent, and obtain the better solution for the item selection problem. Experimental results show that our method is much better than other methods, as will be discussed in the next section.

3 Performance Evaluation

Several methods have recently been proposed for more efficient construction of parallel test forms; we will use four of them to compare the performance with our method. Those are the greedy approach [16], the neural network method [15], the Swanson and Stocking method [17], and the Wang and Ackerman method [19]. We used a real item bank with 320 items based on the three-parameter model of IRT to compare the performance of genetic algorithm with that of other methods. The amount of information on the target test varied within the ranges shown in Table 2 (for a one-peak shape test information curve) and Table 3 (for a two-peak shape test information curve). Following the limitations of the information quantities defined in these two tables, one hundred target test information functions were randomly generated for each of the two shapes. The parameters for evolution are defined as following: \( P = 150 \), \( n = 320 \), \( m = 40 \), \( p_c = 100\% \), \( p_m = 0.4\% \), \( p_r = 13.3\% \), and \( \text{gener no} = 2000 \). Figures 5 and 6 show the evolution process for one-peak and two-peak test information functions, respectively. The test information functions constructed by different methods are shown in Figures 7 and 8. The average sum of the squared error between the information functions of the target tests and that of the constructed tests is shown in Table 4. We see that the proposed genetic approach greatly reduces error, with average improvement ratios greater than 98.26%. We see that the proposed item selection method can be applied to generate excellent results. It should prove be very useful to test designers who are constructing parallel test forms or desired tests for a variety of assessment purposes.

<table>
<thead>
<tr>
<th>Table 2. The ranges of test information used to randomly generate 100 target test information functions (one-peak shape).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Index of Ability Level</strong></td>
</tr>
<tr>
<td><strong>Ability Level</strong></td>
</tr>
<tr>
<td><strong>Test Information</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3. The ranges of test information used to randomly generate 100 target test information functions (two-peak shape).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Index of Ability Level</strong></td>
</tr>
<tr>
<td><strong>Ability Level</strong></td>
</tr>
<tr>
<td><strong>Test Information</strong></td>
</tr>
</tbody>
</table>
Figure 5. The worst, the average, and the best cases in the evolution for solving the item selection problem with one-peak shape test information function by using the genetic algorithm.

Figure 6. The worst, the average, and the best cases in the evolution for solving the item problem with two-peak shape test information function by using the genetic algorithm.

Figure 7. Test information curves (one-peak shape) for a target test, a test produced by the greedy approach, the neural network approach, Swanson & Stocking method, Wang & Ackerman method, and the genetic algorithm.

Figure 8. Test information curves (two-peak shape) for a target test, a test produced by the greedy approach, the neural network approach, Swanson & Stocking method, Wang & Ackerman method, and the genetic algorithm.
4 Conclusions

In this paper, a novel method, based on the genetic algorithm, is proposed to construct a desired test from an item bank. The proposed method can effectively construct parallel test forms or a test whose test information function closely approximates that of a target test. A real item pool was used to evaluate the performance of our method. The experimental results show that the proposed approach is able to obtain very well results that are much better than other methods. The average improvement ratio exceeds more than 98.26%. We successfully extend the applications of genetic algorithm to educational measurement and this technique will be very useful to the test designers.
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Table 4. The average sum of squared error between the information function of the target test and the information function of the constructed test. The improvement ratios of the average error are also shown.

<table>
<thead>
<tr>
<th>Methods Conditions</th>
<th>Genetic Algorithm</th>
<th>Greedy Approach</th>
<th>Neural Network</th>
<th>Swanson &amp; Stocking</th>
<th>Wang &amp; Ackerman</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table 3</td>
<td>1.3925E-2</td>
<td>0.7251</td>
<td>0.6945</td>
<td>0.9715</td>
<td>12.8340</td>
</tr>
<tr>
<td>Table 4</td>
<td>5.6887E-3</td>
<td>0.6986</td>
<td>0.7416</td>
<td>0.2755</td>
<td>2.9536</td>
</tr>
<tr>
<td>Average Errors</td>
<td>9.8069E-3</td>
<td>0.7119</td>
<td>0.7181</td>
<td>0.6245</td>
<td>7.8938</td>
</tr>
<tr>
<td>Improvement Ratio*</td>
<td>---</td>
<td>98.2664</td>
<td>98.6343</td>
<td>98.3976</td>
<td>99.8758</td>
</tr>
</tbody>
</table>

*Improvement Ratio (%) = (errorX - errorO) / errorX x 100
errorO: the errors generated by the genetic algorithm.
errorX: the errors generated by one of the following methods: the greedy method, the neural network, the Swanson & Stocking method, or the Wang & Ackerman method.
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Several researchers indicate that to pose arithmetical word problems is an important way to learn arithmetic. However, the problem posing practice actually is not popular. In this paper, we describe an Intelligent Learning Environment which realizes the problem posing practice. In the problem posing practice, the learners pose problems by using the tools provided by the ILE. The ILE has a facility to diagnose the problems posed by the learners. By using the result of the diagnosis, the ILE indicates whether the problems are correct or not, helps the learner to correct the wrong problems, and provides the next step of problem posing. We used the ILE in three different situations for evaluation. The subjects were elementary school teachers and elementary school students. We also report the results of the evaluation. In the ILE, the interface was implemented in Java, and the diagnosis module was implemented in Prolog. So it can be used on World Wide Web. The current environment deals with simple arithmetical word problems.

Keywords: intelligent learning environment, problem posing, intelligent tutoring system, interactive education, World Wide Web

1 Introduction

The main purpose of the practice to solve arithmetical word problems is to make learners recognize the relations between concepts and numerical relations, and master to use the relations. Although the problem solving practice is the most popular way, it is not the only way. Several researchers indicate that to pose arithmetical word problems is also effective. However, the problem posing practice actually is not popular.

The main reason is that the problem posing practice is strongly required teachers to deal with each learner individually in comparison with the practice of problem solving. We aim to realize computer-based learning environments for the problem posing practice [1]. For the problem solving practice, many ILEs are developed so far [2-6]. However, there are few ILEs for the problem posing practice until now.

This paper describes an Intelligent Learning Environment for the problem posing practice for simple arithmetical word problems that can be solved by the addition of one time or the subtraction of one time. The main characteristic of the ILE is the function to diagnose the posed problems. By using the results, the ILE indicates errors in the posed problems and suggests that the next step of problem posing.

Interface of the ILE was implemented in Java, and the diagnosis module was implemented in Prolog. Therefore, if only users have a computer connected to Internet with a popular internet browser, they can use the ILE through WWW: E-mail: nakano@minnie.ai.kyutech.ac.jp

In this paper, the first, the necessity of problem posing and an Intelligent Learning Environment for it are described. Then, interface and diagnosis module of the ILE are explained. The results of preliminary evaluation of the ILE are also reported.
2 Background

2.1 The necessity of an ILE for problem posing

Several researches about problem posing of arithmetical word problems suggested that problem posing was important to learn arithmetic, for example, analysis and investigation about the task of problem posing [7,8], investigation about effect of the problem posing practice [9], investigation in the problem posing practice at arithmetic class [10,11]. Besides, the Curriculum and Evaluation Standards for School Mathematics (in USA, 1989), and Professional Standards for Teaching Mathematics (in USA, 1991) also indicated that it was important for learners to experience to pose problems.

However, the practice actually is not popular in arithmetic class in comparison with problem solving practice. In the practice of problem solving, every problem has an answer and one or a few solution methods. Therefore, the teachers can easily judge the results of problem solving by learners. Then when the answer is wrong, to tell the correct answer or the solution method is not meaningless.

In contrast with problem solving practice, to prepare every correct problem in the problem posing practice is very difficult. Besides, the correct problem that a learner is trying to pose, after depends on the wrong problem posed by the learner. Therefore, the teachers have to examine each problem whether the problem is correct or not, and where of the problem is wrong.

Based on this consideration, we believe that to realize an ILE for problem posing with problem diagnosis function is the promising way to make learning by problem posing popular.

2.2 The problem posing dealt in the ILE

Silver has noted that the term "problem posing" is generally applied to three quite distinct forms of mathematical cognitive activity [12]. They classified three types of problem posing: (1) presolution posing, in which one generates original problems from a presented stimulus situation, (2) within-solution posing, in which one reformulates a problem as it is being solved, and (3) postsolution posing, in which one modifies the goals or conditions of an already solved problem to generate new problems. The problem posing dealt in our ILE is (2) within-solution posing. In the ILE, because, in the ILE, first, a learner decides a calculation formula to solve the problem, and next, he/she is trying to pose problem solved by the calculation.

Currently, the LIE can deal with only Change-Problem[13]. In Change-Problem, the quantity in the initial situation is changed to the quantity in the final situation by the change action. The Change-Problem usually consists of three sentences: the first sentence describes the initial situation, the second sentence describes the change action, and the third sentence describes the final situation. Therefore, we prepare a "problem template" that composed of three single sentence templates. By filling in the blanks of three single sentence templates, the problem is completed.

In the ILE, the template of Chang-Problem is composed of the tree single sentence templates that describe: initial situation, change action, and final situation, respectively. The initial situation has the four information: "owner", "object", "number", and "unit". This means that "owner" has "object" and the number of "object" is "number", then, the unit of the number is "unit". The change action has the five information: "actor", "object", "number", "unit", "action". Several actions, for example, "take" has two more information: "from" and "to". The final situation has the four information: "owner", "object", "number", and "unit".

3 ILE for problem posing

3.1 Configuration of the ILE

The current version of the ILE consists of clients and server shown in Figure 1. A client is an interface of the ILE. The interface provides learners the tools to pose problems and gives them guidance to promote problem posing. Inter face is explained in more details in this section 3.2.

The server has two modules: the one is Problem Diagnosis Module and the other is Advice Generator. First, the ILE receives the posed problem, and diagnoses it in Problem Diagnosis Module. Next, in Advice Generator, the ILE generates advice for each learner by using the result of diagnosis. These are explained in
more details in this section 3.3.

Because the ILE deals with several learners by one server, the ILE manages ID, PW, and Learner Model in Private Information Manager.

![Diagram of the ILE frame]

**Figure 1: The frame of the ILE**

### 3.2 Interface

Figure 2 shows the interface of the ILE. Current interface deals with only Japanese. In Figure 2, Japanese was translated into English for this paper. The parts of the interface are expressed as follows.

- **Calculation Formula Panel**
  In this panel, a learner gives calculation formula. The learner poses problems which can be solved by this calculation formula.

- **Concept Panel**
  This panel provides concepts to fill in blanks of sentences (three single sentences templates). The concepts that are provided in the Concept Panel are classified in the five categories: "human", "object", "unit", "action", "number".

- **Ten-key**

![Prototype Interface](image)
Numerical values are put into blanks of sentences with Ten-key.

**Problem Posing Panel**

In the current version, this panel provides the template of Change-Problem. The ILE asks a learner to fill in blanks of sentences. In the order of the blanks, the ILE gives questions. By answering the questions, the blanks are filled in. Here, the learner has to select concepts from Concept Panel. By using Figure 3, posing a sentence of initial situation in Chang-Problem is explained. The left side of the figure shows questions. For example, the initial situation in Chang-Problem is composed of four elements: “owner”, “object”, “number” and “unit”. So, the ILE asks the learner “Who has?”, “What the person has?”, “How many?”, “What is unit?”. The learner also should decide what number is the answer by selecting the question mark in Ten-key.

The right side of the figure shows an example which the learner answered the questions. The result shows “Tom has 5 pieces of Apple Pies”. By answering the all questions, learners pose problems For example, Figure 2 shows the correct problem in Problem Posing Panel: the initial situation is “Tom has 5 pieces of Apple Pies”, the change action is “Tom eats the 3 pieces of Apple Pies”, and the final situation is “How many pieces of Apple Pies does Tom have?”.

**Comment Panel**

This panel shows advice and suggestion massages that are generated based on the diagnosis of the posed problems.

### 3.3 Problem posing in the ILE

A learner poses a problem by the following process.

1. **Giving a calculation formula**
   First, the learner gives a calculation formula. The calculation formula consists in three elements. That is, two operands and an operator. Because the calculation formula is the way to get the answer of the problem, we call it solution.
   The solution can be applied to several numerical relations. For examples, if the learner assigned “5-3” to the solution, the solution can be applied to the following four numerical relations: (a) “5-3=X”, (b) “5-X=3”, (c) “3+X=5”, (d) “X+3=5” (the current version of the ILE only handles natural numbers). Here, numerical relation (a) means the answer is the number in the final situation, numerical relation (b) and (c) mean the answer is the number in the change action, and numerical relation (d) means the answer is the number in the Initial situation.

2. **Selecting concepts from Concept Panel and combining them with the template of Change-Problem**
   The template has several blanks, and the ILE asks the learner to pose a problem by filling the blanks with the concepts. Then, if the learner selected a concept from the set of wrong concepts, the ILE can give the learner feedback, which suggested that the concept is wrong.

3. **Request to diagnose a problem**
   When the learner clicks the “diagnosis button”, the problem is sent to the server and is diagnosed.

4. **Revising the wrong problem by using the suggestion given in the Comment Panel**
   When the posed problem is wrong, the learner receives feedback that indicates an error at Comment Panel.
   The ILE generates the message by using the result of the diagnosis.

5. **Posing the new problem by using the suggestion**
   When the learner posed the correct problem, the learner receives feedback which is suggests to pose the new type of problems.

### 3.4 Problem Diagnosis Module and Advice Generator
Problem Diagnosis Module and Advice Generator are functions of the server in the ILE. Problem Diagnosis Module diagnoses problems sent by the client, and Advice Generator generates messages that are provided for each learner.

The ILE, first, diagnoses a single sentence and then diagnoses the problem composed of three sentences, and compares the solution given by a learner with the problem posed by the learner. In the first step, the module has knowledge about acceptable sentences (initial situation, change action, final situation). We call each sentence "basic relation", and the knowledge "single sentence schema". The single sentence schema checks each basic relation to find the errors in a sentence.

In the second step, the relation among the sentences is diagnosed. The module has the knowledge about acceptable relations among basic relations. We call the knowledge "problem schema". The problem schema checks the numerical relation between the sentences to find the wrong sentence in the problem.

In the third step, the relation between the solution and the problem is diagnosed.

In the following section, the diagnosis process is explained. Then, the feedback made by the diagnosis result is presented.

### 3.4.1 Diagnosis of the posed problems

Diagnosis of the posed problems is carried out in three steps: the first step is the diagnosis of a single sentence. The second step is the diagnosis of the problem composed of three sentences. The third step is the diagnosis of the relation between the problem and the solution.

1. Diagnosis of a single sentence
   
   In this diagnosis, two types of errors are detected: (1-a) errors in the relation between object and action, and (1-b) errors in the relation between object and number. Here, Mismatch of blanks (that is, object blank or action blank and so on) and concepts is already checked in the interface.

   An example of (1-a) is a sentence that "Tom eats his 2 sheets of postcards." "Tom has 5 cups of apple pies" is an example of (1-b). These errors are detected by checking with sentence schema in that the acceptable relations between object and action or object and number are described.

2. Diagnosis of problem
   
   In this diagnosis, three types of errors are detected: (2-a) errors in the final situation, (2-b) errors in the change action and (2-c) no relation errors. (2-a) means that the initial situation can be changed by the change action, but cannot be changed to the final situation. (2-b) means that the initial situation can be changed to the final situation, but cannot be changed by the change action. (2-c) means that the initial situation cannot be changed by the change action and to the final situation. These errors are detected by comparing by problem schema in that the acceptable relations among the situations and the change action are described.

   An example of (2-a) is the problem composed of the following three sentences: "Tom has 5 pieces of apple pies", "Nancy eats Tom's 3 pieces of apple pies" and "how many pieces of lemon pies does Tom have?" An example of (2-b) is the problem composed of the following three sentences: "Tom has 5 pieces of apple pies", "Nancy eats her 3 pieces of apple pies, and "how many pieces of apple pies does Tom have?"

3. Diagnosis of the relation between the problem and the solution
   
   The diagnosis module can generate an equation from the problem. In this diagnosis, first, the module solves the equation. Then the calculation to derive the answer is compared with the calculation posed by the learner as the solution. When the two calculations do not correspond, an error in the relation between the problem and the solution is detected.

### 3.4.2 Feedback for the client

1. Indication of an error
   
   If the diagnosis module finds an error, the ILE indicates it. Even if the problem includes several errors, the
ILE indicates the error detected first.

(2). Suggestion of the next step of problem posing

The ILE suggests the next step of problem posing when the posed problem is the correct one. In the diagnosis, the module diagnoses not only whether the problem is correct or not, but also what concepts, actions or equations are used in the problem. Based on the results, the ILE can suggest more difficult problem posing by specifying concepts or an equation type to be allowed to use in problem posing.

4 Preliminary evaluations

A prototype of the ILE has been already developed. We used it in three different situation for evaluation, as follows: (1) Use by teachers of the elementary school, (2) Use by students of elementary school in arithmetic classes, (3) Use by students of elementary school outside the class.

In (1), we asked the teachers to evaluate the ILE from the viewpoint of teaching. Then, two of them permitted us to use the ILE in their arithmetic class. So, we had two opportunities to evaluate the ILE in the second situation. In (2), we asked the students of elementary school to pose arithmetical word problems with the ILE in two arithmetic classes. In the trial, although we collected the answers for our questionnaires, we failed to record logs of problem posing. Therefore, we could not get the data about the number of posed problems, and the students behave for feedback from the ILE. In (3), we gathered several students again, and asked them to use the ILE out of class. Here, the students used the ILE for the first time.

In this section, we report these results.

4.1 Use by the teachers of the elementary school

To evaluate a learning environment, the evaluation by teachers is important. We asked five teachers of elementary school to use the ILE. After they posed several problems by using this ILE, we asked them several questions. The questions are as follows: (1) How do you evaluate the effect of problem posing to learn arithmetic? (2) How do you evaluate the way of problem posing used in the ILE? (3) How do you evaluate the interface? (4) How do you evaluate the indications for the errors in posed problems? (5) How do you evaluate the advises to suggest the next step of problem posing? Table 1 shows the results.

Table 1: Evaluation of the teachers

<table>
<thead>
<tr>
<th></th>
<th>Good</th>
<th>So-so</th>
<th>Bad</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(2)</td>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>(3)</td>
<td>2</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>(4)</td>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(5)</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1-(1) means that all teachers think to learn arithmetic by using problem posing is effective. Table 1-(2) suggests that the ILE realizes an useful environment for learning by problem posing. Two teachers out of three teachers who answered “Good” to the question (2), gave us opportunities to use the ILE in classes. A few teachers also indicated that the limitation of concepts that were allowed to use in problem posing should be revised. This is one of our future works. In Table 1-(3), three teachers answered “So-so”. The result means that the interface is not always easy to use. In Table 1-(4), four teachers answered “Good”. The result suggests that the indications for the errors in the posed problem are acceptable. However, several teachers also indicated that the sentences of the indications may be difficult for elementary students. In Table 1-(5), the all teachers answered “Good”. This result means that the teachers think the suggestions to make learners progress the next step of problem posing adequately support learning by problem posing.

4.2 Use by the students of elementary school in arithmetic classes

We used the ILE in two classes: the one was composed of 25 students in third grade and the other was composed of 30 students in fifth grade. In each class, 15 minutes were used to explain the use of the ILE, and 20 minutes were used for the problem posing practice with the ILE. In this problem posing practice, students were two people one set, and they operated one personal computer with two. Then two assistants assisted them to operate the ILE in the experiments.
We asked two questions after the problem posing practice: (1) Are you interested in problem posing by using this ILE? (2) Do you want to pose more problems by using this ILE? The result is shown in Table 2.

The results suggested that most students were interested in problem posing with the ILE. But we were not able to get enough data to confirm that the students pose problem well.

4.3 Use by the students of elementary school outside the class

Subjects were one student of fourth-grade, and three students of sixth-grade in elementary school. In the experiment, we used 15 minutes in the demonstration of this ILE, and 25 minutes in the problem posing practice. The results were as follows. In Table 3, Diagnosis indicates the number of time of request to diagnose.

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>a-C</td>
<td>b-C</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-C</td>
</tr>
<tr>
<td>ii</td>
<td>a-C</td>
<td>a-C</td>
<td>b-W</td>
<td>b-C</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
</tr>
<tr>
<td>iii</td>
<td>a-C</td>
<td>a-C</td>
<td>b-C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iv</td>
<td>a-C</td>
<td>b-C</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-W</td>
<td>γ-C</td>
</tr>
</tbody>
</table>

α: A±B=X, β: A±X=C, γ: X±B=C (A, B, C are numerical values. X is a variable)
C: Correct, W: Wrong

In Table 3, equations named by Greek (α, β, γ) specify the type of problem posed by subject. “A” is the number in the initial situation, “B” is the number of the change action, and “C” is the number in the final situation. “X” is the number that is derived by the solution. In the α type, the answer is in the final situation. So this type of problem is the easiest one. In the β type, the answer is in the change action. In the γ type, the answer is in the initial situation. In this order, problems become difficult. The ILE can judge not only “C (correct)” or “W (wrong)”, but also the type of problem whenever the student requests the diagnosis.

In Table 3, three subjects (i, ii, iv) tried to pose the problems of all types, and subject-iii tried to pose the two types of the problems. The subject-i posed the wrong problem of the γ type on the 3rd request to diagnose in the practice. And the subject was repeating to revise it in seven times. As a result, the subject posed the correct problem of the γ type in the 10th trial. And the subject-ii posed the wrong problem of the β type on the 3rd request to diagnose in the practice, then the subject posed the correct problem of the β type in the 4th trial. And the subject-iv posed the wrong problem of the γ type on the 3rd request to diagnose, then the subject posed the correct problem of the γ type in the 9th trial, too. But, the subject-ii gave up to correct the wrong problem of the γ type, although s/he was repeating to revise the wrong problem in three times. The results suggest that the feedback is effective to forward the learner to revise the wrong problem.

In the current ILE, if a learner corrected the problem, the ILE suggests the next step of problem posing. The first step is problem of the α type. The second step is problem of the β type. and the third step is problem of the γ type. In Table 3, all subjects follow the suggestion. In the results, when a learner posed a correct problem, the learner can not pose only the same type of problem again, but also other types of problem by using the feedback. This suggests that the feedback is also effective to advance the next step of problem posing.

Conclusions

5 Conclusion

In this paper, we described ILE for problem posing in simple arithmetical word problems. The ILE provides the template to pose Change-Problem in current version. And the ILE can diagnose the problem that learners fill blanks of the template with several concepts, values, and question mark. Besides, the ILE can support...
each learners by using the results of diagnosis. We used the ILE in three different situations for evaluation. In the results, we consider that this research provides basis functions to realize the problem posing practice by ILE about simple arithmetical word problems.

In future work, we will refine functions in the ILE. For example, in the ILE, we will deal with not only Change-Problem, but also the other types of problems. And we will develop a function in which teachers can customize concepts provided for their students in their problem posing practice, because teachers hope to use concepts which are popular in their classroom. Then, we will evaluate the ILE again in order to investigate about the effect to learn arithmetic.
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The method of creating counterexample by using educational simulation is proposed. Error-Based Simulation (EBS) is used for this purpose, which simulates a learner's erroneous equation in mechanics problem. A learner's error is visualized as unnatural motion of a physical object. In order for EBS to be effective as counterexample, the followings are essential: (1) A learner can recognize the difference of unnatural motion in EBS from natural one in correct simulation, and (2) EBS must provide a learner sufficient information to understand the cause of error and to reach correct understanding. The former has been studied in the authors' previous works. In this paper, the latter is discussed. To identify a learner's error, misconceptions are classified based on problem-solving model, and are linked to their appearance on a learner's answer (error-identification rules). Then, to indicate the cause of error by EBS, unnatural motions in EBS are classified and linked to the misconceptions which they suggest (error-visualization rules). These functions are realized as rule-base systems. The architecture of EBS management system, which judges a learner's error and generates the suitable EBS using these functions, is proposed.

Keywords: counterexample, simulation, mechanics, error, student model, motion perception

1 Introduction

It is well known that cognitive conflict promotes learning process. It often occurs when a learner encounters the fact which is contradictory to her/his idea. Cognitive conflict motivates a learner to reconsider her/his idea, and often causes conceptual change [Gagne 85, Fujii 97].

Counterexample is useful for creating cognitive conflict. It provides a case in which a learner's idea doesn't account for the fact, or her/his procedure doesn't produce the correct solution.

However, one must be careful in using counterexample, because a learner often ignores or refuses it. Even when she/he accepts the counterexample, she/he needs some kinds of help to reach correct understanding. Without any assistance, a learner often comes to an impasse, or makes ad hoc rules which explain the exception only. Therefore, in using counterexample, the followings are essential [Fukuoka & Suzuki 94, Nakajima 97]:

(1) Counterexample must be recognized to be meaningful and acceptable. When the difference is clear and reliable between counterexample and a learner's expectation, she/he easily accepts it and reconsiders her/his idea.

(2) Appropriate assistance must be provided to lead a learner to correct understanding. Counterexample must include sufficient information for this. It will be helpful to explicitly describe the distinguishing attributes of counterexample.
Error-based Simulation (EBS) is an educational simulation which provides a learner counterexample. It simulates an erroneous equation made by a learner in solving mechanics problem. In EBS, a learner's error often appears as unnatural motion of a physical object, which differs from her/his prediction (She/he can usually predict the correct motion).

The authors have developed the method of generating effective EBS mainly from the above viewpoint (1) [Hirashima et al. 98, Horiguchi et al. 99]. The condition on which a learner can recognize the difference between EBS and correct simulation was formulated (Criteria for Error-Visualization: CEV), and the mechanism to estimate the quality of difference was proposed, which considers both clarity and reliability of the difference.

However, though such an EBS motivated a learner by indicating the existence of errors, it was not sufficient to lead her/him to correct understanding. It didn't provide sufficient information for this.

Therefore, this paper proposes the method of managing EBS from the above viewpoint (2). EBS must justly indicate the cause of a learner's error, and suggest how to correct it. The followings are the requirements and approaches for this purpose.

(a) The function which identifies the cause of error behind a learner's erroneous equation or her/his handwriting diagram.
   Approach: First, construct a problem-solving model of mechanics. Secondly, based on the model, classify the misconceptions which occur in problem-solving as causes of errors. Thirdly, classify the appearances of the misconceptions on a learner's equation or handwriting diagram. Lastly, appearances and causes of errors are linked together correspondingly. These are called Error-Identification Rules.

(b) The function which generates the EBS indicating the identified cause of error by unnatural motion of a physical object.
   Approach: First, classify the unnatural motions in EBS. Then, link them to the corresponding causes of errors, considering what kind of unnaturalness suggests what kind of misconception. These are called Criteria for Cause-of-Error-Visualization. With these criteria, EBSs are estimated their effectiveness. When there is no EBS which is judged effective, other teaching methods will be considered.

2 Previous works in Error-Based Simulation

Before proceeding to the main topic of this paper, we outline the stream of study in Error-based Simulation, which may be helpful to clarify the present problem and the position of this paper.

Stage 0 [Hirashima et al. 98 for summary]

The fundamental idea of EBS is very simple. In mechanics problem, many learners feel difficulty in thinking by equations, so EBS maps their equations from mathematical world to physical world. It embodies a learner's error as unnatural motion of a physical object, which makes it much easier to recognize the error. Here, we assume that unnatural motion in EBS is differ from a learner's prediction, that is:

Precondition-1: A learner can predict the correct motion (in spite of her/his erroneous equation).

This precondition is set through all stages of the research of EBS.

Stage 1 [Hirashima et al. 98]

Apparently, the key of this method is how a learner sees the difference between the unnatural motion in EBS and the predicted natural motion. At least, the difference must be noticed by a learner. When the difference of two motions is small, she/he may not notice it, or cannot judge which motion is correct (unfortunately, the ability of human vision is not so sensible). Therefore, we set the following assumption:

Assumption-1: EBS must satisfy CEV-1 and/or CEV-2 below to indicate the existence of error.

Condition for Error-Visualization 1 (CEV-1): There is a qualitative difference between the motion in EBS and the one in correct simulation, that is, the qualitative values of a physical object's velocity are different between them.

Condition for Error-Visualization 2 (CEV-2): There is a qualitative difference between the change of motion in EBS and the correct simulation, that is, the qualitative values of the derivative
of a physical object's velocity are different between them.

**Stage 2** [Horiguchi et al. 99]

When regarding EBS as counterexample, the viewpoints (1) and (2) in chapter 1 are important. We previously worked out how to estimate the effectiveness of EBS from the viewpoint (1). It is subdivided into two viewpoints: (1-1) how clear the error appears in EBS, and (1-2) how reliable the EBS is as counterexample.

From the viewpoint (1-1), the more CEVs the EBS satisfies, the more effective it is. In general, changing parameters of the mechanical system makes EBS satisfy more CEVs. For example, in Figure 2, the EBS based on erroneous equation $m_2a = T + \mu m_2g$ (Figure 2d) satisfies CEV-1. (The qualitative value of relative velocity between two blocks is $+\$, while it is $0$ in normal case.) But, when the mass of $m_2$ increases, the EBS becomes to satisfy CEV-2 besides CEV-1. (The velocity of $m_2$ increases, while it decreases in normal case.) We categorized the methods of parameter-change and their influence on the clarity of errors.

However, from the viewpoint (1-2), such parameter-change harms the reliability of EBS, because a learner feels it factitious to change parameters too largely. The smaller parameter-change the EBS has (no change is the best), the more reliable it is. This discussion is summarized as follows.

- **Assumption-2**: From the viewpoint of clarity, EBS should satisfy more CEVs.
- **Assumption-3**: From the viewpoint of reliability, EBS should have less parameter-changes.

**Stage 3** [just this paper]

In estimating the effectiveness of EBS, there is another, and important viewpoint: whether the EBS provides appropriate information for correcting the error, that is, the viewpoint (2) in chapter 1. Stage 0-2 have been mainly concerned with how to make a learner notice the error, while at this stage, our concern is how to make him correct the error.

For example, consider the erroneous equation $m_2a = T + \mu m_2g$ (Figure 2d). From the viewpoint of reliability (1-2), the EBS shown in Figure 2c is generated. But it shows the string between two blocks shrinking, which may suggest something is wrong about tension of the string. It is misleading because the real cause of error is the friction of $m_2$. In this case, the EBS in Figure 2e should be generated to indicate the cause of error. (It is generated when taking the viewpoint of reliability (1-2), but by accident.)

Of course, the viewpoints (1-1) and (1-2) are useful to impress on a learner the existence of error. However, in considering the error-correction, to generate EBS from the viewpoint (2) becomes necessary. It is the very topic of this paper.

**3 Mechanism for Identifying the Cause of Errors**

Now, we'll explain how to realize the functions described in chapter 1. The mechanism for identifying cause of errors is realized as follows:

1. to generate the correct solution by problem-solving model.
2. to specify the erroneous part of a learner's solution by comparing with the correct solution.
3. to identify the cause of error by applying the Error-Identification Rules, which link the appearance of erroneous part to its cause.

Here, a learner's solution means the equation and handwriting diagram made by her/him, from both of which the information about her/his problem-solving process is derived.

**3.1 Problem-Solving Model**

We deal with the mechanics problems of high school level, which ask a learner to set up equation of motion by using Newton's second law. The problem-solving process is divided into three steps [Robertson 90, Plötner 94]:

- **step-1** to predict the motion of physical objects in the mechanical system qualitatively.
- **step-2** to enumerate the forces acting on each object.
- **step-3** to compose the enumerated forces and substitute them for the left side of formula $F = ma$. 
In step-1, a learner predicts the motion of objects in the system, and gives each object an acceleration vector. Appropriate axes are also set up. In step-2, she/he enumerates the forces which aren't given in problem description. Both qualitative knowledge (what kind of force acts in which direction?) and quantitative one (algebraic description of the magnitude of force) are used. In step-3, she/he decomposes/composes the enumerated forces along the axes, and substitute them for the formula \( F = ma \).

In this paper, we don't model the error-occurring process in step-1, because it is presupposed that a learner correctly predicts the qualitative motion of objects in using EBS (Precondition-1 in chapter 2). We also omit the occurrence of error in step-3, which mostly concerns the knowledge of vector calculation.

Therefore, modeling step-2 is our central issue. Takeuchi and Otsuki (1997) considered that a learner constructs a model of causal structure of mechanical system, with which she/he infers the occurrence and propagation of forces. They formulated this process as a set of production rules. We modify them considering their qualitative/quantitative characteristics. A part of our model is shown in Table 1. The rules are called Force-Enumerating Rules (FERs).

### 3.2 Error-Identification Rules

In our model, a learner’s errors are considered as the ones of FERs. The errors of FERs themselves and the ones in their application are included. In fact, these errors appear as the missing/extra/errors of the term of force in equation, or of the arrow of force in handwriting diagram. They are also linked to the strategies for correction.

For example, in Figure 1, the term of friction \((-\mu mg)\) is missing in the erroneous equation. The cause of this error and its instruction are considered as follows:

1. A learner doesn’t know the concept of friction itself, that is, doesn’t know the rule R3 (Table 1).
   \[ \text{Instruction: Re-teach the concept/definition of friction.} \]

2. A learner is overlooking the preconditions of R3, that is, overlooking the fact that the block is touching the floor (r3-c1), or the fact the coefficient of friction is nonzero (r3-c2).
   \[ \text{Instruction: Re-show the problem and indicate the corresponding part of the diagram.} \]

3. A learner is missing the force which causes the friction, that is, missing the normal force (r3-c3).
   \[ \text{Instruction: Proceed to the correcting strategy of normal force.} \]

4. A learner doesn’t think the block moves along the floor, that is, missing the relative velocity of them (r3-c4).
   \[ \text{Instruction: This is the error of prediction of movement. So, out of the range of this paper. But, it may be useful to indicate the force which causes the block’s motion.} \]
Through such a consideration, the appearances of errors and their causes are classified as shown in Table 2. These are the Error-Identification Rules (EIRs), which are applied to the erroneous part of a learner's answer (specified by comparing with the correct solution), to identify the cause of error.

In Table 2, each error has its strategy for correction. Note that, it is not necessary to use EBS for every case. Of course, when other instruction method is more appropriate, it should be used. However, the aim of this paper is to clarify what kind of errors EBS is effective for, and how to estimate its effectiveness. For this purpose, we need to study the unnaturalness of physical objects' motion in simulation.

### 4 Criteria for Cause-of-Error Visualization

The identified error must be corrected. In this chapter, we formulate the criteria for judging whether an EBS is effective for the error. It means that EBS rightly indicates the cause of error and suggests the way of correction.

#### 4.1 Motion and Forces

In EBS, it is the motion of physical objects (or their relationships) to be observed. Therefore, we classify the motions and connect them to the mechanical concepts they suggest.

#### Table 2. Error-Identification Rules (EIRs)

<table>
<thead>
<tr>
<th>Force</th>
<th>Appearance</th>
<th>Cause of Error</th>
<th>Correcting Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>External force</td>
<td>missing knowledge of equation (R1)</td>
<td>re-study the concept definition</td>
<td>re-ask the problem and indicate the corresponding part</td>
</tr>
<tr>
<td>error</td>
<td>misunderstanding the problem (r0-c1)</td>
<td>r0-c1</td>
<td></td>
</tr>
<tr>
<td>force</td>
<td>missing knowledge of equation (R1)</td>
<td>re-study the concept definition</td>
<td>re-ask the problem and indicate the corresponding part</td>
</tr>
<tr>
<td>error</td>
<td>misunderstanding the force which causes motion (r1-c2)</td>
<td>r1-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>error</td>
<td>believe the force propagates incorrectly (r1-c2)</td>
<td>r1-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>error</td>
<td>error of the force which causes motion (r1-c2)</td>
<td>r1-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>error</td>
<td>force of the force which causes motion (r1-c2)</td>
<td>r1-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>error</td>
<td>force of the force which causes motion (r1-c2)</td>
<td>r1-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>force</td>
<td>belief the force which causes motion (R2)</td>
<td>re-study the concept definition</td>
<td>re-ask the problem and indicate the corresponding part</td>
</tr>
<tr>
<td>error</td>
<td>misunderstanding the problem (r2-c1)</td>
<td>r2-c1</td>
<td></td>
</tr>
<tr>
<td>error</td>
<td>believing the force which causes motion (r2-c2)</td>
<td>r2-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>error</td>
<td>error of the force which causes motion (r2-c2)</td>
<td>r2-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>error</td>
<td>error of the force which causes motion (r2-c2)</td>
<td>r2-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>force</td>
<td>believing the force which causes motion (R2)</td>
<td>re-study the concept definition</td>
<td>re-ask the problem and indicate the corresponding part</td>
</tr>
<tr>
<td>error</td>
<td>misunderstanding the problem (r3-c1)</td>
<td>r3-c1</td>
<td></td>
</tr>
<tr>
<td>error</td>
<td>believing the force which causes motion (r3-c2)</td>
<td>r3-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>error</td>
<td>error of the force which causes motion (r3-c2)</td>
<td>r3-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>error</td>
<td>error of the force which causes motion (r3-c2)</td>
<td>r3-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>force</td>
<td>believing the force which causes motion (R3)</td>
<td>re-study the concept definition</td>
<td>re-ask the problem and indicate the corresponding part</td>
</tr>
<tr>
<td>error</td>
<td>misunderstanding the problem (r4-c1)</td>
<td>r4-c1</td>
<td></td>
</tr>
<tr>
<td>error</td>
<td>believing the force which causes motion (r4-c2)</td>
<td>r4-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>error</td>
<td>error of the force which causes motion (r4-c2)</td>
<td>r4-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>error</td>
<td>error of the force which causes motion (r4-c2)</td>
<td>r4-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>error</td>
<td>error of the force which causes motion (r4-c2)</td>
<td>r4-c2</td>
<td>proceed to the correcting strategy of force force</td>
</tr>
<tr>
<td>Other</td>
<td>error</td>
<td>unspecified</td>
<td>unspecified</td>
</tr>
</tbody>
</table>
How does a human perceive and recognize moving objects? Though it is well known that their figurative characteristics (figure, size, texture, etc.) and composition (position, direction, symmetry, etc.) have great influence on the arising images, it is difficult to generalize them because they much depend on the cultural factors. Therefore, we limit our target to the physical world of simulation, in which things are thought in the sense of mechanics.

When observing an object to move, a human feels its motive 'force' working. Of course, this kind of 'force' is of naive impression and doesn't always correspond to the real force. But it appeals to human's intuition so much more. Bliss & Ogborn (1992) classified such naive concepts of force according to the stages of child development. Based on their findings, we consider the relations between the motions in EBS and the forces they suggest.

4.2 Motion of a single object

A moving object arises the feeling of force working. (e.g. A falling down ball suggests gravity.) Therefore, the object moving unnaturally in EBS is supposed to suggest the erroneous force acting on it. (e.g. gravity, friction etc.) Unnatural motions of a single object are classified as follows:

(a) Directions of both velocity and acceleration are opposite to the ones of correct motion.
(b) Direction of only velocity is opposite to the one of correct motion.
(c) Direction of only acceleration is opposite to the ones of correct motion.
(d) Directions of both velocity and acceleration are same as the ones of correct motion.

Here, it is assumed that human can distinguish at most the qualitative difference of velocity or acceleration of an object in motion [Hirashima et al. 98, Horiguchi et al. 99].

For example, in case (a), when a learner observes an object moving in the opposite direction to her/his prediction (which is correct), she/he will recognize that the force is missing which acts in the predicted direction, or that the force is extra which acts in the present direction.

Table 3 shows the relations between unnatural motions and the errors they suggest. They are called Criteria for Cause-of-Error Visualization (CCEVs).

4.3 Relative Motion of two objects

Moving plural objects also arises the feeling of force working. We limit to two objects. When observing two objects moving together, the force maintaining their relative motion is felt. (e.g. A moving dolly pulling another one connected by string suggests tension.) Therefore, two objects relatively moving in unnatural manner in EBS are supposed to suggest the erroneous force interacting between them. (e.g. tension, normal force etc.) Unnatural relative motions of two objects are classified as follows:

(e) Two objects are closing with each other, which are connected by string. (String shrinks.)
(f) Two objects are going away from each other, which are connected by string. (String stretches.)
(g) Two objects are overlapping each other.
(h) Two objects are parting from each other, which are attached together.

For example, in case (g), when a learner observes such unnatural relative motion, she/he will recognize that the normal force is missing or too small which interacts between two objects.

Table 4 shows the relations between unnatural relative motions and their suggesting errors. They are also called Criteria for Cause-of-Error Visualization (CCEVs).

Note that, all of the motions in Table 3 and 4 have at least some kinds of qualitative difference from the correct motions. This is because, however precisely an EBS indicates the error, it isn't effective unless a learner recognizes it as 'unnatural.' The difference is judged with Criteria for Error-Visualization (CEVs) [Hirashima et al. 98, Horiguchi et al. 99].
5 Examples

In this chapter, we illustrate the process of identifying the cause of error and generating the EBS which indicates the error. The example problem is shown in Figure 2.

5.1 A Simple Case

First, the solution (correct equation and diagram: Figure 2a) is generated by problem-solver. Then, it is compared with a learner's answer (Figure 2b) to specify the erroneous part. In this case, it is the erroneous
value (too large) of tension beside block m2. Secondly, EIRs (in Table 2) are applied to identify the cause of error. It is identified as the error of magnitude of tension. According to Table 2, the correcting strategy of this error is to indicate the fact. Then, CCEVs (in Table 3 and 4) are applied, to find that the motion (g) satisfies this demand.

Based on the erroneous equation of Figure 2b, the EBS shown in Figure 2c can be generated, in which block m2 moves faster than its normal case, consequently the string shrinks. This unnaturalness is equal to the one of motion (g). Therefore, this EBS is judged to satisfy the instructional demand, and shown to the learner.

5.2 A Complicated Case

Consider the erroneous answer of a learner in Figure 2d. In this case, the erroneous part is the erroneous direction of friction acting on block m2. By EIRs, the cause of error is identified as the error of direction of friction, and the correcting strategy is to indicate the fact. Since the error of force in direction is divided into the missing of the force of correct direction and the extra of the force of incorrect direction (see note 2 of Table 3), the motions (a), (b), (d) satisfy this demand.

Based on the erroneous equation of Figure 2d, however, it is impossible to generate the EBS which contains the motion (a) or (b). In addition, even when the EBS containing the motion (d) is generated (it is possible), it causes the unnatural relative motion (e), which indicates another error. In fact, the EBS, in which block m2 is closing to dolly m1 (the same as Figure 2c), strongly suggests the error of tension. This misleads a learner. Therefore, in this case, the EBS must be modified to precisely indicate the identified error. Perturbing the mass of block m2 is a promising method. When the mass m2 increases, in EBS, the velocity of the block increases (Figure 2e). This is a strange change of motion. Observing this, a learner may think some physical amount is wrong which concerns the mass m2. She/he may notice the erroneous friction acting on block m2.

As for the EBS of Figure 2e, the difference from the correct simulation is not so much clear and reliable as the EBS of Figure 2c. Instead, it provides precise information for correcting the error, while the EBS of Figure 2c doesn't. In general, plural EBSs can be generated from one erroneous equation. The best should be chosen according to the purpose.

6 Concluding Remarks

In this paper, we proposed a method of creating effective counterexamples by using Error-Based Simulation. The effectiveness of EBS is judged mainly from the viewpoint whether it provides sufficient information to recognize the cause of error and correct it. The mechanism for identifying the cause of error and for
generating the EBS which satisfies the instructional demand was also proposed. We are now implementing the mechanism. The experiment to evaluate our method is planned.

Our future works are as follows:

1. **Cooperation with other instructional tools:** Of course, EBS isn't sufficient for all of the error correction in Table 2. It must be studied to use other instructional tools (textbook, normal simulator etc.), and to coordinate them with EBS.

2. **Refinement of the problem-solving model:** Our model for problem-solving is very simple, so the range of the error it covers is limited. We are going to refine the model, especially considering the process in which a learner qualitatively predicts the motion of mechanical system.

3. **Consideration of conflict among CCEVs:** As is noted in section 5.2, the effects of plural unnatural motions sometimes conflicts each other. One unnatural motion may invalidate the effect of other unnatural motion. Therefore, it is necessary to set some kind of preferences to CCEVs.
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The feature of networked constructive CAI system lies in shaping the computer environment in which students clarify and construct the concept by ways of communication, discussion, and dialectics, utilizing the practical pedagogic content edited by the spirit of new curriculum in Taiwan at 1993. Because we stress the concept of "transformation of unity quantity" as main activity in teaching multiplication, students' comprehension of "unity quantity", "unity number", and "combined numbers" plays an important role in establishing networked constructive CAI system. We consider that the greatest difference between the networked learning environment and that of the general classroom pedagogy is the deficiency of interaction. Thus, analyzing the strategy of students' solving problems to establish the effective tool table of operation and judging the mode of the students' thought by checking the tools which students use will strengthen the interactive relationship of the system and the learners. Then, use the networked technology and the principle of the expert system to set up the CAI of constructive pedagogy, so that the learners can communicate with each other and the system can conduct dynamically which formally construct a wholly co-operative learning environment and will help the learners to form the whole mathematics concepts.
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1 Introduction

The characteristic of implementing new curriculum of mathematics at elementary schools in Taiwan now lies in the addition of spirit of constructivism, aiming at expecting students to construct knowledge positively. Thus, the teachers' role, in the process of pedagogy in new curriculums, changes into "problem poser", whereas students' learning activities in class attain socialized mutual sense, chiefly by communication, construct their own mathematical knowledge by way of mutual dialectics [5,6]. However, it takes pedagogy of construction longer than traditional pedagogy. The atmosphere and skill as to how the teacher directs students to construct knowledge and how the students discuss influence the effect of implementing new curriculum. In the light of the fact the trend of the times facilitates pedagogy of network to become widespread, the future construction of leased network lets us expect the popularity of "learning at home" and "long distance pedagogy". Therefore, the possibility of displaying a really approximate leaning setting of constructing pedagogy in the network environment becomes much higher. The establishment of the network system of pedagogy of construction, owing to the trend of current situation, is becoming imminent.

The aim of this study consists in designing a learning environment of network suitable for "multiplication concept in elementary school". The greatest difference between the learning environment of network and that of the general classroom is the deficiency of mutual response [22,26]. And the pedagogy of construction hopes the communication and dialectics to bring about reflection, inspiring students to construct mathematics self-concept. Therefore, how to promote the mutual relationships between the system and the user is one of the considered points about constructing system in this study. Furthermore, how to develop the characteristic of pedagogy of
construction in the system and how to make the pedagogic contents of the new curriculum manifested in the
system wholly and fluently is the second chief point taken into account. Aimed at the above two points, that we
use network technology, letting the real-time communication proceeded between the learners, or between the
learning and system make up a wholly cooperative learning environment. Furthermore, making use of the
principles of the expert system to deal with the learning strategy of the problem solver, through the concepts
manifested by the problem solver, the system will feedback suitably, and will communicate with the students
properly, which can make the pedagogic activity proceed dynamically [19,25]. The design of the pedagogic
content, expect considering the sprit of the new curriculums, the students' learning state, after the teachers' real
pedagogy, is mainly considered about designing pedagogy. Hence, this system is much closer to the real situation
of pedagogy them CAI sold in the market. And the activities of problem solving given to the learner by system
would be more congenial to the learner's mode of thought.

2 Principles of system constructing

2.1 Base of learning theory

"Knowledge is positively constructed by the learner rather than being inculcated passively from outside," which
is the fundamental proposition of constructing pedagogic paradigm. The students, with acquired knowledge,
enter another stage as an active subject of recognition, with good theory by themselves, instead of ignorance and
irrationality [16]. But pedagogy of construction does not mean the teacher's role is unnecessary. On the contrary,
we realize the aim of pedagogy is to make children construct the activity types of solving problems. In the light
of this, the teachers' role becomes "problem poser" rather than "problem solver" in the process of pedagogy. By
way of the teachers' posing problems, children undertake the activity of solving problems by themselves; or
children become "imitators" through the activity of solving problem provided by the teacher [4]. By these
processes, students are provided sufficient experience of solving problems, and then construct the correct
mathematics conceptions. Besides, what we must also pay attention to is the teacher and the learner grasp the
intentions of each other aiming at the proceeding actives of each other, through trial and dialectics, until both of
them relieve the pressure aroused by the interchange actives. The relief of pressure is limited by the fact if the
problem is solved according to the activity, and is also influenced by the affectionate expression of them both
present of them both present [24]. Therefore, in pedagogy of construction, socialized communication is an
important feature [3].

2.2 Base of system establishing

This system is a learning environment constructed in the network, adopting three-tier client/server system
architecture: that is, adding another service server on the original framework of the two-tier client/server system
in this three-tier client/server system architecture, the management of Database Server charges learning data.
Web Server is responsible for teaching, whereas the user of Client precedes all kinds of learning activities ivies
through browser machine.

3 Pedagogic design of Multiplication using transformation of unity quantity

3.1 Concept of multiplication

Multiplication referred to by Davydov (1991) is the problem of transformation of unity quantity, that is, the
transformation from composite unit to that of the single item [20]. And Clark and Kamii (1997) think that if
children own the multiplicative thinking, they will simultaneously deal with lower level unit such as unit of one
and the higher level unit different from unit of one [18]. Tzyh-Chiang Ning (1994) mentions that the so-called
multiplication operation contains at least two kinds of relationship: (1)the coordinating relationship of two
levels,(2)the part-whole relationship of two levels. The problem of multiplication is in reality that of the
transformation of unity quantity, namely, the problem of transforming quantity from higher level unit to lower
level unit [7,8,9].

48
Adaptive Programming Language Tutoring System on the Web

Jin-woo Choi and Chong-woo Woo
Department of Computer Science, Kookmin University
861-1 Chongnung-Dong, Sungbuk-ku, Seoul, Korea
Tel: +82-2-910-4795
Fax: +82-2-910-4799
Email: cwwoo@kmu.kookmin.ac.kr

Many of the web-based educational systems could not provide an individualized instruction or an interactive problem solving, since they are mostly built upon static hypertext. One possible approach to solve these problems could be adapting the existing proven techniques from the stand-alone Intelligent Tutoring System (ITS). Some recent web-based ITS researches show this efforts by employing the techniques selectively, and this needs to be studied further to support more effective web-based instruction. In this paper, we describe the design and the development of a Web based Adaptive programming Language Tutoring System (WALTS). The system is designed based on the ITS structure primarily, and it is adapting previous ITS techniques into the system successfully. Especially our focus is on the three levels of the instructional planning mechanism, which can generate lesson contents dynamically whenever it is requested. This way we do not need to crate all the lesson contents in HTML forms which must reside in the system in advance. In addition, the system has adapted CORBA structure to support the user more consistent and reliable performance. Together, the system behaves more adaptive and interactive, than the existing non-ITS based web systems. The test domain of the system is learning C programming language for the first year computer science student.
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1 Introduction

Many recent web-based educational systems could not provide an individualized instruction or an interactive problem solving, since they are mostly built upon static hypertext. One possible approach to solve these problems could be adapting the existing techniques from the stand-alone ITS. Brusilovsky[2] states that some ITS techniques can be adapted into a web-based educational system, and divides the techniques into three distinctive parts, such as, automatic creation of curriculum, dynamic problem solving, and intelligent analysis of student model. However, most of the recent web-based ITS research show the efforts by employing the techniques selectively[2][3][4][7], such as adapting student modeling or problem solving capability at some level. Therefore, this needs to be studied further to enhance the overall capabilities of the system at the previous stand-alone ITS level. For instance, automatic generation of curriculum or lesson plan is necessary to provide a flexible instruction for each individual user.

In this paper, we describe the design and development of Web-based Adaptive programming Language Tutoring System (WALTS). The system is designed based on the ITS structure primarily, and it is adapting many techniques from the stand-alone ITS into the web-based systems. First, we designed the knowledge base using the object-oriented method in order to handle flexible management of object inheritance and tutorial strategies. Second, the student modeler can avoid the network traffic by designing the modeler stays in the server-side at the beginning of the session for maintaining necessary administration duties, and creates an individual student model in the client side. And the third important approach is having the instructional planning mechanism, which generates lesson contents dynamically for each individual user. This is important feature for moving towards the web-based system, because most web-based educational systems
creates all the lesson contents in HTML forms in advance, and they must reside in the system physically. And then the user navigates the system for learning, such as in ELM-ART[2] or CALAT[4]. Intelligent navigation strategy might be one of the intelligent way of guiding the user to learn the material, but rather inefficient compare to the dynamic generation of lesson contents. WALTS only generates the necessary lesson contents whenever it is requested by the system, which can be another advantage. In addition, we have approached distributed architecture by employing CORBA(Common Object Request Broker Architecture) structure to support the user more consistent and reliable performance while the user using the system. The initial web-based educational systems are mostly developed by using the CGI(Common Gateway Interface) techniques, which often results in bottleneck problem when many users access the system at the same time. In this sense, our structure might avoid such a problem, and the system could also be easily updated when we need to revise some part of the system. Together, the system behaves more adaptive and interactive, than the existing non-ITS web-based educational systems. The test domain of the system is learning C programming language for the first year computer science student.

The rest of the paper is organized as follows. In section 2 we described a distributed infrastructure of WALTS system. Section 3 presents each components of the system and also some intelligent aspects of the system. We conclude the paper in section 4.

2 Distributed infrastructure

The previous web-based educational systems have been built as either a server-based architecture or a client-based architecture[6]. Each of them has some advantages and disadvantages. The server-side architecture mostly rely on CGI techniques, which has shown some problems of handling complex client/server communication because of its connectionless feature. Also client-side architecture needs to have all the plug-ins installed on client computer before using the system. Therefore the recent web-based applications tend to adapt CORBA or Java based distributed infrastructure. That is free from the connectionless or stateless problem, and also has some advantages of distributed system technology, such as message passing, RPC(Remote Procedure Call), and proprietary communication protocol. The client connects to the server using the HTTP protocol only for the initial connection, and after the downloading the specific mobile code application(for example, client side application, JavaScript, Java Applet, and etc), the client use the proprietary protocol(non-HTTP), so it does not communicates with web server, but communicates with proprietary server(non-Web server).

WALTS employed CORBA to adapt this kind of distributed infrastructure. The system is designed by HTTP server which takes care of user requests and responses, and CORBA-based server which performs the capabilities of the ITS. Also the system could be easily re-organized if we want to modify the structure later on [see figure 1]. In short, one of the major advantages of WALTS is that it can easily avoid the bottle-neck problem of CGI techniques, and also we believe that this style of architecture might be another best solution for building web-based client/server educational system.

3 Basic architecture of the system

The basic architecture of WALTS is designed by typical ITS structure primarily, including expert module, the student modeler module, and the instructional planning module.

3.1 The expert module

The expert module of the system consists of the object-oriented knowledge base, and the problem solver.
First, we employed the frame knowledge representation techniques for the main knowledge base. Because the domain knowledge does not require any complex causal relationships, but rather it consists of simple C language concepts. The object-oriented approach makes it easy to modify the data type, can reduce the knowledge base reference by having slot values as member data, and can provide more flexibility for updating or manipulating tutoring strategy [5].

In this system we designed a frame with several meaningful slots, and each frame does not have to have the same number of slots, since the inference engine can get all the necessary information due to the inheritance feature of the system. The 'type' slot can possess a concept, example, or quiz. The 'source' slot points to its superior frames. The 'Pframe' and 'CFrame' slot is necessary when we need to show the related nodes in linked list structure. The 'reference' slot may contain all the necessary frame names that are related to the current frame. This kind of slot structure is very common in every frame structure, and is also important in object-oriented structure, because each frame can have common attributes and can generate an object of having its own attribute. Also, the system allows an abstract class, which plays the backbone of the system, and supports a hierarchical structure, and the definition of the method can be done only in the lower class [figure 2].

Frame Variable Declaration Quiz
[Source] Chapter1-3-1-1
[Type] Quiz
[Title] Variable declaration Quiz
[Template] Data Type | Variable | General Grammar
  1: Select the correct %type variable declaration
  2: ...
[PFrame] Variable Declaration
[CFrame] Null

Figure2 Variable declaration quiz frame

The Problem Solver. WALTS can generate a problem dynamically depending on the current topic. Since the planner knows what is being taught at the moment by generating a lesson unit, the tutor can decide whether it is 'teaching concept' or 'show example' or 'quiz'. At the moment, we have only three styles of lesson unit. If it is a 'teaching concept', the planner sends the lesson unit to the user in HTML form. If it is a 'quiz' type, then planner requests the problem solver to generate a question. The problem solver first creates a problem table by referring to the current lesson unit. The generating and solving a problem occurs at the same time, and the solver stores the correct answer. And then, it presents the generated questions to the user in appropriate HTML form through the HTML generator. This method can provide different styles of questions for different users even though they are accessing the same lesson unit, which can be another advantage of WALTS. Since the column name of the table is object's name, the planner can reply to the user's request, such as hint or help, by referencing this table.
Figure 3: Creation of a quiz for 'variable declaration'

The strategy of asking user for answering quiz is multiple choices. So that we need to generate problems along with the appropriate multiple choice answers also. For instance, let us think about a simple quiz about asking user 'a data type'. A typical 'data type' is consists of three parts, for example, 'int x ;'. The 'int' is a data type integer, 'x' is a user-defined variable name, and ';' is needed for ending a sentence in C language. We are trying to generate this simple data type declaration statement sentence as follows. First, the data type 'template' slot consists of three parts as in [Figure 3]. Then we can generate eight different answers as in [Figure 5], since each one part of a statement can be correct or incorrect. And we can select some of them randomly including correct answer; the numbered answers are selected ones in the figure. And also we can obtain designated unit object's content as in [Figure 4]. The generated correct answer is stored in memory, and then later it is compared with the user's answer. For example, if the user selected number 2 as in [figure 5], we can analyze that the user does not know about reserved word. And the planner needs to revise the lesson plan to correct the misconceptions by giving special messages, such as hint or help, and then the planner re-organizes the lesson plan including 'reserved word' lesson unit. The [figure 6] shows a sample session of solving a generated quiz.

Figure 4: Data type unit frame
3.2 The Instructional Planner

The most web-based educational systems built upon hypertext, which is hard to make hyperlink in every HTML pages, and also needs to have carefully designed navigation strategy[2]. And also all the lesson contents are built as HTML pages in advance, and must reside in the system physically. We believe that generating a lesson plan dynamically, for each individual user, is more efficient than the above approaches. Therefore, we adapted the traditional ITS instructional planning mechanism into the system. The instructional planning of the WALTS can be further divided into 3 steps, a curriculum planning, a lesson planning, and a delivery planning. The curriculum planning of WALTS generates a curriculum in tree structure; the curriculum planner extracts information from the knowledge base and creates a curriculum hierarchically in the order of prerequisites. Then the lesson planning sets up the lesson sequence within a single lesson unit. The role of delivery planning is limited to presenting the selected lesson content to the user.

Curriculum planning. The purpose of the curriculum planning is to provide a curriculum to the user, in other words, to provide an individualized optimal learning path to the user[1]. The generated curriculum is in the form of a tree structure. It is constructed by creating an initial node by referencing the value of the attributes in the lesson unit slot, and further expands the structure in the order of the way the student must learn, which will be accessed as linked list structure. The lesson unit of the system is organized according to some basic rule, such as the student must learn prerequisite concept first and the move to the next topic. So the curriculum is set up in the form of hierarchical and linear sequence.

Lesson Planning. The lesson planner generates a lesson plan by referencing the curriculum and the student model. The information from the student model shows the results from single lesson unit and based on this record, the planner sets up appropriate lesson plan for the student. When the student selects other learning path on purpose before the current lesson plan is finished, the system must decide what to do next, such as whether to store the current lesson plan and execute the user's request, and then resume the current plan or destroy the current plan and re-plan the whole sequence all over again. In that sense, WALTS uses re-planning strategy when the user wants to quit the current topic, and move to another learning path. Another
case of re-planning occurs when the student made an error on the selected quiz lesson unit. If the student made a mistake on this, the current lesson plan is suspended, and another new lesson plan is created to correct the student's error. After the remediation process is finished, the suspended plan will be resumed.

**Delivery Planning.** The lesson unit has been generated by lesson planner and needs to be delivered to the user. The possible delivery tactic in this domain could be "present concept, show example, give exercise, and etc". Of course if the system allows mixed-initiative control, the delivery planning needs to be more sophisticated in order to handle all the user request or questions. The delivery planning part of the WALTS is made of simple structure, and will be enhanced further in the next research.

**The HTML generator.** The very distinctive feature of the system is the HTML generator. This feature can be regarded as the interface part of the system. When the delivery planner decides the immediate unit lesson, the content of the lesson is converted into HTML form by the HTML generator. The HTML generator generates HTML pages according to the HTML2.0 protocol and inserts "next" or "previous" button in order to navigate adaptive learning path. But if the lesson unit contains some applet, the system directly searches the physical location and sends the URL to the student's browser without consulting HTML Generator. The [figure 7] describes the HTML generator sends two different results to two different users, since their learning background is different.

![Student Model and Delivery Engine Diagram](image)

Figure 7: The HTML generator

### 3.3 The student modeler

The strategy for building the student modeler is the simple overlay, which simply reflects the user's learning process about current topic. And this should be enhanced by including the buggy information later on. But an important enhancement is that the student modeler of WALTS can avoid the unnecessary network traffic. For instance, if the system maintains the student model in the server-side, then whenever the user accesses the system the server needs to update the user's student model in the server. This may cause another bottleneck problem, and the most CGI-based systems still have this problem. Our approach on the student modeler is as follows. The server-side student modeler creates a table, and keeps all the necessary administrative informations on the server-side, such as initial student's ID, password, e-mail address, the access time[figure 8], which can be used for various administrator purposes. And the information regarding the student's learning process is stored in the student model[figure 9], which is created in the client-side machine for each individual user whenever they logged on. The student model has several parameters that reflect the student's learning history, and each parameter has unique meanings. For example, the 'HelpCount', means how many times the user has been helped, and 'HintCount' means how many times the user has requested hints, and they can be updated only when the 'unit lesson' is quiz. The 'ReferenceCount' means the user is weak at the current unit lesson since the specific lesson has been accessed more often than other frames. The 'LessonLevel' stores information about how the level of the current topic, and the 'LessonType' means whether the current unit lesson is concept, example, or quiz, and so on.
4 Conclusion

We have designed and implemented a web-based ITS, WALTS, which is a learning C programming language tutor aiming for the first year computer science students. The main goal of this paper is, first, the adaptation of the existing ITS techniques into the web platform. Therefore, we have designed and implemented the system based on the major ITS architecture, and this brings us several advantages over traditional HTML-based educational systems. First, the main knowledge base is created as an object-oriented concept, which can provide more flexibility for manipulating frame objects and tutoring strategy also. Second, we have generated a quiz dynamically by the problem solver and also can solve the problem. Third, we designed a student modeler that can avoid the network traffic in the minimal, by having the modeler in the server-side, and creates an individual student model in the client-side. Fourth, the instructional planner can generate an instructional plan dynamically, and this is another advancement of building web-based ITS, since the current web-based ITS research shows further work on this subject. Additional issue of the paper is that we designed the system as the distributed infrastructure using CORBA as backbone of the system. This structure solves the bottleneck problem of previous CGI dependent systems, and also gives some benefits of better performance and also gives flexibility in the case of further enhancement of the system.
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In this paper we describe the architecture of an agent-based intelligent tutoring system. The agent architecture is based on the BDI framework. The BDI framework is based on the use of Beliefs, Desires and Intentions. Our architecture is under construction using an agent oriented programming language called JACK. JACK provides an agent-oriented development environment. It supports the BDI framework and is built on top of the Java development environment. It not only provides all the necessary agent infrastructure for our architecture, but it also allows us to embed previously developed Java modules in an agent environment. In essence our intelligent tutoring system builds and maintains a student model in a dynamic learning environment where new, possibly inconsistent or uncertain, information is obtained through interactions with the student, and where the system may not have complete knowledge when deciding on the next instructional step. Our architecture supports the development of highly individualised student models using techniques in belief revision, nonmonotonic reasoning and possibility theory.
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1 Introduction

In this paper we describe the architecture of an agent-based intelligent tutoring system. The agent architecture is based on the BDI framework. The BDI framework is based on the use of Beliefs, Desires and Intentions. Our architecture is under construction using an agent oriented programming language called JACK. JACK provides an agent-oriented development environment. It supports the BDI framework and is built on top of the Java development environment. It not only provides all the necessary agent infrastructure for our architecture, but it also allows us to embed previously developed Java modules in an agent environment. In essence our intelligent tutoring system builds and maintains a student model in a dynamic learning environment where new, possibly inconsistent or uncertain, information is obtained through interactions with the student, and where the system may not have complete knowledge when deciding on the next instructional step. Our architecture supports the development of highly individualised student models using techniques in belief revision, nonmonotonic reasoning and possibility theory. This architecture was described in a previous paper [5].

2 Using Intelligent Agents

Agents vary in capability from procedural wizards to information agents which are used for information filtering and retrieval. Herein the term agent is taken to mean: an encapsulated computer system that is situated in some environment and that is capable of flexible, autonomous action in that environment in order to meet its design objectives, as suggested by Wooldridge [29]. By autonomous we mean agents have control over both their internal state and their behaviour, in other words they can make choices regarding their actions depending on their internal state and the goal they seek to achieve. Objects in the object-

---

1 JACK was developed at Agent-Oriented Software (http://agent-oriented.com)
oriented paradigm do not have this capability. Agents can be both reactive or proactive, in other words, they can react to external events and they can pursue goals. Agents can make run-time decisions that were not foreseen at design time.

It has been consistently argued, for example by Wooldridge [29], that an agent-oriented approach to problem solving and software engineering offers substantial benefits for complex systems. In particular, Jennings [14] has argued that the usual tools identified by Booch [4] of problem decomposition, abstraction and organisation acquire more power if an agent-oriented approach is adopted, because the agent-oriented approach supports distributed processing and at the same time reduces the system’s control complexity. Decisions about the next action to be performed are devolved to the agents, and this obviates the need for a global controlling module and as a consequence gives rise to more flexibility and better performance.

3 Implementing Intelligent Agents in JACK

JACK is an agent programming language, which in essence provides agent infrastructure to the Java programming language. Agents are designed in JACK and compiled into standard Java code before being executed. Agent-oriented programming is a highly sophisticated paradigm which is highly suited to intelligent tutoring in a real-time environment.

JACK agents are based on the BDI Framework of Rao and Georgeff [20]. They are autonomous software components that execute plans (intentions) to achieve their goals (desires). The plan chosen at any given time depends on the current set of beliefs. JACK agents can also respond to events as well as striving for goals, in other words they exhibit both proactive (goal-driven) and reactive (event-driven) behaviour. Each agent possesses: (i) a database (set of beliefs), (ii) a set of events it will respond to, (iii) a set of goals that it wishes to achieve, and (iv) a set of plans that describe the appropriate responses to events or ways to achieve goals.

A JACK agent remains idle until it is given a goal to pursue, or until it is has to respond to an event. The agents are autonomous and they must determine the appropriate response to goals and events, i.e. the appropriate plan to be executed. A JACK Agent is able to exhibit the following behaviours [JACK Manual]:

- A goal-directed focus. The agent focuses on the objective and not the method chosen to achieve it.
- Real-time context sensitivity. The agent will keep track of which options are applicable at each given moment, and makes decisions about what to try and retry based on the present conditions.
- Real-time validation of approach. The agent will ensure that a chosen course of action is pursued only for as long as certain maintenance conditions continue to be true.
- Concurrency. The agent system is multithreaded. If new goals and events arise, the agent will be able to prioritise.

The JACK Agent Language extends Java in the following ways:

- It defines new base classes, interfaces and methods.
- It provides extensions to the Java syntax to support new agent-oriented classes, definitions and statements.
- It provides semantic extensions (runtime differences) to support the execution model required by an agent-oriented software system.

The JACK Agent Language provides the following five main class-level constructs:

- **Agent**: The agent construct is used to define the behaviour of an intelligent software agent. This includes capabilities an agent has, what type of messages and events it responds to and which plans it will use to achieve its goals.

- **Capability**: The capability construct allows the functional components that make up an agent to be aggregated and reused. A capability can be made up of plans, events, databases and other capabilities.
- **Database**: The database construct provides a generic relational database. It has been designed specifically so that it can be queried using logical members. Logical members are like normal data members, except that they follow the rules of logic programming. Agents can also use regular Java data structures for storing information, but the built-in database can generate events when particular changes occur.

- **Event**: The event construct describes an occurrence that the agent must take an action in response to.

- **Plan**: An agent's plans are analogous to functions. They are the instructions the agent follows to try to achieve its goals and handle its designated events.

## 4 Agent Communication

Our system is a multi-agent system. Agents need to interact to build and manage the student model. As a consequence our agents require the ability to communicate to one another. JACK provides the infrastructure of the communication but does not specify a particular language or protocols, hence designers can choose the most appropriate for their application. We have chosen KQML as our protocol for exchanging information and knowledge. It is based on speech acts theory as described by Searle [23]. One of the main reasons for our choice is that all the information for understanding the content of the message is included in the communication itself. It is defined by the following protocol structure, as outlined by Huhns and Stephens [13]:

\[
(KQML\text{-performative}:
\begin{array}{ccc}
\text{:sender} & \text{<word>} \\
\text{:receiver} & \text{<word>} \\
\text{:language} & \text{<word>} \\
\text{:ontology} & \text{<word>} \\
\text{:content} & \text{<expression>}
\end{array}
\)

The performatives in our systems are: evaluate, achieve, monitor, revise, extract, tell, and ask. In JACK the agents must know one another's name, and when agents that are communicating are running in separate processes, then the JACK network communications layer needs to be used to allow these processes to communicate. KQML-speaking agents behave as clients and servers, and communication can be synchronous or asynchronous.

## 5 The Architecture

The ability of an Intelligent Tutoring System to deliver appropriate individualized instruction to a student depends heavily on the type and calibre of the information held about the student in the student model. This in turn depends on the type and level of sophistication of the knowledge representation used in the system and on the effectiveness of the methods used to elicit new information about the student and to incorporate the new information into the student model. Problems arise when new information conflicts with information already in the student model; when the student model contains insufficient information for the tutor to decide on the next instructional step; or when there is uncertainty associated with some of the information about the student - for example, there may be more than one way of interpreting an error made by a student in terms of what the student knows or does not know. There have been many approaches to dealing with these problems.

A number of studies (e.g. Mizoguchi et al [19], Kono et al [17], Giangrandi and Tasso [9]) have applied Truth (or Reason) Maintenance Systems (Doyle [7], DeKleer [6]) to overcome the problem of new information conflicting with old. The TMS identifies the conflicts, which must then be resolved by some domain specific reasoning system. A TMS must maintain not only the beliefs of the student, but also the justifications for them, and therefore use of a TMS is computationally very intensive. Huang and McCalla [12], and Huang [11] have developed a "Logic of Attention", a modification of the TMS which overcomes the problem of efficiency by focusing only on the parts of the student model and instructional planner that are relevant to the current sub-goals. Jones and Poole [15] examined how Reiter’s default logic [21] could be
used to build expert diagnostic systems.

One general approach to coping with uncertain or incomplete information is to assume that student models do not need to be completely accurate and absolutely precise to be successful. In granularity-based recognition of students' problem solving strategies the philosophy is that student behaviour can be recognised at some level of detail, even if this is very coarse (McCalla and Greer [18]). In the "fuzzy" student model approach (e.g. Hawkes et al [10] and Katz et al [16]), which is grounded in fuzzy set theory, a student might have partial membership in the set of students who are expert in a particular skill, and partial membership in the set of students who are less expert in that skill. Alternatively, application of Bayesian belief networks (e.g. Villano [25], Shute [24], and Reye [22]) deals with the problem of uncertain information and also facilitates prediction of student knowledge and performance, but most likely at the cost of extensive knowledge engineering and programming.

Intelligent tutoring systems will, in general, have to provide mechanisms to deal with four interrelated information modeling problems:

- Uncertainty of information,
- Incompleteness of information, i.e. all relevant information may not be known.
- Fusion of information, where information is merged from different sources, and
- Revision of an existing knowledge base when new information is obtained. This new information may be inconsistent with the knowledge base.

Information that is uncertain or incomplete may need to be revised as it is refined over time. Hence, revision of a knowledge base is closely related to modelling both the uncertainty and the incompleteness of information.

In a previous paper [5] we proposed an architecture in which the problem of conflicting information is resolved using methods recently developed by Williams [26, 27, 28] based on the AGM paradigm for belief revision (Alchourron et al [1]). We used possibility theory (see Dubois and Prade [8]) to take care of uncertain information, nonmonotonic reasoning, in particular Reiter's default logic [21] and the formalism of Antoniou and Williams [2], to deal with missing information, and Theory Extraction for fusion.

Our new proposed system architecture is illustrated in Figure 1 below. It has been modified to take advantage of the agent-based architecture, and consists of the three component agents: the knowledge management agent, the student agent, and the inference agent.

6 The Agents

The Knowledge Management Agent: This agent mainly responds to events which take the form of requests from other agents. Agents request information regarding such things as domain knowledge, typical errors and misconceptions, suggestions for the next task to present the student. The domain knowledge is structured to suit the application at hand and managed by an agent. We are currently exploring two applications; one based on a mathematical dictionary for schools, The MathProbe2, and a second focusing on database design for our own courses at the University of Newcastle. An agent that knows about common student errors and misconceptions has a better chance of diagnosing problems than a system without this knowledge. The quality of this knowledge is often what sets a good teacher apart. In both the domains that we have selected this knowledge is well known and widely accepted. For example, students who consistently place foreign keys in the wrong database table normally do not understand the concept of cardinality of relationships between entities.

The notion of knowledge granularity has been widely used in the literature (e.g. McCalla and Greer [18]). In our architecture granularity is used in both the domain knowledge and in the set of common errors and misconceptions. Levels of granularity fit naturally into the agent architecture and can be used to help the agent choose an appropriate plan.

The Student Agent: Each student is assigned an individual agent instantiation. The main objective of this agent is to manage the evolution of the student model, i.e. a representation of the student's knowledge about

2 See http://mathresources.com/mathbrow.html
the domain knowledge and the student's personal goals and preferences. This model is described using the following components:

- The Student's Goals using JACK Goals
- The Student's Preferences using the JACK Database,
- Explicit Knowledge about the Student based on their performance so far using the JACK Database.

The student agent is autonomous and responds to input from the student. The Inference Agent: The inference agent manages a team of agents that provide several forms of useful inference mechanisms and sophisticated reasoning operators. It is not necessary for the agents requesting knowledge to know how the Inference Agent generates that knowledge. The Inference agent uses slave agents for deduction, abduction and induction. The belief revision agent, possibilistic reasoning agent, nonmonotonic reasoning agent and theory extraction agent rely exclusively on the slave agents.

The student agent's goals will typically vary from student session to student session, and can be customised by a third party such as a human tutor. These goals determine the learning strategies and tasks to be used during a given learning session. The learning strategies together with the database describing the current state of the agent and its knowledge about the student's capabilities will largely control the agent's behaviour. These strategies are ultimately implemented via an agent that constructs a learning task hierarchy. This learning task hierarchy is constructed at run time. It can be viewed as a sub-hierarchy of the global task hierarchy customised using the current student profile. This sub-hierarchy is designed to provide feedback about the student that can be used to build and manage the student model during a learning session. In addition, it is used to diagnose student problems and subsequently offer remedial action.

Figure 1: An Agent-Based Intelligent Tutoring System Architecture

---

3 See http://ebusiness.newcastle.edu.au/vader
4 See http://ebusiness.newcastle.edu.au/saten
7 Conclusions

In a previous work we identified several information modeling problems that arise in Intelligent Tutoring Systems: change, incompleteness, information integration, and uncertainty. We described an architecture for an intelligent tutoring system that addressed these problems based on recent developments in knowledge representation and reasoning in the areas of belief revision, possibilistic reasoning, nonmonotonic reasoning and theory extraction.

In this paper we described an agent-based design of the architecture based on the BDI framework. The BDI framework is based on the use of Beliefs, Desires and Intentions. Our architecture is under construction using an agent oriented programming language called JACK. JACK provides an agent-oriented development environment. It supports the BDI framework and is built on top of the Java development environment. It not only provides all the necessary agent infrastructure for our architecture, but it also allows us to use previously developed Java modules in an agent environment.

The main advantage of using an agent-based approach is that the control module has been eliminated. Control has successfully been devolved to the agents, i.e. there is no need for a superagent to oversee the communication and interaction. This leads to better performance and a more customised student learning session.
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In this paper, we discuss extension of our educational system that gives domain-oriented-explanations of programs. A programmer solves problems on a world where elements necessary to describe the problems and the solving processes of them (objects in the problems, relation among the objects, and so on) are represented. We call such a world 'the domain world' of the problem. Our system has a domain world model and simulates a target program on the model, to understand behavior of the program. By analyzing the result of understanding, it generates an explanation. Outputs of our original system are only verbal explanations. However, when the system explains by using only sentences, some learners cannot get a concrete image of behavior of the program. Therefore, we are trying to add a facility of generating explanations by using animations (visual explanations) to the system. Our extended system can generate both visual and verbal explanations (bimodal-explanations) in various abstraction levels. We discuss the method of generating bimodal-explanations from the result of simulation.
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1 Introduction

The purpose of our research is to construct an educational system that helps novice programming learners by explaining domain-oriented-functions of programs. We take Pascal as our target programming language.

Programming is generally carried out in the following process.

Step1. A programmer understands a problem that must be solved.
Step2. He considers the solving process of the problem on a world where the problem is present. We call such a world 'the domain world' of the problem. For example, when he considers a solving process of sorting, he imagines a world in which he pays attention to numerical order such as greater and lesser (we call this world the world of greater and lesser).
Step3. He implements the algorithm: selects data structures suitable to represent the domain world and translates the algorithm into a programming language.

Usually, relatively simple problems are set in novice class of programming. So it is rare that learners fail in the step 1. But they tend to confuse because they cannot distinguish between step 2 and 3. So many novice programmers cannot find whether the causes of bugs are hidden in the algorithm or in their implementation. On the basis of this idea, we proposed an educational system explaining programs using vocabularies on a domain world[2][5][6][7]. Difference of our system from existing educational systems of programming [1][8] is that the purpose of our system isn't pointing out bugs in learner’s programs, but rather helping learners find bugs by themselves. Our system helps learners in the following way:
- To help learners to understand sample programs given by a teacher by explaining them.
- To help learners to find and fix bugs in their own programs by explaining the faulty behavior of them.

Our previous system outputs sentences using vocabularies on a domain world as the explanation. However, when the system explains by using only sentences, some learners cannot get a concrete image of behavior of the
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program. If animations of the behavior of programs are shown with the sentences, learners can easily understand their algorithms. Therefore, we realize the ability to generate animations (visual explanations) that show behaviors of the target programs. In this paper, we discuss the way to generate visual explanations for programs in the domain world of greater and lesser.

Existing algorithm animation systems can be classified into two types: The first one is a system such as courseware editors embody particular commands to target programs in order to generate visual explanations, like Zeus[3] and TANGO[9] system. So, this type of systems can generate visual explanations of high quality by using concrete objects on the domain world. For example, a length of bar is used to concrete values of variables on the visual explanation of XTANGO system. The second type of system doesn’t need embodying particular command to target programs, like UWPI[4] and tracers. However, this type of systems cannot generate any visual explanation using concrete objects on the domain world. They can only generate visual explanations showing structure of data and changes of contents of variables. Our system can generate a visual explanation using concrete objects on the domain world without embodying any special commands to programs. It generates visual explanations on the basis of the result of “simulation based program understanding[5]”. So it can accept buggy programs and generate visual explanations of buggy behaviors of the programs. Moreover, it can also generate verbal explanations on the basis of the result of program understanding.

In the next section, we illustrate an overview of our previous system. In section 3, we point out some functions necessary to generate an effective explanation by using both verbal explanation and visual explanation (a bimodal-explanation). In section 4, we describe the method of constructing the bimodal-explanation system. Then, we show examples of bimodal-explanations by our system.

2 Our Previous Work

2.1 Overview of our previous system

Our previous system is composed of the static analyzer, the simulation based analytical unit and the explanation unit (Figure 1). In this paper, we omit detail of the system (For further details, please see our previous papers[2][5][6][7]). The static analyzer parses target programs and analyzes information necessary for the simulation such as data flow. The simulator simulates target programs, and the observer observes the world model while simulation, and recognizes some important characteristics of data or patterns of structured data. The explanation generator generates verbal explanations of target programs.

![Figure 1: Configuration of our system](image1)

Example: The domain world of sorting exercises

![Figure 2: An example of domain world](image2)

2.2 Domain world models

We examine programming exercises and classify them into 15 types. We prepare domain world models designed for each type of exercises [2].

A domain world model consists of four types of elements called ‘object’, ‘property’, ‘relation among objects’ and ‘change’. For example, Figure 2 shows the domain world model of greater and lesser as an example. In order to recognize specified characteristic or patterns in the domain world, our system has daemon units called “observer” which are burnt when they are observed. In the Figure 2, the object ‘maximum number’, ‘sorted list’ and property ‘length of sorted list’ are recognized by observers. There are some cases that some observers take outputs of the other observers as their inputs. Then the outputs of observers make hierarchy. When a result of observation is output on the basis of a result of another observer, the former has larger grain-size than the latter and implies the fact corresponding to the latter.
2.3 Generation of a verbal explanation

The explanation unit generates verbal explanations of the target program by using results of simulation and outputs of observers. The results of observations have a hierarchical structure, as mentioned above. The system generates a hierarchical verbal explanation by using the hierarchical structure (it also uses syntactical structures of programs). In other words, the system notices the largest grain-sized result of the observation firstly, in order to generate the verbal explanation. Secondly, if learners request the detailed verbal explanations, the system generates the explanation using results of observation having smaller grain size. Figure 3 shows the example of verbal explanations generated by our system. It illustrates the verbal explanation of behavior of a sorting program on the domain world of greater and lesser. The indentation in the figure means that behavior 1 and behavior 2 are executed sequentially and that behavior 2 is equivalent to the sequence of behavior 2-1, behavior 2-2, and behavior 2-3. Each Behavior is implemented by a single statement or a sequence of statements. When a verbal explanation for a behavior implemented by a sequence of statements is clicked, more detailed verbal explanations showing the way to implement the behavior are displayed.

![Figure 3: An example of the verbal explanation of a target program](image)

Next, we show procedures for generating the hierarchical verbal explanation like Figure 3. An input is a result of simulation of some statements (For further details, please see our previous paper[7]).

(1). The case that a certain behavior is implemented by a sequence of statements.

The system observes differences of the states of the domain world model before and after execution of the sequence of statements. According to these differences, the explanation unit selects a template and generates verbal explanations for the statement. Now we show an example of a template.

- The case that extension of the sorted list is observed.

The differences are composed of the following three elements.

- Object(s) recognized at the state before execution of some statements: a sorted list
- Object(s) recognized after execution of the statements: an extended sorted list
- Recognized changes of states of objects: an extension of the sorted list

A template for the extension of the length of a sorted list is applied (Please see Figure 3).

Template: "Rearrange the [Type of added object] to place [An added object] on [The position of the insertion] position. As a result, [A sorted list at the after state] [Type of inserted objects] are sorted."

"[]" means a procedure which generates a certain pattern of string.*

[An added object] : A procedure that generates a noun phrase expressing the new object added to the sorted list.

[The position of the insertion] : A procedure that generates a noun phrase expressing the range of the sorted list at the after states.

(2). The case that a certain behavior is implemented by a single statement.

The explanation unit calls each procedure corresponding to types of the statement. The procedures are defined for each structure of the program like sequential structures, selective structures, iterative structures, an assignment statement, a statement for input, and a statement for output. Same as the case (1), templates are prepared for each structure of the program. For example, we show a template of 'if' statement.

Template: "if [explanations of the conditional clause], [explanations of the 'then' clause] (otherwise [explanations of the 'else' clause])"

[explanations of the conditional clause]: The procedure that explains the conditional statement of 'if' statement.

[explanations of the 'then' clause]: Apply the procedure for generating the verbal explanation to the clause recursively.

[explanations of the 'else' clause]
Apply the procedure for generating the verbal explanation to the clause recursively.

Thus, the system can generate hierarchical verbal explanations. When a verbal explanation generated by the procedure (1) is shown and a learner requests more detailed explanation, the system tries to apply the procedure (1) recursively to make such an explanation. If it cannot generate any explanation, it applies the procedure (2).

3 Functions necessary to generate an effective bimodal-explanation

In order to construct a system generating effective visual explanations, we have to consider what visual explanation is effective for learners to understand an algorithm or behavior of a target program. By designing mock up visual explanations repeatedly, we find that the effective visual explanation has following three facilities.

(1) The facility to generate visual explanations with various grain-sizes.
When learners learn programming by using a system explaining behaviors of programs, they need various grain-sized explanations. For example, when a learner wants to grasp algorithm roughly, a large grain-sized explanation would be effective. On the other hand, when he wants to understand a precise method of implementation, smaller grain-sized explanations are effective. Moreover, when he wants to diagnose his own program at a glance, he needs the largest grain-sized explanation. When he wants to find buggy codes, he needs smaller ones. In order to generate such various grain-sized visual explanations, the system should be able to:
- regard a sequence of statements as a blackbox and generate a visual explanation showing its function.
- generate a visual explanation showing a function of each statement sequentially.

(2) The facility to explain a function of a program by using both animations and verbal texts.
If a system shows only visual explanations, learners sometimes cannot understand behavior of target programs clearly, because such learners cannot understand what phenomena are essential. Thus, it is necessary for our system to have the facility to generate verbal explanations showing a major phenomenon of each step of visual explanations. Thus our system should have a facility of generating combination of verbal explanations and visual ones (bimodal-explanations).

(3) The facility to generate explanations on the total effect of a sequence of statements.
Generally, a task is achieved by a sequence of statements, and each sub-task is achieved by each sub-sequence of the statements. When the system shows a sequence of explanations each of which has a certain grain-size corresponding to a sub-task, a learner sometimes cannot find the fact that the task has been achieved. In order to prevent learners from such misunderstanding, the system should show them a verbal explanation remarking the fact.

4 Methods to realize the functions to generate bimodal-explanations

4.1 Basic ideas

(1) The method of generating visual explanations on various grain-size.
As we describe in section 2, our system can generate hierarchical verbal explanations. In other words, it can understand behavior of a target program on various grain-size. And the system holds the result of understanding as hierarchical data. Therefore we can realize a system generating visual explanations on various grain-size, by developing a method to generate a visual explanation from a result of understanding.

(2) The method of generating combination of verbal explanations and visual explanations.
Our program understanding mechanism can recognize the major phenomena in the domain world. And we have already developed a method to generate verbal explanations from the result of program understanding. Thus, if the system can generate a visual explanation from the result of it by the method (1), it becomes to be able to generate both visual explanations and verbal explanations remarking major phenomena from common data.

(3) The method of generating explanations on the total effect of a sequence of statements.
By generating an explanation remarking that a task is achieved just after explanations of sub-tasks are finished, the system can generate explanations on the total effect of the task. The explanations of the task and the sub-task can also be generated by the method (1) and (2). For example in Figure 4, just after the explanation corresponding to the behavior 1-3 is finished, the system generates the explanation corresponding to the behavior 1 as the explanation of the total effect. As a result, the explanation shown in Figure 4 is generated.

In consequence, if we can realize the method (1), the method (2) and (3) can also be realized. Therefore we discuss the detail of the method (1) in the next section.
4.2 Generating visual explanations

The system visualizes behavior of the target program in various grain-size. The generated animations are shown with verbal explanations. The detail of our method to generate verbal explanation is seen in [6], so we omit it in this paper.

At first, the system starts explaining with the largest grain-size, then shows more detailed explanation on an action of which detail a learner wants to see.

The methods to draw a step of animation are classified into the following two types:
1) The method of visualization for a function implemented by a single statement.
2) The method of visualization for a function implemented by a sequence of statements.

The detailed process of 1) and 2) is discussed in 4.2.1 and 4.2.2 respectively.

4.2.1 How to generate a visual explanation of a function implemented by a single statement

In order to generate a visual explanation on a statement, we prepare specific procedures for each type of a statement. The statements of inputting, assignment, selection, and iteration have their individual procedures.

Procedures for inputting statement should be classified into several types in order to generate effective explanations. For example, the basic function of inputting statement "read (A);" must be "a datum is input to the variable A." However, showing only the basic function is not always a good explanation. If a meaningful datum has been stored in the variable "A" before inputting, the system should also explain that the datum is deleted by the inputting. Therefore, the procedures for inputting statement are classified according to some conditions on the role of the statement in the target program and the domain world; for example, the condition whether the datum stored in the destination variable of inputting has been referred before the input sentence or not (if it has been referred, it must be meaningful).
Similarly, procedures for assignment statement should also be classified. For example, the basic function of the statement "A:=B;" is "the datum in the variable B is copied and the copy is written on the variable A." But, if the datum in B will never be referred after the assignment, the explanation "the datum in B is moved to A" must be better because it represents the role of the statements more directly. We show an example of a condition to classify procedures for assignment statement and a procedure corresponding to the condition, by using the statements illustrated in Figure 5.

The condition and procedure for assignment statement meaning the copying process of objects in a sorting program is as follows.

**Condition:** [the datum in B represents an object in the world of greater and lesser] and [B is referred during *2] and [A is also referred during *1]

**Procedure:** Seen in Table 1. And the visual explanation generated by the procedure is seen in Figure 6.

Table 1 also shows the templates for generating verbal explanations in this condition.

![Figure 5: An example of an assignment statement in a program](image)

The system doesn't generate visual explanations corresponding to statements of selection and iteration. For example on "if-then-else" statement, it generates visual explanations corresponding to 'then' block or 'else' block, while it generates verbal explanations whether the condition part of the statement is true or false. By the verbal explanation, a learner can understand why the 'then' block or the 'else' block is executed. Templates used to generate such verbal explanations are not the ones mentioned in 2.3 because of the following reason:

- In general, verbal explanations can be abstract. For example, we can explain a sorting process of N pieces of balls.
- Visual explanations must be concrete. For example, the system has to decide how many balls exist in the domain world in order to draw sorting process.
- Therefore, verbal explanations corresponding to visual explanations have to be generated by templates designed for bimodal-explanation.

Table 1: Examples of procedures and templates for generating explanations of an assignment statement

<table>
<thead>
<tr>
<th>order</th>
<th>Procedures for generating visual explanations.</th>
<th>Templates of verbal explanations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Show a ball having an assigned value with a black color.</td>
<td>Focus on [a ball holding an assigned value].</td>
</tr>
<tr>
<td>2</td>
<td>Show a copy of the ball having the assigned value.</td>
<td>Prepare a copy of this ball.</td>
</tr>
<tr>
<td>3</td>
<td>Show a ball assigned the value with a gray color.</td>
<td>Remove a ball on [an assigned position].</td>
</tr>
<tr>
<td>4</td>
<td>Draw an arrow from the copy of the ball having the assigned value toward the ball assigned the value.</td>
<td>Move the copy of this ball to [an assigned position].</td>
</tr>
<tr>
<td>5</td>
<td>Show the copy of the ball having the assigned value at an assigned place.</td>
<td>Move this ball to [an assigned position].</td>
</tr>
<tr>
<td>6</td>
<td>Show a state of end.</td>
<td></td>
</tr>
</tbody>
</table>

As mentioned above, "[ ]" in template means a procedure by which a certain pattern of string is generated. The bimodal-explanation corresponding to a single statement is composed of 3 ~ 5 scenes.

4.2.2 How to generate an explanation of a function implemented by a sequence of statements

In order to generate such a visual explanation, the system needs to display the states before/after the function has been applied. In order to decide designs of both states, the system generates a sequence of visual explanations on the statements by which the function is implemented. The generated explanations are only stored in a database without being displayed to a learner. The system picks up the initial state and the final state from the database and displays them one after another.

In addition, the system also needs to explain an effect of the sequence of statements directly. In order to generate an explanation of a total effect of statements, the system should generate a verbal explanation remarking the total effect and a step of animation showing the effect directly. The system can generate the verbal explanation by applying templates to the result of simulation. In order to generate a step of animation, we
prepare procedures for visualizing a concept recognized as a result of the simulation. For example, brace and the words attached to it in Figure 4 (b) are drawn by such procedures. The number of such procedures is nearly equal to the number of template for the result of simulation (illustrated in 2.3.(1)).

![Figure 6: The visual explanation corresponding to each statement](image)

5 Implementation

The system is developed on Unix workstations. The unit of generating bimodal-explanation is implemented by Tcl/Tk. Now we have finished implementation of procedures generating bimodal-explanations of statements of input, assignment, selection and iteration. Figure 7 shows an example of bimodal-explanations generated by our system. The target program is sorting by straight insertion. The system explains the process of sorting five balls according to their sizes. Figure 7-1 shows the state just after that the smallest ball (in this figure, it is the 4th ball from the left end) has been found, the ball has been copied to the 'place x', and it has been removed. After that, the following processes are explained one after another.

- The copy of the first ball is moved to the fourth position (Figure 7-2, 7-3).
- The ball on the 'place x' is focused (Figure 7-4).
- The ball on the first place is removed (Figure 7-5).
- The ball on the 'place x' is moved to the first position (Figure 7-6, 7-7).

By these explanations, learners can imagine the process that the smallest ball is moved to the first place. The explanation after Figure 7-8 continues in a similar way. The system also shows the process that the second - fifth smallest ball is moved to the second - fifth place respectively. Thus, the whole process of the sorting is illustrated. The original messages generated by our system are Japanese, but we add corresponding English messages to this figure.

6 Conclusion

In this paper, we proposed a method of generating a bimodal-explanation. Our system accepts the result of simulation and generates bimodal-explanations. Our current system can deal with only on the domain world of greater and lesser. Constructing procedures for the remaining types of a statement and applying this system to other domain worlds will be our future work.
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This paper described a learning environment for search algorithms. In the learning environment, learners can build search algorithms by combining several parts by direct manipulation. Then, the environment diagnoses the algorithms in order to give feedback about the algorithms. First, the environment judges whether or not the algorithms are adequate. When the algorithms aren’t adequate, they are diagnosed using heuristics rules. In the diagnosis, errors in the algorithms are detected. By using the results of this diagnosis, the environment can give messages to help the learners revise their algorithms or to motivate them to build the next type of algorithms. We have already implemented the learning environment. As a preliminary evaluation of the environment, we asked 13 students to use the environment, and gathered several types of data. As a result, the experiment suggests that the learning environment is promising.
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1 Introduction

An effective way to learn procedural knowledge in depth is to make learners apply it to various cases. However, although the learners may master how to use the procedure through the experience, it is not enough to answer the question “what the procedure is”. Several investigations [1-4] suggested that "learning by design" is a promising way to promote the learner's understanding about "what that is". For example, in order to understand a machine in depth, assembling it from its smaller parts is the best way. In the case of the understanding of procedure, to build up the procedure by trial and error is useful in order to understand it.

This paper reports about a learning environment for learning by design, targeting basic search algorithms taught in an introduction to artificial intelligence lecture, that is, depth-first search, breadth-first search and three heuristics searches (best-first, minimum consuming cost, and A algorithm). In the lecture, usually, the procedure of each search algorithm is taught and learners carry out the searches following the procedures by hand. Some of them understand the meaning of the algorithms through the practice, but some of them only memorize the procedures. Our environment provides several parts of the search algorithm as icons. Learners can assemble them by direct manipulation in the environment. The environment interprets the assembled parts as a search algorithm and diagnoses it, for example, as to whether it falls into the loop or not. Then, the environment gives feedback for the algorithm to revise it or to try to build the next one. The tree structures that are generated as the results of the searches following the algorithms are also presented to the learners. These feedbacks are necessary to realize learning by design effectively.

In this paper, first, the model of the search algorithm that is the basis of the design of this environment is described. Then, the configuration and functions of the learning environment are explained. The preliminary evaluation of the environment is also reported.

2 Interactive Learning Environment of Search Algorithms

Figure 1 shows the configuration of the ILE. It is composed of the interface and reasoning module. In the interface, learners design and build search algorithms, and receive feedback from the system. In the
In this section, first, the model of search algorithms used in the ILE is described. The modeling is indispensable for designing the interface for algorithm building and in order to diagnose algorithms. Then, the interface where learners can build the search algorithms by direct manipulation is presented. The diagnosis of the algorithms and the feedback generated based on the results of the diagnosis are also explained.

2.1 A Model of Search Algorithm

Search algorithms taught in the introductory lecture of artificial intelligence share the same procedure as follows. Here, both "Open" and "Closed" are lists composed of search nodes.

1) The start node is put into Open.
2) If "Open == []" then "the end of the search is in failure".
3) Pick up one node at the head of Open (the node is called \( n \)).
4) If "\( n == \text{goal} \)" then "the end of the search is in successful".
5) Generate child nodes from \( n \).
6) Put the child nodes into Open.
7) Put \( n \) into Closed.
8) Return to Step-2.

The differences between the search algorithms are characterized by the operation of Step 6. For example, depth-first search is characterized as the algorithm in which the child nodes are put into the head of Open in Step 6. Breadth-first search is characterized as the algorithm in which the child nodes are put into the tail of Open in Step 6. In heuristics searches, the way to sort Open is an essential characteristic. In addition, for every algorithm, the method of selection of child nodes to put into Open is also an element that characterizes the search algorithms.

In our system, search algorithms are characterized by the combination of the following three list operations used in Step 6: "selection," "connection" and "sort." There are two types of selection operations: the first is "to select nodes that are not included in a list," and the other is "to select nodes that are not included in a list or are lower in cost than the same node in the list." Connection also has two types. The first is "to put nodes into the head of a list" and the other is "to put nodes into the tail of a list." The referred list is usually Open.

We prepared three types of sorts: "to sort in the order of the consumed cost (minimum consumed cost search)," "to sort in the order of predicted cost (best-first search)" and "to sort in the order of the total of the consumed and predicted cost (A algorithm)."
Figure 2. An example of the model of Search Algorithm

Figure 2 shows an example of a search algorithm built by the operations. The lozenge is the operation, and the rectangle is the list. The parameter that indicates "referred cost" or "head or tail" to specify the operator is presented at the bottom right of the lozenge. Therefore, Figure 2 means that "the child nodes that are not included in Closed are put into the head of Open." This is a kind of depth-first search that prunes using Closed.

Every part described above is necessary to build the search algorithms taught in the introductory lecture to artificial intelligence. In order to make learners understand search algorithms more deeply, our ILE provides an environment where learners can build search algorithms freely, and can receive feedback for the algorithms. In the following section, the ILE designed based on the model of search algorithms is described.

2.2 Building Search Algorithms

The interface for building search algorithms is shown in Figure 3 (currently, the interface is written in Japanese. Explanations in Figure 3 are translated to English for this paper. Japanese version is shown in [5]). Learners build search algorithms in the "building field" by assembling parts provided in the interface. At the bottom of the Interface, three operators are provided in the lozenges. The parameters specifying the operators are selected from the menu under the lozenges. The reference lists of the operators are selected from the box at the upper left. All manipulation in the interface can be done with a mouse. The algorithm in the building field is a depth-first search without having pruned.

Learners can confirm the algorithm built by themselves in two ways: a written explanation and a trace of the
search tree. The explanation is generated by interpreting the operations in order of sequence in the building field. Figure 4 is the explanation of the algorithm shown in Figure 3. A search tree is generated by showing the trace results in a search space. The search spaces are provided as mazes in the environment. Figure 5 is an example of search tree that is the results of the search for the maze shown in the right in the figure.

Figure 4. An Example of Explanation an Algorithm. Figure 5. An example of search tree.

Learners can also ask the system to diagnose the algorithms built in the building field. The reasoning module has both the adequate combinations of operations and heuristics rules to criticize the algorithms that are not adequate. By using the adequate combinations, the adequate algorithms can be detected. By using the heuristics rules, the errors in the inadequate algorithms are detected. If no errors are detected by the heuristics rules, the reasoning modules can not judge the type of the errors. The heuristics rules are prepared from the following three points of view: the kind of algorithm, redundancies in the algorithm and the covering of the search space. An example of messages generated from the results of the diagnosis is shown in Figure 6. In the following section, the diagnosis of the search algorithms is described.

2.3 Diagnosis of Search Algorithms

In the reasoning module, the algorithms are diagnosed using heuristics rules. The heuristics rules of each viewpoint are shown in this section.
2.3.1 Type of Algorithm

The algorithms built by the learners are categorized by the following heuristics rules.
* When, after child nodes are put into the head of Open, either any nodes are not put into the head of Open or Open is not sorted, the algorithm is categorized as depth-first search.
* When, after child nodes are put into the tail of Open, either any nodes are not put into the tail of Open or Open is not sorted, the algorithm is categorized as breadth-first search.
* When, after child nodes are put into Open, Open is finally sorted in the order of consumed cost, the algorithm is categorized as minimum consumed cost search.
* When, after child nodes are put into Open, Open is finally sorted in the order of predicted cost, the algorithm is categorized as predicted cost search.
* When, after child nodes are put into Open, Open is finally sorted in the order of the total of consumed cost and predicted cost, the algorithm is categorized as A algorithm.

When the algorithm has no characteristics checked by the above rules, the kind of algorithm cannot be specified.

2.3.2 Redundancy of Algorithm

When the algorithms include the following operators, the diagnosis module judges that the operators are redundant in the algorithms.
* The same operators are used continuously.
* When several operators of sort are used, only the operator of sort used at the end has meaning.
* After using the connecting operator with a list as the parameter, the execution of the selection operation with the same list as the parameter results in deleting the added nodes.

2.3.3 Covering of the Search Space

Several search algorithms that can be built by learners can not find goals that exist in a search space. The reasoning module diagnoses whether or not the algorithm can cover the search space, by using the following heuristics rules.
* When several child nodes which might imply goals are not put into Open, the algorithm might fail to reach the goal included in the search space.
* When the algorithm that isn’t categorized as breadth-first, minimum consuming cost or A algorithm doesn’t include the selection operator with Closed as the parameter, the algorithm falls into the loop.

2.4 Feedback based on the Diagnosis

Based on the results of the above diagnosis with heuristics rules, the messages to criticize the algorithm are provided in the interface. Figure 7 shows an example of the messages. When the type of an algorithm is judged, the type is indicated. When the algorithm includes the redundant operators, the operators and the explanation of the redundancies depending on each heuristics rule are provided. When the algorithm might not cover the search space because several child nodes fail to be input into Open, the explanation prepared for the heuristics rule is shown. When the algorithm might fall into the loop, the possibility of falling into the loop is indicated.

When the algorithm includes a pruning operation, the fact is also indicated. In the interface shown in Figure 7, to motivate learners to build the next algorithms, the algorithms the learner has made correctly and hasn’t made yet are shown.

3 Preliminary Evaluation

For a preliminary evaluation of the learning environment, we gathered thirty college students and asked them to use the learning environment. Those who were in the second grade or in the third grade have already taken the lecture of artificial intelligence. Their participation was voluntary. Before the experiment, we explained how to operate the environment for ten minutes. Then, we asked them to build search algorithms in the learning environment for an hour.
In the experiment, we recorded the following data: (1) the number of algorithms built by the learners, (2) the number of adequate algorithms, (3) the number of inadequate algorithms that could be diagnosed with heuristics rules, (4) the number of inadequate algorithms that couldn’t be diagnosed, and (5) the number of types of the adequate algorithms the learner made. The results are shown in Table 1. After the experiment, we asked four questions: (a) Are you interested in the system? (b) Is the system easy for you to use? (c) Would you like to use the system more? (d) Do you understand the search algorithms better than before? The results are shown in Table 2.

<table>
<thead>
<tr>
<th>Student number</th>
<th>(1) The total number of algorithms</th>
<th>(2) Adequate algorithms</th>
<th>(3) Inadequate algorithms (be diagnosed)</th>
<th>(4) Inadequate algorithms (not be diagnosed)</th>
<th>(5) The type of the algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.1</td>
<td>26</td>
<td>11</td>
<td>15</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>No.2</td>
<td>24</td>
<td>10</td>
<td>6</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>No.3</td>
<td>16</td>
<td>10</td>
<td>6</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>No.4</td>
<td>38</td>
<td>17</td>
<td>13</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>No.5</td>
<td>44</td>
<td>13</td>
<td>20</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>No.6</td>
<td>48</td>
<td>10</td>
<td>26</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>No.7</td>
<td>21</td>
<td>8</td>
<td>8</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>No.8</td>
<td>26</td>
<td>15</td>
<td>9</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>No.9</td>
<td>23</td>
<td>14</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>No.10</td>
<td>16</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>No.11</td>
<td>43</td>
<td>24</td>
<td>11</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>No.12</td>
<td>20</td>
<td>8</td>
<td>12</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>No.13</td>
<td>16</td>
<td>9</td>
<td>7</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>361</td>
<td>154</td>
<td>143</td>
<td>64</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question-a</th>
<th>Yes</th>
<th>Maybe yes</th>
<th>No</th>
<th>No answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question-b</td>
<td>10</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Question-c</td>
<td>1</td>
<td>7</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Question-d</td>
<td>7</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

In Table 1, the total number of algorithms the learners made was 361, that is, 27.8 per student. The total number of adequate algorithms was 154, that is, 43% of the algorithms. The total number of inadequate algorithms was 207 (57%). The number of diagnosed errors by heuristics rules was 143. This means that the system could detect the errors in 69% of the inadequate algorithms. Among thirteen students, eleven students made every type of algorithm.

In Table 2, the results of Question-a and -c suggest that most of the students had interest in the learning environment. The result of Question-b indicates that the interface is not easy for the students to use. For Question-d, four students answered "no", and three students didn’t judge, that is, more than half the students didn’t think they gained a deeper understanding by using the learning environment.

Students made many algorithms in the experiment and they answered that the learning environment was interesting. In addition most of them could make every type of algorithm. These results suggest that the learning environment is promising. The answers for Question-b mean we should improve the interface. In Question-d, Six students thought they got deeper understanding by using the environment, but seven students didn’t think so. When we gathered students, we told them that we would ask them to use a learning environment for search algorithms. Therefore, most of the students participating in the experiment might have confidence about their understanding of search algorithms. This is one reason for the result for Question-4.
As for the results, the experiment suggests that the learning environment is promising to be used in the real world, but the effect couldn't be confirmed clearly.

4 Conclusions

This paper described a learning environment for learning by design in the case of search algorithms. In the learning environment, learners can build search algorithms by combining parts by direct manipulation. Then, the environment diagnoses the algorithms in order to give feedback about the algorithms. First, the environment judges whether or not the algorithms are adequate. When the algorithms aren't adequate, they are diagnosed using heuristics rules. The heuristics rules detect errors in the algorithms. By using the results of this diagnoses, the environment can give messages to help the learners revise their algorithms or to motivate them to build the next type of algorithms.

We have already implemented the learning environment. As a preliminary evaluation of the environment, we asked 13 students to use the environment, and gathered several types of data. As a result, the experiment suggests that the learning environment is promising to be used in the real world and that is promising, but the effect couldn't be confirmed clearly. In the next step, we will use the learning environment in class and evaluate it in a real learning context.
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In this paper, we propose a technique for reducing processing time during program evaluation, and examine processing time of evaluating programs of which sizes are relatively large in novice programming courses. We proposed a method of constructing an automated evaluation system assisting teachers teaching novice programming. Our system evaluates learners' programs by comparing them with a standard algorithm representing teacher's intentions. By using our system, teachers can easily pick up learners' defective programs. We constructed a prototype system, and examined whether the system can evaluate programs actually submitted by learners. We confirmed that it could evaluate the programs validly. However we found that we should improve the processing time after evaluating various programs. In order to reduce processing time, we extend the matching algorithm using two ways. As a result, processing time is improved without spoiling the accuracy of matching. After that, we design a model course of novice programming based on actual courses in our university. And we examine the relation among program size, arbitrariness of teacher's intention and processing time. Then we confirm that the processing speed of our system is fast enough to be used in actual education environment.
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1. Introduction

By using program diagnosis technique, many programming education systems have been developed[1][2]. Most of them are designed to help learners, not the teachers. We think it is necessary to help teachers in order to give learners better advice. It needs much effort for teachers to evaluate many programs. So we constructed a prototype system assisting teachers teaching novice programming[4]. We have designed a model course on the basis of actual novice programming education course. Then, we have examined whether the system can evaluate programs written by learners. We confirmed that it could evaluate the programs validly[5]. However we found that we should improve the processing time after evaluating various programs. In this paper, we propose a technique for reducing the processing time (section 3), and examine processing time of evaluating programs of which sizes are relatively large in novice programming courses, then confirm that the processing speed of our system is fast enough to be used in actual education environment (section 4).

2. Our previous work

Generally, teachers teaching novice programming arrange goals for their exercises, and set exercises related to the goals. We call these goals "teacher's intentions". They evaluate whether each program submitted by a learner achieves the goals or not, and advise the learners according to the result of the evaluation. However, it needs much effort for them to evaluate many programs with various bugs. So we support them by developing an automated evaluation system classifying programs which perfectly satisfy their intentions, which partially satisfy their intentions or do extra work, and which don't satisfy their intentions. Therefore they only have to check the
unsatisfied programs carefully. We found that most of teacher’s intentions can be represented with standard algorithms to solve exercises. So we use the standard algorithms for inputting teacher’s intentions. We designed an algorithm representation based on PAD expression. We call the representation “Extended PAD”. By using the Extended PAD, teachers are allowed to use the following structures in order to represent arbitrariness included in their intentions.

Non-ordering structure: It represents arbitrariness on the order among tasks.
Alternative structure: It represents arbitrariness on method to achieve a goal.

The Extended PAD consists of two types of elements: elements which correspond to a Pascal operation or control structure, and which correspond to a sequence of Pascal operations. We call the previous elements “primitive operations”, and the other “macro operations”.

We developed a method matching learners’ programs with a standard algorithm. According to this method, the system tries to check correspondence of every combination of statements in a learner’s program with the statements in a standard algorithm. If it judges that a statement in a learner’s program matches with a statement in a standard algorithm, it makes a hypothesis on a correspondence of these statements and correspondences of variables referred by the statements. Then it continues matching the other statements on the basis of the hypothesis. As the matching process succeeds, the hypothesis grows up. Generally, possible correspondence of variables is not unique. So the other hypotheses containing the other correspondences of variables are set up at the same time. According to the result of matching, it outputs its judgement, “perfect match”, “partial match” or “no match” based on the most plausible hypothesis. “Partial match” means that a learner’s program doesn’t match with a standard algorithm perfectly, but both the ratio of matched statements to the whole in the learner’s program and the ratio of matched statements to the whole in the standard algorithm are higher than each threshold we defined.

3. Improvement of processing time

In order to reduce processing time, we should re-consider a method of matching programs. The system outputs the result of judgement on the basis of the most plausible hypothesis. The others are rejected. So if the system has an ability to find useless hypotheses on the way during matching process and avoid checking the correspondence of statements on the basis of the useless hypotheses, processing time must decrease.

So we extend the matching method as follows:
1) When the system intends to make new hypothesis containing correspondence of a new combination of statements in a learner’s program and a standard algorithm, it calculates the ratio of matched statements to the whole under the assumption that all of the following statements will be matched perfectly. If the ratio cannot reach the threshold, the system doesn’t make the hypothesis and omits the process of matching the following statements based on the hypothesis.
2) After the system has matched whole statements on the basis of a certain hypothesis, it tries to match statements on the basis of another hypothesis. In such a case, when the system finds that the ratio of matched statements to the whole cannot reach the ratio of previous trial, under the similar assumption to 1), it stops matching the following statements.

As a result, processing time is improved without spoiling the accuracy of matching. We confirm that evaluation of programs is not changed by the extension. Table 1 shows improvement of processing time necessary to judge the programs. Exercise (1), (2) and (3) are illustrated in Table 2. The computer system used for both experiments before and after the extension is an Engineering Workstation JU2/2300 (CPU: Ultra SPARC-II (300MHz) * 2, SPECint95: 12.3, SPECfp95: 20.2, Operating System: SunOS5.6, Made by: Japan Computer Corp.).

<table>
<thead>
<tr>
<th>Exercise</th>
<th>Number of programs</th>
<th>Average time of processing [sec/program]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before extension</td>
<td>After extension</td>
</tr>
<tr>
<td>(1)</td>
<td>42</td>
<td>184.98</td>
</tr>
<tr>
<td>(2)</td>
<td>56</td>
<td>1.43</td>
</tr>
<tr>
<td>(3)</td>
<td>49</td>
<td>109.06</td>
</tr>
</tbody>
</table>

4. Applicability of our system to actual education environment

In order to discuss applicability of our system to actual scene in education, we design a model novice programming course based on actual courses in our university[5]. The exercises in the course are seen in Table 2. We use programs submitted by learners in the actual courses of our university.

We write each standard algorithm of exercise within the following restriction: the number of steps of
Extended PAD must be less than twice the number of steps of a standard program for corresponding exercise. The reason is that teachers don't prefer writing more detailed standard algorithms because of their costs.

The computer system used for this experiment is also the Engineering Workstation JU2/2300.

### Table 2: The exercises in the model course.

<table>
<thead>
<tr>
<th>Exercise</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exercise(1)</td>
<td>There are several birds and tortoises. Find the number of them when the following conditions are given: (1) Sum of the heads of birds and tortoises. (2) Sum of the legs of birds and tortoises.</td>
</tr>
<tr>
<td>Exercise(2)</td>
<td>A character datum that is an uppercase character will be input by user. Convert it to lowercase.</td>
</tr>
<tr>
<td>Exercise(3)</td>
<td>A hexadecimal number will be input by user as two digits of character datum &quot;0-9&quot; or &quot;A-F&quot;. Convert it to a decimal number.</td>
</tr>
<tr>
<td>Exercise(4)</td>
<td>Solve an equation &quot;ax^3+bx^2+cx+d=0&quot; by using the Newton method.</td>
</tr>
<tr>
<td>Exercise(5)</td>
<td>Sort integer data in an array by using the straight selection sort algorithm.</td>
</tr>
<tr>
<td>Exercise(6)</td>
<td>Solve simultaneous equations by using the Gaussian elimination.</td>
</tr>
</tbody>
</table>

### 4.1 Result of experiment

In order to evaluate processing time, we must consider the following factors: program size of standard algorithms and one of learners' programs, arbitrariness of teacher's intentions, judgement of learners' programs. Therefore we examine the relation among these factors and processing time. Table 3 shows:

- Program size of a standard algorithm and arbitrariness of teacher's intention.
- The number of learners' programs and average of their program size.
- Judgement of learners' programs, and the average processing time.

We measure the program size by the number of statements, blocks and variables, and the arbitrariness by the number of alternative structures and non-ordering structures including a standard algorithm. The judgement means the number of learners' programs that are judged "perfect match", "partial match" and "no match" by our system.

As program size increases, the number of combination of statements in a learner's program with the statements in a standard algorithm also increases. At the worst case, the number of the combination increases proportionally to factorial of number of the statements. However Table 3 shows gentler increasing. From the result, we think our extended matching method works well. Exercise (4) needs rather long processing time. We think that the number of statement per block is larger than the other exercises, and most of statements in the result, we think our extended matching method works well. Exercise (4) needs rather long processing time. The reason is that teachers don't prefer writing more detailed standard algorithms because of their costs.

Extended PAD must be less than twice the number of steps of a standard program for corresponding exercise. The reason is that teachers don't prefer writing more detailed standard algorithms because of their costs.

The computer system used for this experiment is also the Engineering Workstation JU2/2300.

### Table 3: Relation among program size, arbitrariness of standard algorithm and processing time.

<table>
<thead>
<tr>
<th>Standard algorithm</th>
<th>Learners' programs</th>
<th>Judgement of Learners' programs</th>
<th>Processing time [sec/program]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of:</td>
<td>Average of:</td>
<td>Number of:</td>
<td></td>
</tr>
<tr>
<td>States- ments</td>
<td>Blocks</td>
<td>Variables</td>
<td>Alternative</td>
</tr>
<tr>
<td>(1)</td>
<td>5</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>(2)</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>(3)</td>
<td>11</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>(4)</td>
<td>9</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(5)</td>
<td>10</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(6)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(7)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(8)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(9)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(10)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(11)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(12)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(13)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(14)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(15)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(16)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(17)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(18)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(19)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(20)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(21)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(22)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(23)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(24)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(25)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(26)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(27)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(28)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(29)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(30)</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

We evaluate our system on another standpoint. As arbitrariness of teacher's intention increases, possible combinations of statements in a learner's program with the statements in a standard algorithm also increase. We prepare some standard algorithms for the exercise (5) and (6), and process actual programs of learners. The result is seen in the lines with (*) and (# ) in Table 3.

We prepare a standard algorithm including three alternative structures representing two methods to achieve a goal. At the worst case, the number of combination of statements in a learner's program with the statements in the standard algorithm increases 8 (=2^ 3) times. However Table 3 shows 1.5 times increasing. We also measure processing time by using a standard algorithm of exercise (6) including 11 alternative structures representing two methods. Although it seems that processing time increases 2048 (=2^11) times, Table 3 shows only 3 times increasing. Similarly, on exercise (5), we prepare a sample of Extended PAD including 2 non-ordering structures.
representing arbitrariness on the order between two tasks. In this case, it seems that processing time increases 4 \(=2^2\) times. However Table 3 shows 1.8 times increasing. We think that the reason why the processing time isn’t so increased is that our extended matching method works well. When our system evaluates using standard algorithms that include alternative structures or non-ordering structures, useless hypotheses are rejected at earlier stage of matching process.

In the next section, considering the result shown in Table 3, we discuss applicability of our matching method to actual education.

### 4.2 Estimation of processing time for actual exercises in novice programming

We survey model programs in a textbook[3], and write standard algorithms considering alternative coding methods or alternative order of statements. Then we investigate the program size, numbers of alternative structures and numbers of non-ordering structures. The result is seen in Table 4.

We can regard that our matching algorithm processes even programs belonging to the most complicated class in actual education within practical processing time. The reasons are as follows:
- The number of statement in programs of high level is less than the exercise (6) on average. And the largest number of statement is equivalent to the exercise (6).
- The number of alternative structure is almost 4 for programs of middle or high level.
- The number of non-ordering structure is less than 2.
- Therefore we think that our system can evaluate the most complicated program in the textbook with processing time similar to exercise (6) (31.00s/program).
- In fact, if a teacher takes care of 100 students in a class, the time necessary to evaluate their programs by our system is only 50 minutes or so. We think this is practical enough.

<table>
<thead>
<tr>
<th>Exercise</th>
<th>Number of programs</th>
<th>Number of statements</th>
<th>Alternative structures</th>
<th>Non-ordering structures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic level (the four rules of arithmetic, etc.)</td>
<td>19</td>
<td>8.5</td>
<td>1.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Middle level (sorting, etc.)</td>
<td>34</td>
<td>17.9</td>
<td>4.0</td>
<td>0.5</td>
</tr>
<tr>
<td>High level (searching trees, etc.)</td>
<td>14</td>
<td>20.9</td>
<td>3.5</td>
<td>0.3</td>
</tr>
</tbody>
</table>

### 5. Conclusions

In this paper, we extend our matching algorithm to improve the processing time. Through the examinations and the discussion about processing time, we confirm that our system can evaluate actual programs in novice programming in practical time. Now, we are constructing a graphical user interface for describing standard algorithm. We will evaluate usability of our system after constructing it.
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1 Introduction

This paper describes a method of supporting teachers' evaluation work of students' programs. In programming education, programming exercise courses play an important role, because writing programs is indispensable to learning programming. In programming exercise classes, however, the teacher's loads of evaluation tend to be very heavy because the teacher has to read so many programs and reports. We aim to implement a computer system as an evaluating assistant that supports the teachers' evaluation work.

There are two approaches to the evaluation of students' programs. The first one is to diagnose programs and give advice by knowledge-based program recognition [1]-[3]. Most of the systems based on the approach require a huge amount of knowledge on bugs, and it would be difficult to constitute the systems practically. The second approach is to support teachers' evaluation work [4]. This approach may not necessarily aim at automating the evaluation work. It aims at implementing practical systems by limiting computers' evaluation work. We took the second approach.

We consider the program evaluation work as collaboration between teachers and computer systems and propose an evaluating assistant model of programs. We also propose a framework of the case-based evaluating assistant system.

2 Target Task and Evaluating Assistant

2.1 Task of Program Evaluation

The target evaluation tasks of a student's program are the following two tasks: (1) the first task is judging whether a student's program satisfies requirements of the given problem. When teachers set problems, they have educational intentions about what students should learn, namely concepts, algorithms, instructions and so on. Teachers read students' programs to see whether the educational intentions are achieved. Therefore, teachers accept a student's program when the program satisfies requirements of the given problem. The first task is defined on the assumption that students have to submit their programs over and over until their
programs are accepted. (2) The second task is giving written advice. Teachers give advice to students whether they accept a program or not: teachers give advice about the reasons why the program is rejected, and advice about bettering the program even if the program is accepted.

2.2 Evaluating Assistant of Programs

Figure 1 illustrates an evaluating assistant in the electronic submission environment of programs. The evaluating assistant pre-evaluates submitted programs and a teacher can refer to the results when he or she evaluates the programs. If the teacher trusts the evaluating assistant, the results from the assistant can be sent to students directly. Such an evaluating assistant is expected to save a teacher a lot of time and energy.

The output of the evaluating assistant consists of evaluation results, their reasons and the degree of confidence. The evaluation results include the judgment of acceptability (accept or reject) and written advice. The degree of confidence is one of surely, probably or unknown. When the degree of confidence is unknown, evaluation results and their reasons are not given.

The evaluation results of the assistant are required to be always correct when the degree of confidence is surely. If so, the results of the assistant with surely confidence can be sent to students directly, in other words, teachers can trust the evaluating assistant.

The evaluating assistant should have the capability to learn. The final results of the teacher’s evaluation are available for the learning. If the assistant is capable of learning, almost the same programs as ones which the assistant has evaluated incorrectly, are expected to be evaluated correctly in the future.

![Figure 1 Evaluating assistant of programs](image)

3 Case-based Evaluating Assistant

The case-based reasoning approach is one of the best approaches to implement an evaluating assistant described in Section 2.2. Case-based reasoning systems make use of stored past cases directly in solving newly presented problems [5]. The case-based evaluation of programs is defined as "if some evaluation case of a program whose implementation is the same as the newly given program, then the evaluation results on the case are applied to the given program".

3.1 Representation of Cases

A case for the case-based evaluating assistant consists of retrieval information, problem description, solution description and maintenance information.
(1) The retrieval information includes problem identification that the program is written for and features of the program. The features of the program depend on target programming languages. For example, numbers of if-statements, while-statements and other statements are available in the case of language C.

(2) The problem description in the domain of a program evaluation task is a program list itself. A program list should be represented as a normalized form [2], or a generalized form [6], because there are many variations of program lists for the same implementation.

(3) The solution description includes the judgment of acceptability and written advice.

(4) The maintenance information includes a teacher's name and the date of adding or updating the case.

3.2 Processes of Case-based Program Evaluation

The processes of case-based program evaluation are the following:

(1) Problem analysis: The retrieval information is extracted from a student's program list.

(2) Case retrieval: Cases are retrieved using information generated by analyzing a given program. Cases that have no possibility of matching the given program should be pruned here.

(3) Evaluating and selecting cases: Evaluating cases is the process of matching a given program against cases. The purpose of the process is to investigate whether the given program has the same implementation as the cases, or not. All candidates of cases are evaluated and the best match case is selected. The method of matching programs depends on the target programming languages.

(4) Applying and adapting cases: If there is a case that matches the given program, the judgment of acceptability on the case is applied to the given program. In addition, advice sentences on the case are available for the given program, although the sentences should be adapted for the given program. If no case matches the given program, the judgment and advice is not generated.

3.3 Case-base Maintenance

The maintenance of the case-base is performed using teacher's final evaluation results. One of the most important maintenance tasks is adding new cases when the evaluation results of the assistant are different from the teacher's. New cases are also added when the confidence of the evaluating assistant is not sure. More advanced maintenance, e.g., generalizing, specializing and forgetting cases [7], may be needed in order to refine the case-base.

4 The Evaluating Assistant System for Assembly Language Programs

Based on the proposed idea, we implemented a case-based evaluating assistant system for novice programs written in an assembly language [6]. The target assembly language is CASL which is adopted in examinations for information-technology engineers certified by the Japanese ministry of international trade and industry.

4.1 Implementations Depending on The Target Language

In this section, implementations depending on the target language CASL are described.

(1) Evaluating the program's action: Before the case-based program evaluation, the assistant system tests the action of a submitted program using prepared sample data. Only programs executed correctly are evaluated by case-based reasoning [6].

(2) Case representation: Although cases are represented in the form described in Section 3.1, no features except for a program ID are used for the retrieval information. A program list in a case is represented in CASL itself, or its generalized form that we defined [6].

(3) Case retrieval: The implemented system retrieves all cases whose problem ID is the same as a given program. That is to say, the system does not prune candidate cases.

(4) Case evaluation (program matching): The program matching process aims at making consistent correspondences of instructions, labels and registers between a case and a student's program [6]. If the following condition 1 is met, the case matches the given program.

- **Condition 1:** All instructions of the case correspond to instructions of the given program, and all instructions that correspond to nothing do not affect to the program's action.
  
  Especially, if the following condition is satisfied, it is called a "perfect match":

- **Condition 2:** Instructions of the case and the given program correspond one-to-one and the differences of the order of corresponding instructions are trivial.
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If the best match case meets condition 2, \textit{surely} is assigned as the degree of confidence. If the best match case meets condition 1 but not condition 2, \textit{probably} is assigned. In the other cases, that is, when no case meets the condition 1, \textit{unknown} is assigned.

4.2 Experimental Results

The implemented assistant system was utilized for actual classes of the CPU and assembly language course at our university in 1999. Seventy-three sophomore students in the department of computer science took this course. Problems presented in classes of the course are the following: (P1) select bigger of the two given integers, (P2) sum the given N integers, (P3) select the maximum of the given N integers, (P4) rotate N bits to the right and (P5) check the correspondence of "(" and ")".

Table 1 summarizes results of using the assistant system. The following are found from Table 1:

- The values of (f) show that the implemented case-based assistant system achieves sufficiently high accuracy of judgments. Furthermore, the accuracy of the case-based assistant system satisfies the requirements described in Section 2.2, because it is a hundred percent in cases of \textit{surely} confidence.
- The values of (g) show that the ratios of available advice without modifying are not as high as the accuracy of judgments, although it is fairly high.
- Because teachers do not need to evaluate the acceptability when the case-based assistant system outputs evaluation results with surely confidence, it is estimated that the system reduces the teachers' evaluation work by percentages shown as (h). In other words, by using the assistant system, the evaluation work of teachers is reduced by 60 to 90 percent depending on problems.

These results demonstrate that the case-based assistant system is very effectual in reducing teachers' evaluation work. Still, there is room for improvement in the capability to generate written advice.

Table 1 Evaluation data of the assistant system based on practical use in classes

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)Cases saved in the case-base</td>
<td>15</td>
<td>10</td>
<td>29</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>(b)Submitted programs</td>
<td>119</td>
<td>119</td>
<td>140</td>
<td>156</td>
<td>157</td>
</tr>
<tr>
<td>(c)Programs rejected by checking their action</td>
<td>44</td>
<td>39</td>
<td>44</td>
<td>54</td>
<td>79</td>
</tr>
<tr>
<td>(d)Programs evaluated by the assistant system with surely-confidence</td>
<td>62</td>
<td>72</td>
<td>72</td>
<td>67</td>
<td>46</td>
</tr>
<tr>
<td>(e)Programs evaluated by the assistant system with probably-confidence</td>
<td>8</td>
<td>3</td>
<td>5</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>(f)Judgment accuracy of the assistant system (%)</td>
<td>100</td>
<td>(100)</td>
<td>97.4</td>
<td>(100)</td>
<td>100</td>
</tr>
<tr>
<td>(g)Ratio of available advice generated by the assistant system without modifying (%)</td>
<td>92.9</td>
<td>(69.3)</td>
<td>88.3</td>
<td>(66.7)</td>
<td>91.3</td>
</tr>
<tr>
<td>(h) \frac{(d)(b)-((e)×(c))×100}{(b)} (%)</td>
<td>92.7</td>
<td>90.0</td>
<td>75.0</td>
<td>65.7</td>
<td>59.0</td>
</tr>
</tbody>
</table>

() : values for programs evaluated by the assistant system with surely confidence only.

5 Conclusions

We have proposed a concept of a program evaluation assistant and a method of implementing the assistant by case-based reasoning. Based on the method, we implemented a system for a simple assembly language CASL and used it in actual classes; the results demonstrated that the system reduced teachers' evaluation work drastically. We plan to improve the modification functions of advice sentences (written advice) and the method of the case-base maintenance. This research was supported in part by the Japanese Ministry of Education Grant No.11680400 and No.12780293.
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This paper describes the development and evaluation of a Computer Assisted Language Learning (CALL) system for supporting the writing of technical Japanese texts on the WWW. To analyze discourse structure of technical Japanese texts, cohesive expressions are used as cue words. The rules for analyzing texts are based on micro-level and macro-level information, namely cohesive expressions and headlines. A CALL system for helping foreigners to learn to write technical Japanese texts is developed using Natural Language Processing (NLP) techniques. The main functions of the system are: automatically detecting headlines and cohesive expressions in technical Japanese texts, displaying this information on the WWW, and extracting examples from the corpus of technical Japanese texts. The results of a system evaluation show that the system obtained a high degree of accuracy on extraction of cohesive expressions and headlines by using the revised rules set proposed in this study. Furthermore, two evaluation experiments are conducted to examine the effectiveness of the system. The system is evaluated in terms of subjects' intuitive impression and actual usage of the system in the two experiments, respectively. The results of the study show that the instructive effectiveness of the system. The result of the interview also shows that the system is not only suitable for technical Japanese writing but also for Japanese language learning.
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1 Introduction

The aim of this research was to construct a Japanese learning environment for foreign students on the Internet. For students in science and technology universities, there is little time for enrolling in a regular Japanese language course, which involves spending a lot of time on experiments, studies and research, etc. The Internet environment is provided in almost all laboratories and can become an excellent virtual learning environment if there is a Japanese learning system which can be accessed on the Internet anytime and anywhere. The Internet has stimulated many new approaches to language instruction and learning, and it provides a great opportunity to learn one of the most important skills, writing. This is especially true for students in the science and engineering fields who need to write technical texts.

However, almost all CALL systems are concerned with learning how to improve one's reading and listening skills. Few systems are concerned with writing because of the difficulty of implementing an analysis of sentences typed by students who need to learn to phrase their own sentences freely without following any predefined rules. More and more researchers, therefore, use Natural Language Processing (NLP) techniques to analyze learners' typed sentence [9][16]. Recently, NLP techniques designed for use with CALL have attracted special attention (see, for example, [21][22], etc.), as this is expected to help improve writing skills.
Yang and Akahori [28][29] developed a Japanese writing CALL system using NLP techniques which can be used for learning and producing the Japanese passive voice on the WWW. Comparison of two Web-based CALL systems showed that the method of 'free input' and 'feedback corresponding to learners' typed sentence' is better than the method of 'multiple choice' and 'feedback that only displays the correct answer' [31]. Furthermore, an evaluation of the learning histories of the subjects who have actually used the system through the Internet shows that the system obtained a high degree of accuracy and instructional effectiveness [29]. These results demonstrate the effectiveness of the CALL system for writing using NLP techniques on the Internet.

Having sufficient vocabulary and grammatical knowledge is important when learning a foreign language. However, although vocabulary and grammatical rules are provided for correct sentence building in a foreign language, this knowledge alone is not enough. Being able to form correct sentences is by no means enough when it comes to expressing complex thoughts. The major problem for most foreigners learning Japanese is, apart from the writing system, the building of sentences: that is, knowing the corresponding words, the postfixes signaling the word's function (de, ni, etc.) and the position of the words (verbs final form). It is of paramount importance to learn how to structure one's thoughts: i.e., how to make an outline, how to signal the relative importance of a piece of information, and how it relates to the whole. Therefore, in order to write or to comprehend a structured sentence, it is necessary to learn how to associate sentences, in addition to having a good command of vocabulary and grammar. The connection between sentences can be described as conjunction of adjacent sentences, which is an important criterion for writing a good text as per research in cohesion or discourse structure [1][3][13][17][26]. Unfortunately, discourse structure is not amenable to single-sentence grammatical analysis, because there are no 'discourse grammars' [11].

Many methods concerning the analysis of discourse structure have been proposed in previous related works. Mann and Thompson's [18][19] rhetorical structure theory (RST) is an influential theory of text structure that is being extended to serve as a theoretical basis for computational text planning. RST postulates that a set of about 25 relations suffices to represent the relations that hold within normal English texts. Most relations have a cue word or phrase which informs the listener how to relate the adjacent clauses. RST can be applied to a computational model. There have been attempts at text generation using RST for the implementation of a prototype of the theory [10][20]. Cue words are also widely used in the identification of rhetorical relations among portions of a text [8][15][24]. Hobbs claims that coherence in conversations and in texts can be partially characterized by a set of coherence relations, which are classified into four categories. Hovy [10] collected and taxonomized the discourse segment relations; this set of relations contains three taxonomies of approximately 120 relations. Hirschberg and Litman [7] also summarize the proposed meanings of items classed as cue words in six computational and linguistic treatments.

In most of these earlier works, emphasis was put on the knowledge that is necessary for recognizing discourse structure. The problem of inference based on that knowledge was also emphasized. However, this does not mean that knowledge can be constructed easily from information available on computers. Constructing common knowledge to implement a practical system is often beyond the capabilities of current NLP techniques. Kurohashi and Nagao [14] proposed an automatic method for detecting discourse structure by checking surface information in text sentences. The information included 'clue expressions', 'occurrence of identical/synonymous words/phrases', and 'similarity between two sentences'. Their result indicates that, in the case of technical Japanese texts, considerable portions of discourse structure can be identified by incorporating the three types of surface information.

Since there are few practical CALL systems that use discourse analysis, the purpose of this study is to develop such a system for helping learners to write technical Japanese texts on the WWW. Section 2 describes the implementation of the system using NLP techniques. The authors took a similar approach to Kurohashi and Nagao [14], namely using surface information in texts. The rules for analyzing technical Japanese texts are based on micro-level (cohesive expressions) and macro-level (headlines) information. Section 3 describes the study that evaluates the effectiveness of the system in two experiments.

2 Implementation of the system

2.1 Method

The combination of cohesive expressions and headlines are employed in the implementation of the system. To examine discourse structure of technical Japanese texts, the classification of basic expressions by Yamazaki et al. [27] is adopted in this study. The reason for this is that their classification covers most of the
elements of technical Japanese texts. Based on their findings, the authors have classified cohesive expressions into 15 categories as follows: comparison, contrast, analogy, cause and reason, basis, composition and enumeration, presentation, definition, classification, hypothesis and conditions, change of state, process of change, change with prerequisites, means and methods, selection. The total number of expressions is 82. All of the expressions are converted into regular expressions to make the rules. In all, 654 distinctions in the regular expressions were extracted from the 15 categories of cohesive expressions. These formed 654 original rules, which are used in the process of analysis.

There are two patterns of rules: one is for 'simple pattern matching' and the other is for 'discourse analysis'. The former, called rule set A, is written as a regular expression form and the latter, called rule set B, is written as a regular expression combined with the result of morpheme analysis and syntax analysis. The rule in rule set B is written in a more restrictive form to improve the accuracy of discourse structure analysis. For example, if a sentence is applied to rule set A, it is then analyzed by the morpheme analysis and syntax analysis and the result will be matched to rule set B.

There are many text books on good writing, which nearly all contain a lot of material concerning the different kinds of categories or conceptual bricks at the discourse level out of which texts are built (see, for example, [4][5][6][12][25][26]. However, it is difficult to detect the text structure by just using their framework because it is too extensive and the varieties of different formats used by people for building technical texts too numerous. Instead of predefined framework, headline is used as macro-level information in this study. There are several reasons why the authors decided to use 'headline' instead. First, a well-chosen headline allows the reader to infer the text structure. Second, different formats of texts can be analyzed independently of the texts' style by using the headline. Third, it is easier to understand when the headline is displayed rather than a tree structure because the headline is a part of the original text.

2.2 The discourse structure analysis module

The discourse analysis module of the system contains 'simple pattern matching', 'morpheme analyzer', 'syntax analyzer', and 'discourse analyzer' components. First, the headlines are extracted and the Japanese texts are divided into sentences using several heuristic rules. Then all the sentences in all texts are matched with all the rules in the 'simple pattern matching' component. The 'rules for pattern matching' is used during the process of pattern matching. Because of the exclusive character of almost all of the rules, they are written in order of frequency to reduce the running time on the computer. The frequency of rules is made from the 'rules corpus'. The present system analyzes Japanese text sentences with the morpheme analyzer and syntax analyzer to check the dependency of sentences in the case grammar. Therefore, each cue word in the rules is not only matched against the word itself, but also against the 'parts-ofspeech' of the cue word. Only sentences that match the rules written in restrictive form are needed for morpheme analysis and syntax analysis. This takes into consideration the problem of computer running time. The 'rules for discourse analysis' is matched again in restrictive form after the process of syntax analysis. The additional information (parts-of-speech, tense, etc.) is checked to identify the cohesive expressions, especially in the case where one sentence is matched with two or more rules.

Figure 1: One screen shot of discourse structure analysis

The learning page shows a list of technical Japanese texts. Learners can choose any one text by clicking the hyperlink on the list. When learners choose one of the texts from the list, headlines of the selected text are
analyzed and displayed first to help learners grasp the whole text structure. Secondly, learners can click on the headline of any part of the text that they want to read. Then the original sentences corresponding to the headline are displayed with the extracted cohesive expressions. The cue words in the cohesive expressions are displayed in color to enable learners to focus on it more easily. Learners can click on any cue words to further find out the cohesive expressions corresponding to the sentences. They can also refer to examples that correspond to the cohesive expressions from the 'examples corpus'. Figure 1 shows one screen shot of the system (text source: [14]). As shown in this figure, the headlines of the Japanese text are analyzed and displayed on the left side of the browser. The headlines show the structure of the text. On the right side, the original sentences corresponding to the selected headline are displayed on the upper part with the cohesive expressions extracted and a link made. When the cue word 'kotonyori' (in the first line of the third paragraph) is clicked, the matched cohesive expressions are displayed on the bottom right side of the browser.

2.3 System evaluation of the discourse structure analysis module

A system evaluation is conducted to evaluate the performance of the discourse structure analysis module on 24 technical Japanese texts. The system evaluation is designed for text analysis in two stages (pattern matching in Stage 1 and discourse analysis in Stage 2). The analysis consists of 3 items on both stages: headline extraction, cohesive expression extraction and frequency of the rules. The accuracy ratio of the headline extraction in Stage 1 is 95.22% on average. After a heuristic rule is added, the result of the headline extraction using the revised rules in Stage 2 gained an exceedingly high accuracy rate of 99.17%. The accuracy of the cohesive expression extraction in Stage 1 is 70.23% on average. On the other hand, the accuracy in Stage 2 improved to 92.70% on average. This result shows that using the rules combined with morpheme analysis and syntax analysis gained a higher degree of accuracy than only using the rules of simple pattern matching. After the cohesive expression extraction, the frequency of rules is calculated. The result of 'frequency of the rules' is saved to the 'rules corpus'. The order of frequency is taken as the order of the rules to reduce the running time on the computer.

2.4 The system for supporting technical Japanese texts writing

A CALL system is developed to help learners in the writing of technical Japanese texts. The system is implemented in terms of headlines and cohesive expressions, which is based on the method of the discourse structure analysis module. For headlines supporting, a connection between headline and texts corresponding to the headline is made automatically. Learners can click on any headline to immediately link to the content of texts corresponded to it. For cohesive expressions supporting, examples with the selected cohesive expressions are automatically extracted from the corpus of technical Japanese texts. Learners can refer to these examples to help them improve their writing skills.

The flow of the system is as follows:

(1) Learners register themselves to use the system. An ID number is given after registration. The ID number is used to identify the learner because a log of all learning histories is registered during the operation of the system.

(2) The page for headlines input is appeared. Learners can free input their headlines here. When learners completed their construction of headlines, each headline is automatically linked and displayed on the left side of the browser. The left side of Figure 2 shows an example of linked headlines.

(3) When learners choose one of the headlines, a text box is appeared on the top right side of the browser. Learners can compose their texts corresponded to the clicked headline in the text box. The top right side of Figure 2 shows an example of texts input.

(4) When learners click on the 'basic expressions' button on the bottom right side of the browser, the categories of cohesive expressions is appeared on a new page. Each category is classified further into sub-categories. When learners choose one of the sub-categories from the list, examples are automatically extracted from the corpus of technical Japanese texts and the result is displayed on the bottom of the browser. Figure 3 shows that examples are displayed corresponded to the selected sub-category of cohesive expressions.
3 The study

Two evaluation experiments were conducted to examine the effectiveness of the system. The system is evaluated in terms of subjects' intuitive impression and actual usage of the system in the experiment 1 and the experiment 2, respectively. Thirty-three subjects participated in the experiment 1; the other seven subjects participated in the experiment 2. The subjects almost use the WWW and computer everyday.

3.1 Experiment 1

The purpose of the experiment 1 was to examine the functions of the system in terms of subjects' intuitive impression. Therefore, the experiment was designed to make a comparison between the system with the popular and well-known word processor: the MS-Word. During the experiment, the subjects were asked to look at the operation of the system and the MS-Word using video for duration of 10 minutes. The subjects were informed that they would be asked to fill in the questionnaire concerning the comparison of the two systems. The questionnaire consisted of 3 categories: items of technical sentences writing, items of general sentences writing, and items of system operation. The subjects were asked to rate 24 items on a 5-point scale. The subjects were also asked to make comments on the system.

Figure 4 shows the rating of the system and the MS-Word for each item with the 3 categories in experiment 1 and 2. The result of the experiment 1 shows that the system obtained a higher rating than the MS-Word on all of the items of technical sentences writing. For those items of general sentences writing and system operation, the result shows that the MS-Word obtained a higher rating than the system or there was no significant difference on the two systems. However, the system obtained a higher rating than the MS-Word on items 18 ('Sentences can be efficiently made') and 15 ('It is suitable for learning').

Comments on the system are summarized as follows: Almost all of the subjects answered that it is necessary to involve the functions to access other objects, such as figures, tables and numerical expressions, etc. Since the system is emphasized on the discourse analysis of technical Japanese texts using NLP techniques, the target of the system is limited to 'texts'. However, figures, tables and numerical expressions are important components of technical texts. Therefore, development of such visual tools for supporting these objects is expected.

3.2 Experiment 2

The result of the experiment 1 suggests that the system is preferred to the MS-Word on technical texts writing. However, actual usage of the system is not evaluated. Therefore, in order to examine the effectiveness of the system in terms of actual usage of the system by foreign students, experiment 2 was conducted. During the experiment, the subjects were asked to compose a technical Japanese text using the system. The subjects were asked to write sentences concerning their specialization instead of a given task because a variety of subjects' different fields. After the composition is completed, the subjects were asked to fill in the questionnaire concerning the comparison of the system and the MS-Word. The questionnaire is identical to experiment 1, which is divided into 3 categories. Finally, the subjects were interviewed based on
their response to the questionnaires.

From Figure 4, the result of the experiment 2 shows that the system obtained a higher rating than the MS-Word on all of the items of technical sentences writing, which is consistent with the result of experiment 1. For those items of general sentences writing and system operation, the result shows that the subjects preferred the system, or the MS-Word or there was no significant difference on the two systems. Comparing this result to experiment 1, the system obtained a higher rating than the MS-Word on items 18 ('Sentences can be efficiently made') and 15 ('It is suitable for learning'), which is consistent with the result of experiment 1. On the other hand, some items obtained different result between the two experiments. These items can be divided into 3 types: First, items 7 ('I want to recommend it to my friends') and 24 ('I want to use it more') are rated from 'no significant difference' to 'a higher rating to the system'. Second, item 2 ('It is friendly') is rated from 'a higher rating to the MS-Word' to 'no significant difference'. Third, item 11 ('It is easy to see') is rated from 'no significant difference' to 'a higher rating to the MS-Word'.

The subjects were asked to give reasons for their responses to the questionnaire items during the interview. The result of the interview concerning the functions of the system is divided into 4 types and summarized as follows: First, for automatically analyzing and displaying headlines, almost all of the subjects answered that it is very useful because they can click on any headline to immediately read the content of texts corresponded to it. The subjects also answered that headlines can be treated as an important role to help them to grasp the whole structure of the texts. Second, for automatically analyzing and displaying cohesive expressions, almost all of the subjects answered that it is very useful because they can find it is easier to convey their thoughts using explicit cohesive expressions. The subjects also answered that it is easy to find their errors because cohesive expressions in the texts are highlighted. Third, for referring to examples from corpus, almost all of the subjects answered that it is very efficient to writing because they can save a lot of time for finding examples from other references. The subjects also answered that they can imitate and learn more examples from the output of corpus. They can learn very much from the process of referring to examples in different texts, especially if there are many different usages in an expression. Fourth, for
Japanese language learning, almost all of the subjects answered that the system is suitable for learning because the system supports learners to learn technical Japanese writing in a structural way in terms of automatically analyzing and displaying headlines and cohesive expressions in technical Japanese texts. The subjects also answered that they can learn not only new cohesive expressions but also correct usages of cohesive expressions even they already know one of them.

Other comments on the system are summarized as follows: Almost all of the subjects answered that it is desired to improve the system to support the functions of electronic dictionary, thesaurus, grammar checking, etc. Therefore, construction of a good electronic dictionary for technical texts writing is considered as an important issue. Moreover, some subjects answered that it is better to extract examples from the corpus according to learners' specialization than only random accessing to the corpus. From this result, constructing a corpus should not only consider the number of texts but also the balance of texts in each field.

4 Conclusion

In this paper, the authors describe the development and evaluation of a CALL system for supporting the writing of technical Japanese texts on the WWW. To analyze discourse structure of technical Japanese texts, the rules for analyzing texts are based on micro-level and macro-level information, namely cohesive expressions and headlines. A CALL system for helping foreigners to learn to write technical Japanese texts has been developed using NLP techniques. The system has the following functions: automatically detecting headlines and cohesive expressions in technical Japanese texts, displaying this information on the WWW, and extracting examples from the corpus of technical Japanese texts. The results of a system evaluation show that the system obtained a high degree of accuracy on extraction of cohesive expressions and headlines by using the revised rules set proposed in this study.

The results of the study show that the instructive effectiveness of the system. The result of the interview also shows that the system is not only suitable for technical Japanese writing but also for Japanese language learning. Based on the functions of the system, these results can be explained as follows: First, headlines can be treated as an important role to help learners to grasp the whole structure of the texts. Second, cohesive expressions often explicitly appear in the surface expressions of technical Japanese texts. Thus, it seems important and necessary to use these explicit cohesive expressions to structure one's thoughts in technical Japanese texts. Foreign learners especially may find it is easier to convey their thoughts using explicit cohesive expressions because these can be treated as an indicator of a discourse. Third, the corpus consists of the actual usage in technical Japanese texts from different fields. Instead of predefined examples, examples are automatically extracted from the corpus. Therefore, learners can learn very much from the process of referring to examples in different texts if there are many different usages in an expression. They can also save a lot of time for finding examples from other references.

In conclusion, the system is suitable for learning because the system supports learners to learn technical Japanese writing in a structural way in terms of automatically analyzing and displaying headlines and cohesive expressions in technical Japanese texts.
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In this study, we built an educational qualitative diagnosis simulator, which models SCS (Space Collaboration System: system the remote conferences and education via satellite communications) conferences. A student engages in the conference, by operating a control panel and proceeds by making the necessary selections according to the agenda of the virtual conference, and its intention and purpose, which can change at any time. The purpose of this study is supporting the student to form a correct mental model in this environment. Therefore, we incorporate an abstract model of possible computations as a logical circuit attached to the SCS system. Using this model, the system has two functions: to diagnose the student’s conceptual understanding mistakes about the SCS system and to explain to him/her the cause of these mistakes. With these functions, we expect to be able to support the student in forming a correct mental model and in understanding the SCS essentials.
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1 Introduction

Recently, with the increased awareness of the necessity of individual, subjective learning, a change occurred in the building of computer based educational systems. The existing learning supporting systems are based on automatically generating the learning method, according to the relation between the state defining parameters and the subject’s (learner’s) behavior. However, in recent years, the trend to construct systems, that positively encourage the student to work, and allow him/her to change the current state parameters by him-/herself, offer system behavior simulation, moreover, verification and correction of the student inputs, emerged. In this type of subjective/individual learning environment, it is necessary to add a causality explanation function of the target environment. This is important due to the fact that, by letting the student/learner adjust and change the system parameters, and then showing him/her the system behavior simulation, as derived from the current configuration and structure, fundamental system comprehension can be supported and achieved [2..11]. We have, therefore, used the above mentioned specifications and background information, to implement an educational qualitative diagnosis simulator, for supporting fundamental system comprehension and understanding. For this purpose, we have based our mental model design on the object oriented approach. The mental model is a representation of the individual comprehension about the structure and functions of the objects involved in the simulated system model. Moreover, depending on the simulation of the object functions within the learner’s mental model, it becomes possible to predict the problem solving act results. Therefore, important learning can occur and, at the same time, causality explanation within the virtual learning environment can be offered. We based the mental model used in our system on the qualitative modeling. The qualitative model is a fundamental model representation based on the causality relations that generate the target system’s behavior. The causality relations are reflected in the relations between the system’s structure, behavior and functions. Here we consider the following definitions. The structure reflects how the elements of the target organization are combined. The behavior shows how the system characteristics, expressed by the object structure, change in time. The function expresses how the goal, related to the object behavior, is achieved. By modeling the
causality relations between the system's structure, behavior and functions, and designing a qualitative model, the causality relation simulation becomes possible. In our system, we have constructed a qualitative diagnosis simulator for conferences via SCS. SCS, standing for Space Collaboration System, is a remote conferences and distance education system via satellite communications. The learner/student follows the progress of the conference, by operating a control panel, and making the necessary selections, according to the agenda of the virtual conference, and its intentions and purpose, which can change in time. In this environment, we integrate a computable model abstraction of the remote conference via communication satellites, as a logic circuit. Moreover, based on this abstraction, we add a causality explanation function, and a diagnosis system of the student's/learner's operation mistakes, which generate the appropriate guidance information for the student. In this way, we support the fundamental comprehension of the SCS system.

2 Qualitative reasoning

Qualitative reasoning is one of the most vigorous areas in artificial intelligence. Over the past years, a body of methods have been developed for building and simulating qualitative models of physical systems (bathtubs, tea kettles, automobiles, the physiology of the body, chemical processing plants, control systems, electrical circuits, and the like) where knowledge of that system is incomplete. Qualitative models are more able than traditional models to express states of incomplete knowledge about continuous mechanisms. Qualitative simulation guarantees to find all possible behaviors consistent with the knowledge in the model. This expressive power and coverage are important in problem-solving for diagnosis, design, monitoring, and explanation. Qualitative simulation draws on a wide range of mathematical methods to keep a complete set of predictions tractable, including the use of partial quantitative information. Compositional modeling and component-connection methods for building qualitative models are also discussed in detail [1].

3 SCS

Figure 1 displays the SCS based remote conference concept. SCS was established as a satellite communication network between universities, to enable real-time remote video conferences. Each participant's station (called VSAT station) is enabled with a satellite communication control panel, an image and sound transceiver control panel, multiple video-cameras, monitors, and so on.

3.1 SCS constrains and limitations

The SCS conference can take place as an inter-station, bi-directional communication between two stations, or as a multiple VSAT stations communication, where only one station has the role of the moderator, and has authority upon transmission control. In the latter case, all the other station, with the exception of the moderator station, are called client stations, and can participate as such in the conference. The moderator station is decided in advance, before the actual conference, by the conference organizer, according to the requested time-schedules and conference contents. The line control is usually under the sole authority of the moderator station. However, a client station can send a request for line usage for transmission to the moderator. This operation is enabled by the proposal request button existent on each VSAT station panel. By pushing this button, a proposal request notification is sent to the control panel on the moderator station. Moreover, during the conference, it is possible for two different stations to send image and sound, namely, the carrier, at the same time, so there can be up to two distinct proposing stations. The respective client stations are depicted in the lower part of figure 1.

The communication satellite has two reception parts, and a converting switch that allows the selection of the received carrier. Depending on the existing constrains and conditions, a decision mechanism is involved, before actually sending the carrier selection from the satellite. After verifying the current constrains and conditions, the carrier is sent from the satellite. This carrier is sent without exception to all client stations. In figure 1, the sending of the carrier to all the client stations is depicted. The station carriers depicted in figure 1 as a black solid arrows show the connection between the individual stations and the transmission part of the satellite. The figure shows also that the satellite receives only two carriers at a time. However, as all stations are connected with the satellite, as depicted by the solid black arrows, all stations are prepared to send a carrier.

The satellite reception part is built of a receptor, and a converting switch. In this way, by means of the
restrictions set by the converting switch receptor, the satellite can receive, all in all, only two carriers. Moreover, these have to be from two distinct stations only. Also, in the case of multiple carrier reception, the moderator station operator can decide, according to his/her free will, to commute to the receiving of one carrier only, disregarding the choices and modes of the client stations. These constrains, limitations and specifications, and the fact that the client stations can all in all send only two carriers, are depicted in the figure as dotted thick arrows. The two carriers that can be sent are named \[\text{send 1}\] and \[\text{send 2}\]. Their contents is re-sent from the satellite. The restriction that the two carriers, \[\text{send 1}\] and \[\text{send 2}\], should not come from the same station is enforced before this re-transmission. Only when all the above restrictions are fulfilled, can the received carriers be broadcasted from the satellite to all stations. At the reception of the broadcast signals, each client station can separate the two carriers, \[\text{send 1}\] and \[\text{send 2}\]. The station sending the carrier is also receiving the broadcast, without exception. Therefore, the sound and image received by the transmitting stations are:

\[\text{Fig. 1 Conference with SCS}\]

![Conference with SCS](image)

(1) image+sound from the other transmitting station (if existent);
(2) the image and sound sent to the satellite by the station itself.

Moreover, as it is impossible to send the image and sound carrier to a specific station directly, by sending them to the satellite, they are broadcasted automatically to all stations. Bi-directional communication is also possible, but is actually a quasi-bi-directional communication, as the broadcast carrier of the two communicating stations is sent, at the same time, as a broadcast signal to all client stations.

3.2 SCS system frequent user errors

In table 1, the error types for different user skill levels of SCS conference practice, as gathered by surveying 4 domain specialists with over 2 years of SCS system operation experience, is shown. They were asked to give us first a list of frequently appearing user errors during the SCS usage and managing. This list is displayed in table 1 in the column headed by the label "Error/ misconception". Next, they were asked to evaluate the frequency of apparition of these errors for beginner, medium and advanced user. In table 1 their replies were represented as follows: \[\cdot\] means high, \[\cdot\] means medium, and \[\cdot\] means low frequency of errors. The table presents therefore the specialists' primary classification of errors according to the operation skills. To this classification, we have added a new error classification, based on the previously explained SCS system constrains and limitations. We have managed to group all errors enumerated by the specialists into four big classes of errors and misconceptions: A, B, C and D. The definitions of these classes are given below.

<table>
<thead>
<tr>
<th>Error/ misconception</th>
<th>beginner</th>
<th>medium</th>
<th>advanced</th>
<th>Error classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disregarding the function of the satellite</td>
<td>● ● ●</td>
<td>● ● ●</td>
<td>● ● ●</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>Believing that receiving two carriers from the same station is possible.</td>
<td>● ● ●</td>
<td>● ● ●</td>
<td>● ● ●</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td>Not understanding that, by switching the carrier to a different station, the current proposing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1 Error types

<table>
<thead>
<tr>
<th>station is possible.</th>
<th>Believing that receiving two carriers from the same station is possible.</th>
<th>Not understanding that, by switching the carrier to a different station, the current proposing</th>
</tr>
</thead>
<tbody>
<tr>
<td>● ● ● ●</td>
<td>● ● ● ●</td>
<td>● ● ● ●</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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station carrier will disappear.
Believing that all stations can send a carrier at the same time.
Not understanding the concept and necessity of the carrier request proposal.
Assigning carriers to three or more stations.
Not understanding why the image and sound signal sent by one's own station is received again.
Believing that bi-directional communication is possible only with a specific station.
Assigning the carrier to each station consecutively.
Believing that only one broadcast is possible.
Not making the distinction between the moderator station and the other client stations.
Believing that the client station is in charge of the transmission control.
Not making the distinction between the two wave forms (signals), [send 1] and [send2].
Believing that the [send 1] wave form is the signal coming from the moderator station.

Class A: Misconception/ incomplete information about the sending of two different waves/ signals with the help of the judgement/ decision mechanism.
Class B: Misconception about the sending of one carrier to one station with the help of the converting switch.
Class C: Misconception/ incomplete information about the receiving of two carriers.
Class D: Misconception/ incomplete information about broadcasting to all stations.

4 The SCS qualitative model

Figure 2 shows the qualitative model of the SCS conference abstraction, in the form of a logic circuit. This qualitative model can express the structure, behavior and functions of the SCS system. In this figure, we displayed four client stations and one communication satellite. As can be seen, the satellite has two receptors, and one judgment/ decision mechanism, as a converting XOR switch between the two receptors. The two client stations sending carriers at one time can therefore have a pseudo- bi-directional communication. The structure, behavior and functions, so, the objects of the original SCS system are expressed, in this way, as a qualitative model.

The characteristics of this model make it possible to simulate the dynamic changes occurring during a distance conference, allowing to decide and evaluate the proper parameter settings for each station, moreover, to simulate the system behavior in the case of mistaken parameter settings. By using the XOR function, it is ensured that each reception part of the communication satellite can receive only one carrier from only one station. This station has sent a prior transmission proposal to the moderator station, which was accepted.
Next, it is necessary to make sure that the two accepted carriers come from two distinct stations. This restriction is enforced by the judgment/decision mechanism. The judgment/decision mechanism eliminates via an extra XOR function the possibility that the two carriers were sent by the same station. If the two carriers, 1 and 2, are validated by the judgment/decision mechanism, the communication satellite broadcasts one or both to all VSAT stations. Therefore, all VSAT stations will receive the two carriers 1 and 2 and will not be able to receive any other carriers from other stations, or any wrong transmissions. Moreover, by using this model it is possible to infer the error source, as shown previously, based on the SCS system structure. The previous A, B, C, D classification can be thought of as: (A) sending of two distinct waves by using the judgment/decision mechanism, (B) sending of maximum one carrier per station by means of the converting switch, (C) using of two carriers by means of the satellite reception mechanism, (D) existence of broadcast type of transmission only. In this way, the virtual model enables the learner to derive the cause and source of the operation error, as related to the SCS system structure. Furthermore, we have presented here a model based on only 4 client stations, that is implemented via the XOR module, but as in the case of more than 4 client stations, we can increase the number of the reception part XOR modules, adapting them to the number of stations, we can express, cope with and model therefore the converting switch for any arbitrary, greater than 2 number of client stations.

5 Learning Environment

5.1 System outline and overview

Figure 3 shows the overview of the system. The learner/student is performing the conference steps by taking over the role of the moderator station operator. The goal is to cope with the dynamically changing agenda of the conference, proposed by the system. The agenda presents a description of a dynamic conference state, where bidirectional communication is required. The student can take decisions about the SCS system state and change parameter by operating the control panel. The previously described qualitative model evaluates these settings and parameters.

Next, disregarding if the parameter setup and assignment is appropriate or not, the result of the new user choices is reflected on the control panel of the interface, changing the current representation. The control panel displays also the transmission requests coming from other stations. The student has to choose the appropriate response to these requests. The student has to be able to judge the appropriateness of his/her own operations and actions, by interpreting the information presented on the control panel. By repeating the above steps, the student can learn the constrains and usage of the SCS system. Moreover, to prevent deadlock situations, where the student is unable to judge his/her own errors, due to misunderstandings regarding the SCS system constrains, an explanatory function was added. This is implemented via an explanation button, which can be pressed by the student in need. The student guidance follows as has been previously shown, conform with the SCS qualitative model. In this way, the student can achieve not just a quick, superficial understanding, but also a deep, structure related knowledge about the SCS system. For example, explanation are given such as: “There are only two
satellite receptors.”, “There is an exclusive OR switch on each receptor, so each receptor can receive from one only station at a time.”, “The judgment/ decision mechanism does not allow 2 carriers from the same station.”, and so on. By leading the student to understand the connection between the parameter setup and the way the SCS system is actually built, as well as the real system components and the relations between them, via messages and state representations on the control panel, the student can be expected to perform the parameter setting by him/herself successfully in the future.

5.2 System flow

Figure 4 shows the system flow. The rapidly changing conference goal and intention of the agenda is described in chronological order. The contents of this description are on one hand, the conference state change requirements that have to be performed by the student, put into words that can be easily understood by him/her, and on the other hand, the description of the current SCS system state. In figure 4, this is expressed as [word] utterances, at the different moments in time (t0, t1, ..., tn):

word : state(t0) → word : state(tn)

For example, [word] can be a prompting message about the conference state change, with the value of “Please reply to the question from university A!”, and so on. As shown in figure 4, the operation panel managing module receives from the agenda, or from the other client stations the current parameter for each given conference state, and then reflects the resulting state on the panel. For example, the button of the station, which is currently in charge of a carrier, turns red. Also, in the case of requests from other stations, the button of the station sending the carrier request signal turns red. The student infers the present conference state from the state of the panel. Moreover, from here the student can notice if it is necessary to change the state of the conference, according to the agenda requirements. Next, to change the conference state, the student has to operate the control panel. By doing this, the parameters determining the conference are changed, and a new conference state emerges. This new state is evaluated with the SCS qualitative model. When evaluating with the SCS model, the result is compared with the next agenda. It is, in principle, possible to perform such comparisons on the SCS system without the computable module, and to judge if the operation is appropriate or not, but, in that case, the student cannot achieve a deep understanding of the SCS conference, that is, s/he cannot identify the SCS behavior as derived from structural constrains. In order for the learner to achieve a deep understanding, it is necessary to perform the parameter evaluation with the help of the SCS computable model. After the parameter evaluation, if the settings are judged as appropriate, the system moves to the next agenda. In figure 4, this is the case of "T" (True). In this case, the setup parameters decided by the student are handed over to the administrating module, which, in turn, reflects these changes on the operation panel. On the other hand, if, after the parameter evaluation, the settings are judged as not being appropriate, the system does not move to the next agenda. This case is shown in figure 4 as the "F" (False) case. In such a case, the wrongly set parameters are displayed on the operation panel. In this way, the deficient, real SCS state can be represented.

For example, in the case when three or more stations ask for the carrier at the same time, and the carrier is passed over to them, the moderator station's carrier disappears. The student notices that the respective state is not appropriate, and corrects the setup parameters. Moreover, in the case that s/he doesn't notice the errors, s/he cannot continue with the next agenda. When entering a deadlock situation, the SCS qualitative model can, at the student's request, explain to the student what kind of error s/he has done. In this way, by explaining not the protocol and process steps, but the SCS system behavior, as a result of the structural constrains, our system supports the formation of the SCS learner mental model. For instance, let us consider a case where the present transmission rights belong to universities B and C, and a proposal request is received from university A. This
request is represented on the panel by the button representing university A turning red, together with a simultaneous indication message appearing in the agenda window, stating "Please answer the question from university A". If the student decides to assign a carrier to university A, without previously modifying the state of one or both stations B and C, which have the current transmission rights, the result is that the system will have 3 or more simultaneous carriers at the same time. In this case, the system represents the buttons of universities A, B, C on the panel with red color, and lets the student therefore know that the parameter setup is not appropriate.

At the same time, the agenda window will also display a message for the student. The content of this message is something like: "There are only two receptors on the satellite.", so is an explanation of the behavior, as resulting from the structural constrains.

6 Agenda

| agenda(0) | The conference starts. |
| agenda(1) | The moderator station is the University of Electro-Communications. |
| agenda(2) | Please allocate carrier to Yamagata University* • |
| agenda(3) | Please start sending from the lecturer camera* • |
| request(4) | Carrier request * Tsukuba University* • |
| agenda(5) | Please reply to the question from Tsukuba University* • |
| agenda(6) | The conference has ended* • |

The SCS conference is based on a general agenda. Our system offers SCS based remote conference simulation environment and, moreover, stores typical SCS agenda models, in order to dynamically produce conferences that require conference state changes.

In this way, the student becomes the operator of the moderator station, and has to take decisions compatible to the agenda, engaging therefore in the simulated steps of the SCS conference. In table 2 we show an example of a model agenda for our system. In this table, agenda(tn) represents the agenda at moment (tn) in time, and request(tn) represents the carrier request at moment (tn) in time. In the real SCS conference, the time moment concept exists, but, in our system, we have the supplementary restriction that, only after accomplishing the current agenda, it is possible to go on with the new one. As shown above, the agenda is organized as a time series, and the student receives indications and instructions from the agenda window. The changes occurring in the conference state in the respective agenda example above correspond to a respective intention and goal. Disregarding if these intentions and goals come from the original operator's decisions, or if they were prepared by the system from the beginning, the beginner student doesn't have to lose his/her way during the SCS conference proceedings, and can give the panel operation his/her undivided attention. In other words, the indications and instructions coming from the agenda window can be thought of as an experienced operator teaching the beginner student during the SCS conference proceedings. After receiving the indications and instructions from the agenda window, the student can decide on the next conference state that seems appropriate, given the present conference state and the indications received, and operates the control panel to perform the respective change. The new state that results as a consequence of the student's operations is checked by the system, to decode if it is appropriate or not, conform with the indications and instructions of the agenda. One agenda is recorded in the system as one word and 6 state descriptors. The words are the ones that appear in the agenda window. The six possible state descriptors are shown below.

- station name (list of all client stations)
- carrier request (list of all client stations)
- carrier 1 (list of all client stations)
- carrier 2 (list of all client stations)
- reception 1 (list of all client stations)
- reception 2 (list of all client stations)

The state descriptor called "station name" contains a list of all client station names. Next, the carrier request, carrier 1, carrier 2, reception 1 and reception 2 state descriptors contain respective lists of [on] and [off] states corresponding to each station. In figure 3, we show the correspondence between [1] and [0] and [on] and [off]. The reason of describing all client stations carrier and reception states with [off/on] descriptors is to be able to represent also the incomplete understanding of the learner/student, as well as his/her mistaken parameter setups and assignments.

7 Testing, experiments and evaluation
We have performed an evaluation experiment of our system over a small sample. 5 beginner students with no SCS system experience were selected as the object of our SCS conference experiment. We have first explained them the control panel representations, meanings and operation mode, as well as the agenda window functionality, and the SCS system setup as a bi-directional communication system. They were able to consult the SCS user manual. Next, we have done a pre-test with the system without the diagnosis mechanism, and followed and checked the operations and mistakes of the beginner operator. Then, we have performed the same experiment, this time, with the help of the diagnosis mechanism. In the last step, we have compared the understanding level before and after learning. The result is displayed in table 3. A system screen display during the experiment is shown in figure 3. This figure displays a student deadlock situation, where the student has asked for an explanation about the deadlock, and the system has next checked the SCS system structure related error cause, and finally displayed it on the screen for the student to see. In the case presented in figure 3, the student hasn't realized the fact that there are only two receptors on the satellite, and has mistakenly allocated carriers to 3 stations. The explanation of his/her error is displayed on the control panel. The state of 3 stations having the carrier is represented on the panel as the respective stations' buttons turning all red (left corner of fig. 3, darkened buttons). However, if the student doesn't grasp the meaning of the representation and the cause and source of his/her errors, and asks therefore the system for help, the system will display the following message: "There are only two receptors on the satellite". With this explanation, the student understands that, as there are only 2 receptors on the satellite, s/he cannot allocate carriers to 3 stations, and will operate the panel correctly in his/her next steps.

According to our system's result shown in table 3, the students can understand the SCS system constrains and limitations, the fact that the signal has to be sent from different stations, the fact that there are only two carriers, and the concept of the XOR receptors of the satellite. However, the broadcasting mechanism was not completely understood. This is probably due to the fact that, in the current simulation system, there is no visual display of the broadcasting mechanism, of the time and direction of the transmission.

### 7 Conclusion

In this paper, we proposed an educational qualitative diagnosis simulator based on an object-oriented approach to mental model formation. In our model, the structure, behavior and functions of the SCS system are the objects, and from the description of the causality relations between these objects, the student can determine the cause of his/her error, based on system structure judgment.
From educational strategy point of view, QUAD implements and supports a combination of learning methods, like “Reinforcement learning”, “Learning by exploring”, “Learning by asking”, “Learning by applying”, “Self-monitoring”, and so on. From educational depth point of view, the QUAD system doesn’t stop at the procedural surface level, but traces the structural implications, to gain a deep knowledge level.

For further research, we believe that, by expanding the current system, and identifying more precisely the mental model of the student, a more appropriate guidance system can be developed.
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1 Introduction

The purpose of this paper is to introduce a new framework for developing intelligent learning support system using large knowledge base. This system is a part of the intelligent systems that is developing to enable the expertise knowledge management.

Introduction of computer assisted instruction techniques exist that can present instruction, and interact with students in a tutor-like fashion, individually, or in small groups [3]. The introduction of artificial intelligence technology and expert systems technology to computer assisted instruction systems gave rise to intelligent tutoring systems. In the intelligent tutoring system, for example, intelligent tutors that can model the learner's understanding of a topic and adapt the instruction accordingly [2]. Although intelligent tutoring systems research has been carried out for over 15 years, few tutoring systems have made the transition to the commercial market. Authors consider that some serious problems exist in the current methodology of developing intelligent tutoring systems. As an example, each system is developed independently, and tutoring expertise is hard-coded into individual systems. In particular, the problem of learner modeling technique exists as a basic issue. The system must have learner model that represents an estimate of the
learner current understanding of the domain knowledge to be used by tutor in order to give adaptive
guidance and explanations to the learner. A number of learner modeling techniques have been developed [8].
However, not every model can be called complete expressing the learning condition of the learner. Hence,
the motivation for this study comes from the need for effective intelligent tutoring systems, particularly
development of more complete learner modeling technique.

For these problems like above we consider that the factors necessary for the intelligent learning support
system discussed here are generality and adaptability. In order to achieve the goal, authors present a new
framework of the intelligent learning support system those enough practical conditions. Several concepts are
included in this study; expert knowledge management with large knowledge base, knowledge sharing,
knowledge processing, model-based learner diagnosis, etc.

2 Expert Knowledge Management using Knowledge Base System

In this section, we introduce briefly the key concept of our knowledge base system. Our research groups
have tried to solve various problems by knowledge-centered intelligent system. The main concept is
Multi-strata modelling scheme [5]. This modelling scheme is applied many intelligent systems, and these
systems rewarded with good results, e.g. automatic programming system [1]. And we considered that
Multi-strata model is strongly support the development of intelligent tutoring systems [6][7].

2.1 Intelligent System with Large Knowledge Base

At first, we discuss to apply large knowledge base for the architecture of intelligent learning support systems,
which can generate learning support systems for a wide range of domain.

In these days, with the developing of science and technology, the systems which human manages with are
enlarged and more complicated. In particualr it is too difficult to transmit expert knowledge from expert
ingineer to novice engineers. In the engineering field, even a large system developed by many expert
engineers. When the system grows lager and more complex, the knowledge that is needed to build the
system is more specialized and subdivided. In these situations, some serious problems are occurred. For
instance, it is difficult to communicate between expert engineer and another fields' engineers or novice one.
In other words, it is too more expertise to transmission of expert knowledge from human to humans. For this
reason, the expert knowledge hiding is occurred in some engineering companies.

When the knowledge is specified and subdivided, in the situation like classroom, it is not appropriate to
transmit the knowledge from expert engineer to novice one e.g. next generation engineers. Therefore, we
propose the transmission of expert knowledge through the large knowledge base system (Fig.1).

![Fig.1: Knowledge Transmission using Intelligent Large Knowledge Base System](image)

In this study, we consider that intelligent learning support system is a part of intelligent knowledge
management support system. Moreover, we believe that knowledge management or learning support system
is one of large and complex problem solving systems. The term problem is used here in a wide sense to
mean what a person wishes to know or wants to do. There are various types of problems such as analysis,
design control, decision-making, planning, and teaching. Most of them are not well dealt with by conventional software method but require the system a capability to find a solution itself in a large space. Since the space is open, self-controlled exploration in the space is necessary. The system must be provided with the various methods to solve the different type of problems, each of which is represented by a specific knowledge chunk. Furthermore, a complex problem concerns different problem domains and since a problem requires domain specific knowledge, the system must be provided with a global knowledge base including the various type of domain knowledge.

In order to use knowledge effectively, the system must be able to extract only the necessary knowledge from the knowledge base referring to the type and the domain of the problem to be solved. For this purpose knowledge must be well structured. All used knowledge is accumulated in the large knowledge base (Fig. 1).

2.2 Necessity of Knowledge Processing Language

The whole of the problem solving process is from accepting external representation of problems to generating solutions. In order to represent problems in the system a processing language is necessary. The language has to meet two conditions: it has to be usable for representing problems; and it has to be processable by computer processor. In ordinary computers only the procedural language is used both for processing by the processor and for representing problems. The knowledge base system, on the other hand, introduces the second language to separate the above two aspects, as well as a conversion mechanism between them. The second language is a declarative knowledge representation language. The conversion either in the declarative forms or from the declarative to the procedural form is necessary. This is the inference. It can be implemented as a procedural program on conventional computers.

The specification for the second language must be decided so that it can represent these conditions. It had to be suited for representing predicate including data structure as argument and also for describing higher-level operation such as knowledge for selecting object knowledge. KAUS (Knowledge Acquisition and Utilization System) has been developed for the purpose by our research & development team.

3 Adaptability of Learning Support System

To meet the condition of adaptability, it is necessity to represent the learner's understanding of learning domain. In this section, we discuss a learner modeling method that is applied to diagnostic techniques in artificial intelligence.

3.1 Issues of Learner Model

The performance of intelligent learning support system depends largely on how well it knows why the learner fails to solve problems. Because of the sophisticated interaction requires information about the learner, the system has to maintain some kind of model of the learner. This model may include cases about what has been done before or information about what the learner is believed to know. The process of gathering information about the learner is mostly referred to as cognitive diagnosis. Ohlsson has given a widely accepted definition of cognitive diagnosis: "cognitive diagnosis is the process of inferring a person's cognitive state from his or her performance" [4]. We consider that the point of learner model is to represent knowledge state of learner, especially his/her fails to solve problem. To satisfy this requirement, we focus diagnosis techniques.

A diagnosis is defined in terms of one or more reasoning steps that the learner cannot have solved problem. A major advantage of this approach is that it can be based solely on a model of these correct reasoning steps; no knowledge is required about the specific misconceptions that learners may have about the domain of learning. Instead we model all primitive inferences that are required to arrive at the correct solution. In addition, our approach to diagnosis of learner behavior exploits results from model-based diagnosis as it is defined in the field of artificial intelligence.

3.2 Model-based Learner Diagnosis with Case Base

Model-based diagnosis is a prominent area within artificial intelligence and emerged in the last about 15 years. The technique of model-based reasoning has been widely researched and accepted as the principal
diagnosis in electronic circuit analysis, power station maintenance, medical diagnosis domains, etc. However, little emphasis has been put on its application to education or training system domain. The basic principle in model-based diagnosis is the description of system as a causal model. With the model at hand, the behavior predicated by the model is compared to the actually observed behavior. Since the predictions of the model are based on the assumption that the components work correctly, these assumptions may be partially dropped to accommodate for a detected behavior difference and thus diagnose faulty behavior.

However, there are some weaknesses in model-based diagnostic technique. The most serious weak point is the diagnosis time. It sometimes takes so much time to diagnosis. Therefore, we must be considering that it is necessary to model concerning the trade-off between the cost of a diagnosis time and its precision. Case-based reasoning, by contrast, excels in covering weak-theory domains, domains whose phenomena we do not yet understand well enough to record causality unambiguously. This feature allows case-based reasoning to be used in domains where model-based reasoning cannot be applied.

In the case-based reasoning, a reasoning engine remembers previous situations similar to the current one and uses them to help solve the new problem. However, case-based diagnostic technique has been criticized on many grounds. For example, that being specific to the system being diagnosed, they are non-constructive and that, having no analytic basis, the methods are restricted to specified faults and have a known level of competence. We think that the model-based diagnosis, being independent of the particular device descriptions, is intended to overcome these difficulties.

Therefore, we consider developing the approach of the model-based diagnosis system with case base. Model-based reasoning and case-based reasoning have the potential to complement each other quite well. However, no work has been done on specific issues of learner modeling using combine model-based reasoning with case-base. The outline of model-based learner diagnosis with case base is following. When the set of learner's behavior data input the diagnosis system, the diagnosis engine reasons the state of his/her knowledge consulting the diagnosis knowledge base include case base and object model base. The design of the model-based diagnosis system begins from describing the system as diagnosis object model. The system, which is a diagnosis object, is considered to be a set of domain models. The diagnosis object model that has knowledge of proper action, and the set of the behavior of learner as input value are given to a system. The first behavior of the system that received input is to seek whether there is a history about the same case in the case base. If the record to apply in the case is found, case base returns list of learner's knowledge, which should examine to diagnosis engine. Diagnosis engine does investigation about domain model of each record given to it, by comparing a simulation result in object model with the actual behavior of learner. Diagnosis process is finished if a trouble is recognized. When there was no record that complied with the input value in the case base, the process starts to use diagnosis domain object model. This domain object model has the hierarchical structure. A process begins from making the error model that one component in the extreme high class in the diagnosis object model is supposed to be out of order. The purpose of this process is to simulate using a made error model to examine whether the result of the simulation is the same as the behavior of learner. If there is no contradiction in the simulation result, the model-based reasoning is done again toward each domain knowledge model of the lower layer. In the same way, a diagnosis process is repeated until a trouble is recognized in knowledge component of the extreme lower layer. All process of diagnosis is knowledge processing by KAUS.

4 Discussion

The objective of this study was to develop a new intelligent learning support system, especially to focus two conditions; generality and adaptability. Authors in first propose the architecture of intelligent learning support system with large knowledge base to enough generality, which modeled by using multi-strata model. In second presented the model-based learner diagnosis to meet adaptability. All the knowledge was represented by KAUS in intelligent learning support system that was assumed a part of the intelligent problem solving system. The issue of learner diagnosis is very important point to achieve adaptive instruction in intelligent learning support system. We proposed that fault diagnosis techniques be applied to infer the state of learner's knowledge. So we discussed the feature of diagnostic techniques, especially model-based reasoning with case base. Model-based reasoning appears to be a more promising technique than other knowledge-based methods because it can diagnose the faults that have not been pre-determined. Fails in learner's knowledge can be diagnosed automatically based on the models, which describe the correct behavior. However, because model-based approach reasons from the actual structure and function of knowledge, it is inefficient for some problems. Furthermore, obtaining domain models is sometimes either
difficult or too complicated, whereas most of the fails can be diagnosed based on past experience, which is very effective if the rule base or the case base is either comparatively small or well-indexed. A better solution is a hybrid approach integrating some of the diagnostic approaches. A case base will be provided to access the solutions to some fails diagnoses occurred previously, of which the domain models are unavailable. For some diagnoses, their solutions and contexts can also be stored in the case base for reuse later. Frequently occurring fails can be diagnosed efficiently even by a few of heuristic diagnostic rules. We believe that such a hybrid diagnostic approach will perform better than any of them does. In order to achieve this goal; we have considered the division of object model and problem type. On this part, it is necessary to carry out examination that will be more profound in future work.
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The use of intelligent software agents within computer mediated learning environments is currently an important focus of research and development in both AI and educational contexts. Roles envisaged and implemented include those of tutor, of ‘manager’, of information seeker and of fellow learner. Each of these raises its own special challenges in relation both to the capabilities of the software and to our understandings in regard to the nature of the learning process. High on the list of factors currently believed to contribute to effective learning is social interaction in the service of knowledge construction. Within many electronic learning environments we are currently witnessing the emergence of a new participant in the social interactions that mediate learning. The substitution of computer programs possessed of varying degrees of intelligence, autonomy and ‘personality’, for certain dimensions of human presence within the computer based classroom raises a number of questions related to the processes through which knowledge is socially constructed, and to the qualities which are necessary to ensure successful participation in those processes. Through discussion of both theoretical perspectives and practical examples, this paper explores some of these issues.
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1 Introduction

Developments in computing and information technology in recent years have rapidly propelled the notion of intelligent software agents from concept to implementation. Today, whether or not we are always aware of them, they are an integral part of a growing number of computing environments. From the invisible armies of knowbots and related entities scurrying around the Net in the service of increasingly sophisticated search engines to the cheery little characters who pop up on our screens offering assistance with anything from formatting a date to constructing a complex multimedia presentation, or the ‘personalities’ with whom we interact in chat rooms in happy ignorance of their purely digital nature, intelligent agents are alive and well and are multiplying rapidly.

An early but still useful conception of a software agent is, "A character, enacted by the computer, who acts on behalf of the user in a virtual environment", useful in mediating "... a relationship between the labyrinthine precision of computers and the fuzzy complexity of man [10, p. 355]. Later definitions tend to be expressed in more functional terms, such as, "An agent can be viewed as an object which has a goal and autonomously solves problems through interaction, such as collaboration, competition, negotiation and so on"[9]. This definition has some similarities with that offered by Maes [12] who defines an agent as:

"A computational system which:
- is long lived;
has goals, sensors and effectors;
- decides autonomously which actions to take in the current situation to maximize progress towards its
(time-varying) goals" [12, slide 5].

Summarising the writings of a number of researchers, Aroyo and Kommers [1, p. 237] identify four major
characteristics of agents as being autonomy, responsiveness or reactivity, pro-activeness and social ability.
Other qualities frequently proposed, but not supported by all researchers or indeed by all users, include the
ability to learn from experience and consequently to respond in flexible and possibly unforeseen ways to
particular situations, and the possession of a believable 'character' or personality as a basis for social
interaction.

It appears that a combination of factors has contributed to the current proliferation of software agents. Apart
from the technical developments which have opened up the possibility of implementing what were
previously largely theoretical conceptions, there is our very real need for assistance as we operate within
computing environments characterised by rapid change, large quantities of extraordinarily complex
information, and a lack of common organisational structures through which information may be accessed
and managed. As Laurel predicted, there are now many situations in which, in the interests of efficiency,
some form of 'intelligent' mediation is required between computer systems and the needs of users.

There are, of course, different forms that this mediation could have taken. The strong propensity for most
users to accept assistance in the form of a more or less personified entity as largely
undoubtedly derives at least in part from the anthropomorphic elements implicit in most computer interfaces
from the earliest days of computing. It can be strongly argued that a degree of personification has always
been automatically and inevitably conferred as much by a program's use of language as a component of the
interface as by our everyday understandings of the 'intelligence', albeit artificial, of computers. Intelligence
and language use are, after all, key defining attributes of human beings.

Not only are we accustomed to interacting with computers as though they share with us a degree of
'humanity', but in a number of areas of activity we have been persuaded to value 'social' interaction
particularly highly. Education is a good example, given the extent to which our current understandings of
learning depend upon an acceptance of the belief that knowledge is to a large extent socially constructed. In
the current drive to move teaching and learning online, the notion of agency in computing has found a strong
ally and a vehicle for expansion. Unless the social interactions that mediate learning in face to face
environments can be shown to have a digital equivalent, proponents of online courses will be forever 'on the
back foot', with their products being regarded by most educators as second best. While courses
incorporating the communications facilities of the Internet certainly go a considerable way in promoting
interactions of various types between teacher and student and also between student and student, the
possibility of using software agents to create an illusion of interpersonal interaction so convincing as to
achieve pedagogical outcomes equivalent to those deriving from a relationship with another human being is
extremely enticing to the designers of electronic learning environments.

2 Some examples of socially interactive pedagogical agents

Johnson [7] has proposed the following definition the role of a pedagogical agent as distinct from those
designed for other purposes:
“Pedagogical agents are autonomous agents that support human learning, by interacting with students
in the context of interactive learning environments. They extend and improve upon previous work on
intelligent tutoring systems in a number of ways. They adapt their behaviour to the dynamic state of
the learning environment, taking advantage of learning opportunities as they arise. They can support
collaborative learning as well as individualized learning, because multiple students and agents can
interact in a shared environment. Given a suitably rich user interface, pedagogical agents are capable
of a wide spectrum of instructionally effective interactions with students, including multimodal dialog.
Animated pedagogical agents can promote student motivation and engagement, and engender
affective as well as cognitive responses” [7, p. 13].

This is a comprehensive and optimistic vision, incorporating a number of possible roles for software agents
within educational environments. Types of agents currently implemented in projects around the world
include record keepers, information seekers, testers, facilitators of collaboration, tutors or instructors, fellow
learners, and tutees. Of special interest in regard to this paper are those that contribute to the overtly social
dimensions of the learning environment. The last three listed most clearly fulfil this criterion.

2.1 Agents as instructors

There is a sense in which perceptions of the role of computers in the learning process have come full circle. Early models of the role of 'computer as tutor' in the form of drill and practice style of instructional software, generally based on Skinnerian principles and incorporating very limited interaction between user and computer, have long been rejected by most educators in favour of a range of other more acceptable guises including that of a learning tool, an information source, and a learning 'space'. With the development of agent technologies, as Johnson suggests, new possibilities now exist for incorporating computers within the learning environment in a range of socially interactive roles, including that of 'tutor', through modes of interaction more in keeping with current pedagogical theory.

It is commonly asserted that the presence of computers in classrooms has itself played a part in modifying the image of the teacher as the 'sage on the stage' in favour of a more collaborative model. Not surprisingly, these changing concepts are well reflected in many implementations of 'agent as teacher'. As Solomos and Avouris [18] write, for instance:

"The user mental model of the system should be based on the metaphor of the "invited professor" rather than the "knowing everything own tutor". ... Our first findings confirm the observation that today's users, accustomed to hypertext-like interaction, are more likely to accept this collaborative teaching metaphor, according to which their tutoring system is viewed as an intelligent hypertext browser, offering links to other tutoring systems with the right content and at the right time" [18, p. 259].

The increasingly popular concept of the teacher as a facilitator of learning is also reflected in such statements as: "Each student working on the project will have an agent, operating in the background, watching progress, measuring it against the plan, and taking remedial action when necessary" [19, p. 362].

2.2 Agents as fellow learners

A style of agent of special significance in the context of socially constructivist theories of learning is the 'fellow learner', which to differing degrees might be presumed to include all participants within the learning environment. If agents are to gain widespread acceptance in the field of education, this is an important area for research and development. Since the 1980s Chan [2, 3] and colleagues have been working on a range of models of socially interactive agents for learning environments, perhaps the best known being the 'learning companion' – a software entity having limited knowledge of the domain in question, conceptualised as a fellow learner with whom the student may collaborate and even disagree. As in real life, some of these learning companions may be better informed than the student in the relevant domain of knowledge, while others may know less. Perhaps not surprisingly, in learning environments for younger students, animals are a popular choice of persona for such agents, as in this example of a networked learning environment for Taiwanese high school students, as described by Chan:

"The Dalmation is having the same performance as the student. ... Another animal companion is Dragon, like one of those animal companions in Mulan, a Disney cartoon of this summer. This dragon will "learn" (mainly rote learning) from the student and also from other students on the Net and so may know more than the student. At certain point it'll stop learning and come back to teach the student. In a way, Dragon is protecting the student" [3].

An interesting development of this concept is presented by Sheremetov and Nunez [16, p. 310], who describe the function of a 'monitor agent' as being to modify the role, behaviour or expertise of learning companions from that of strong group leader to a weaker companion or even a passive observer, depending on its interpretation of the degree of guidance required by the learner.

2.3 Agents as pupils

We are all familiar with the common wisdom that we learn through teaching others. At the school level, many educators have long been familiar with the concept of the computer as 'tutee' through the use of the Logo programming language, in which 'teaching the turtle' was a familiar metaphor for the activity of programming. More recently, a number of researchers have explored the translation of this concept into electronic learning contexts where agents exist to be 'taught' by the student user, as in the example from Chan quoted above. A further example is described by Ju [8] who writes of a computer based peer tutoring
system employing two categories of agent – an 'expert', and a 'learner':

"... students become active learners who are guided to learn by teaching a computer. After the students watch how the computer expert solves a set of linear equations [the program] helps the human student act as a teacher in order to learn more about the subject matter. At this time, the computer plays the role of a student ..." [8, p. 559].

3 Some issues for consideration

3.1 Multiple agents

Most agent based systems utilise a number of agents, many of them capable of a complex range of interactions with the student, with one another, and increasingly with agents associated with other programs. Their individual purposes derive from theoretical analyses of the component tasks and activities that are included in the larger scale pedagogical interactions of human beings. As educators, and indeed as students, we may simultaneously enact a range of roles within the educational environment. The apparently unitary activity of 'teaching' involves such elements as demonstrating, guiding, telling, questioning, explaining, testing, motivating, criticising even learning! Many researchers consider that the electronic medium makes it feasible to identify and separate out these diverse functions. These can then be enacted through different configurations of agents working in relationships which ranging from collaboration to competition.

An example is the Multiple Agent Tutoring System (MATS) described by Solomos and Avouris:

"MATS is a prototype that models a "one student-many teachers" learning situation. Each MATS agent represents a tutor, capable of teaching a distinct subject. All MATS tutors are also capable of collaborating with each other for solving learning difficulties that their students may have" [18, p. 243].

Strategies for most efficaciously combining the activities of multiple agents such as these necessitate a complex agent architecture, and understandably occupy a great deal of the research agenda in this area. Of interest in relation to their participation in the social construction of knowledge is the fact that one of the most common metaphors employed by a number of researchers and courseware designers is that of a 'society' of agents, a conception reminiscent of Minsky's The Society of Mind [14], Gardner's multiple intelligences [6] and other related theories of cognition and behaviour. In describing the different aspects of the design of their "multi-agent, computer-based interactive environment", for example, Costa and Perkusich [4, p. 196], drawing on the work of Franklin and Graesser [5] refer to their aggregation of agents quite specifically as a 'society'.

"The society [of artificial tutoring agents] is an open multi-agent system made up of a collection of tutoring agents that co-operate among themselves to promote the learning of a certain human learner. This society is designed to be open and dynamic in the sense that it allows maintenance operations such as the entry and the exit of agents, besides eventual modifications in the knowledge and in the inference mechanisms of an agent. Each agent defines an expert tutor in some domain, having the necessary knowledge to solve problems in this domain. These agents are cognitive and possess properties like autonomy, goal-oriented, social ability" [4, pp. 197-198].

While on the one hand, the variety of functions of agents within a multi-agent environment must also be appreciated as an attempt to realise the type of rich user interface which Johnson suggests is necessary if the pedagogical interactions within electronic learning environments are to approximate to any degree to the face to face educational experience, some educators have concerns in regard to the assumptions underlying these practices. They argue that such developments are underpinned by a reductionist rather than a holistic understanding of the processes and relationships involved in teaching and learning. In separating out the different components of pedagogical interactions, are we enabling each part to be realised more effectively, or are we failing to acknowledge that the global act of human teaching may in fact be more than the sum of its component parts? It seems reasonable to suggest that firm judgments on issues such as this must await greater experience of the roles of agents within these learning contexts.

3.2 Personification

Another focus of debate concerns the degree to which personification is helpful in fostering fruitful pedagogical interaction between the human learner and software agents. This question clearly relates more
to the 'socially interactive' agents than to those fulfilling more tool-like functions, which arguably require far less in the way of 'personality'. As noted earlier in this paper, there are clear arguments for accepting that a degree of personification of computer interfaces is inevitable. As Shirk puts it:

"Although there is some dispute among software critics concerning the advisability of having 'personality' in computer programs, their presence seems unavoidable. Any time there is communication between a computer and a human, the information presented by the computer has a certain style, diction, and tone of voice which impact upon the human's attitude and response toward the software" [17, p. 320].

However the extent to which this should be deliberately fostered is less clear, although many feel intuitively that it should be an important element in the creation of an electronic learning environment characterised by interactions which can reasonably be described as 'social'.

An important aspect of the representation of 'character' or personality is visual appearance. Interestingly, both research and experience suggest that the relationship in the case of software agents is far from straightforward, and that a mismatch between realism in appearance and the apparent knowledge level of the agent can have a deleterious effect on credibility. The more visually realistic the representation, the higher the expectations of the user in relation to the appropriateness and 'intelligence' of utterances and actions. Agents that 'look' smart and 'act' or 'talk' dumb are poorly received by many users, who express a higher tolerance for the limitations of a 'character' more sketchily represented, for instance through cartoon-like graphics. As Masterton, writes, for instance, "A common problem with AI programs that interact with humans is that they must present themselves in a way that reflects their ability. Where there is a conflict between the ability of the system and the users' perception of that ability a breakdown occurs and users may either fail to exploit its full potential or become frustrated with its shortcomings" [13, p. 215]. He goes on to suggest the implementation of a degree of anthropomorphism intended to convey qualities such as friendliness and usefulness, without the implication of possession of full human capabilities [13, p. 211]. He describes the development and role of such an entity in the form of a VTA (Virtual Teaching Assistant) which is able to introduce topics and answer simple questions, the more complex types of exposition and interaction being left to the human teacher. In terms of a traditional scenario at university level, the VTA functions somewhat like a tutor or demonstrator as distinct from a lecturer. "In this way faculty is left free of the guiding and assisting issues of the course and is able to concentrate on more complex questions and higher level issues generated during the course" [13, p. 211].

Further instances of this principle are the examples of agents presented as animals discussed earlier in this paper. Our expectations in regard the cognitive skills of animals may well be more appropriate to the capabilities of software agents than are our experiences of human-to-human interactions.

### 3.3 Autonomy

Closely related to the 'intelligence' of software agents is the issue of autonomy, in particular the degree to which an agent should be furnished with pre-existing goals which might lead it to take particular action without instruction from the user, and even contrary to what the user might perceive as his or her interests and wishes. Exploring the implications of such entities existing and interacting within virtual reality environments, Loeffler [11], for instance, notes that the unpredictability resulting from significant autonomy might well result in agents who are less 'helpful' to us than we might hope or indeed expect. It is easy to slip from such considerations into the need for a contemporary version of Asimov's laws of robotics as conceived in fictional terms more than 30 years ago!

In educational contexts, the implications of autonomy, particularly in terms of control of and responsibility towards the learner, are potentially extremely complex and difficult to address without more exposure to these types of software, and indeed it is quite likely that such experience may cause community understandings in regard to appropriate relationships between the 'human' and the 'not human' in electronic contexts to develop and change over time. In the short term, current trends in educational thinking which favour giving more control and autonomy to the learner would appear to be more in line with the thinking of researchers such as Schneiderman who favour 'direct manipulation' over the development of interactive agents with a significant degree of independence of action. Where agents are involved, they may be programmed so as to exercise control over the learner on behalf of the creator of the learning environment, or they may be configured so as to be more sensitive to a user model, and more responsive to instruction from the user/student. In the latter instance, the agent would have a greater degree of responsibility to the needs and wishes of the learner, but this may not be in keeping with the pedagogical goals of the teacher.
Trust is another aspect of the teacher/learner relationship that is complicated by the degree of autonomy with which a pedagogical agent is endowed. To the extent that the programmer chooses to delegate certain functions and responsibilities to the agent, it is their problem, but it may also be an issue for students, particularly those with more insight into the nature of the agents with which they are interacting.

A further concern in regard to the autonomy of pedagogical agents relates to the issue of intervention in the learning process. Despite the finding of Aroyo and Commers [1] that pro-activity is a quality frequently sought after in agents, there is an important issue of balance to be addressed in relation to the educational process. It is well accepted that a high degree of unsought assistance whether from a human teacher or an excessively diligent and proactive agent can be quite detrimental, in particular to the metacognitive aspects of learning. Of course this is also an issue for teachers and learners in face to face educational contexts!

3.4 Level of participation in the social construction of knowledge

The belief that it is possible for agents to participate effectively in the social aspects of knowledge construction is central to the work of many theorists and researchers. Sheremetov and Nunez [16], for example, whose works derive overtly from the theoretical frameworks of Piaget and Vygotsky, argue that: “The design of learning environments, virtual or not, aims to promote productive interactions. In this type of learning a student changes from being a passive information receiver to an active collaborator, interacting with the tutors and colleagues in the learning process. Learning does not only result from acquiring knowledge, solving problems or using tools, but also from interacting about these on-going activities with persons and agents”[16, p.305 – 306].

In relation to their specific project they write: “Our emphasis lies in the role of interactions in an artificial learning community as a group of real and artificial learners, tutors, and facilitators, working, supporting and learning from each other [16, p. 306]. But however personified and autonomous the software agent, can it really be said to participate fully in the social construction of knowledge? It has been argued quite extensively that even the most heavily personified of computer programs suffer from an intrinsic lack of ability to participate in the metacognitive aspects of learning. Pufall [15], for instance, expresses a strong belief that a computer program is unable at any level commensurate with human capacities to modify its own knowledge structures or cognitive processes, and so cannot be regarded as a co-constructor of knowledge in a meaningful sense. While this might well have been the case in relation to earlier computer based learning environments, can we continue to make the same claims with confidence today or in the future? The capacity of software to ‘learn’ and adapt to experience through the incorporation of new information, the appropriate modification of its representation of the context in which it functions (its ‘world’) and of its inference mechanisms, is undoubtedly increasing. One way of considering this question might be to look at it in terms of the type of distinction sometimes made between ‘hard’ and ‘soft’ notions of artificial intelligence. If our test of full participation depends on an understanding that the agent has ‘learnt’ in precisely the same way that the human has learnt, then we will have difficulty accepting the electronic entity as genuine co-constructor of knowledge. If, however, we make our claim on the grounds that it appears to the human learner that the agent has participated in the learning that has taken place, then perhaps we can at least tentatively admit such a piece of software to membership of the social milieu which has mediated the educational experience.

Conclusions

It is clear that developments in agent technology have created a range of new possibilities in terms of aligning computers more strongly with prevailing educational theories and philosophies. In considering the many issues which might be raised in relation to the nature and roles of pedagogical agents, there are three overarching questions. Firstly, do agents have the potential to enhance learning, or do they threaten to undermine those aspects of the educational enterprise that we most value? Secondly, to what extent might they assist in the replication of the social dimensions of face to face learning within online environments? Thirdly, do they go further than this, and create new possibilities in regard to the social mediation of learning? To the extent that visions such as those of Johnson [7] are able to be realised, we may be faced one day with the need to re-evaluate our attitudes regarding the relative merits of a human teacher and an electronic entity designed specifically for educational purposes. But while the rhetoric of developers often suggests an ideal surpassing the sometimes imperfect realities of human-to-human pedagogical interactions, the 'jury' of online learners and of educators is still out.
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This paper describes a novel approach for promoting understanding of examples through explicit questioning. Whether being asked by the teachers or self-motivated, studying worked examples is an indispensable step for learners to acquire domain knowledge. The issue is: how could students use examples in the most effective way? Research findings indicate that the utility value of examples among different groups of learners varies dramatically. Effective learners keep self-explaining the solution statements when studying the examples while less effective learners often take each step of the statements for granted. In order to facilitate better understanding of examples, we propose to question the students explicitly on the examples content in order to stimulate their self-explanations. This paper presents the underlying computer model for generating different categories of questions from specific examples. The questions are subsequently used by a case-questioner to test the students on what they have read.
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1 Introduction

This paper presents a novel approach to facilitate the understanding of learning materials through explicit questioning. The notion we put forward in the paper forms one distinct feature of our current project: providing problem-solving advice in terms of relevant worked examples. When mapping out the project specification, there is an issue we are particular concerned with: to what extent the students benefit from the examples remains unknown. In her seminal work [2] Chi discovered the phenomenon of self-explanation among effective learners when they are presented with worked examples. Among this group of learners, they have a strong tendency to explain each example statement to themselves before moving on whereas the less effective learners tend to take the example statements for granted. In a follow-up investigation [3] Chi exploited her previous discovery in the context of learning. Not surprising, when students are deliberately prompted for self-explanation, they have shown a dramatic improvement in acquiring the knowledge. We believe the implication of Chi’s study is very significant. Not only do the results shed light on understanding different learning behaviours, but the study also challenges instructors that merely informative examples do not guarantee good learning results. How the students use examples is a crucial factor in determining if they are really helping the students understand the subject domain.

As we are concerned with how the students use the examples presented, we decided not to take the present-and-go approach. Once a case (i.e. a relevant worked example) is retrieved for presentation, a case questioner will be automatically invoked to challenge the student’s understanding on the knowledge embedded in the case. The questions generated are not explicitly stated in the problem statement. The rationale of this proposal involves encouraging the students to think more deeply while studying the worked examples. If the students have, in fact, understood the examples or related concepts within the domain, they should be able to answer the questions posed by the system. If not, the questions can trigger their attention towards certain aspects of the problem and stimulate their knowledge acquisition process.
2 Promoting Comprehension through Questioning

When studying worked examples, it is quite common for the students to take many solution statements for granted without trying to dig out the embedded tacit knowledge. Even if the students have the intention, they may lack the knowledge structure to find out the tacit knowledge. To put it simply, the student may know that it is helpful to self-explain the statements, but the problem is explaining what? There is research (e.g. [1], [4] and [7]) which indicates that questioning plays a significant role in understanding narrative text and therefore we argue that the same principle should also be applied in comprehending example solutions. If this argument is valid, one potentially pedagogically fruitful approach to tutoring in terms of providing examples is to question the learners on the content of the examples in a systematic way. Once the example is presented, the students will be asked questions driven by physical principles in order to detect what they know about the example and to help them discover meaningful relationships. To illustrate the argument, we consider the mechanics example shown in Figure 1.

![Two blocks A & B are resting on a frictionless horizontal plane as shown. If an external force of 10N is acting on A, what is the acceleration of the blocks and the force of contact between them? (The masses of A and B are 3kg and 7kg respectively).](image)

Solution

Net Force \( A&B \) = Mass\( A&B \) \times Acceleration \( A&B \) (Applying Newton’s 2nd Law on \( A&B \))

10 = Mass\( A&B \) \times Acceleration \( A&B \)

Acceleration \( A&B \) = \( (3 + 7) \) Acceleration \( A&B \)

= 1 m/s²

Net Force \( A \) = Mass\( A \) \times Acceleration \( A \) (Applying Newton’s 2nd Law on \( A \))

External Force \( A \) + Contact Force \( A \) = Mass\( A \) \times Acceleration \( A \)

= 3 \times 1

10 + Contact Force \( A \) = -7N

Contact Force \( A \)

Net Force \( B \) = Mass\( B \) \times Acceleration \( B \) (Applying Newton’s 2nd Law on \( B \))

Contact Force \( B \) = Mass\( B \) \times Acceleration \( B \)

Contact Force \( B \) = 7 \times 1

Contact Force \( B \) = 7 N

Figure 1: A typical Newtonian mechanics example and its solution

When presenting this example, the author must have already made many assumptions regarding the knowledge state of the reader. For instance, it will be assumed the reader knows that the weights of blocks are being cancelled by the reactions from the ground and thus the weights are not included in the calculation; the reader is also assumed to know that the acceleration of the whole system is the same as the acceleration of individual components; and that the external action on A is the same as the external action on the system as a whole in this case. However, these points may not have been mastered by some students. From the perspective of problem-solving, the solution presented is not the only way of tackling the problem. For instance, the contact force on B can be evaluated immediately by relating it to the contact force on A which is formed an action-reaction pair. Alternatively, the problem can be tackled by solving three simultaneous linear equations with variables \( a, f, b \) which stand for the unknown physical quantities which are sought. This knowledge is not explicitly shown in the solution statements and the students whose self-explanation is less active may miss these knowledge units. Therefore, a fruitful tutorial dialogue can be created by conducting a series of question-answering episodes on the example presented.

3 A Taxonomy for Different Types of Questions

Before asking a question, the questioner must perform two steps: the first is to decide the content of the enquiry; and the second is to compose the style of the queries. To pose appropriate questions to the comprehender, the question designer must have a semantic category of questions. We have adapted the taxonomy for questions in narrative understanding originally developed in [8] into the context of physics problem-solving, and this is summarized below in Table 1. Note that except for question No.4, all the
questions are relevant to the example shown in Figure 1.

<table>
<thead>
<tr>
<th>CATEGORY</th>
<th>SPECIFIC EXAMPLES IN THE DOMAIN OF PHYSICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Verification</td>
<td>Is the system in equilibrium?</td>
</tr>
<tr>
<td>2. Disjunctive</td>
<td>Is force a vector or a scalar?</td>
</tr>
<tr>
<td>3. Concept Completion</td>
<td>What is FORCE?</td>
</tr>
<tr>
<td>4. Feature Specification</td>
<td>What does a convex lens look like?</td>
</tr>
<tr>
<td>5. Quantification</td>
<td>How many external forces are acting on block A?</td>
</tr>
<tr>
<td>6. Causal Antecedent</td>
<td>What caused the blocks to accelerate?</td>
</tr>
<tr>
<td>7. Causal Consequence</td>
<td>What are the consequences of the external force acting on the blocks?</td>
</tr>
<tr>
<td>8. Goal Orientation</td>
<td>In the 4th line of the solution, why are the masses of A and B summed?</td>
</tr>
<tr>
<td>9. Enablement</td>
<td>The blocks have weights; what is needed to prevent them from moving downward?</td>
</tr>
<tr>
<td>10. Instrumental/Procedural</td>
<td>How was the acceleration of the blocks evaluated?</td>
</tr>
<tr>
<td>11. Expectational</td>
<td>B is increased but the external action remains unchanged?</td>
</tr>
<tr>
<td>12. Judgmental</td>
<td>Do you think the solution presented is the only possible method?</td>
</tr>
</tbody>
</table>

Table 1: Twelve Semantic Categories in Question Taxonomy (Adapted from [8])

4 Questions Generation

4.1 Based on the Definition of Concept Types

The questions in the categories 1, 2 and 3 are related to the definition of some domain-specific terminology and hence are grouped together. These categories of questions require the comprehender to grasp the definition of the focal content of the questions. For the question “Is the system in equilibrium?” the focus is on testing the readers on the precondition of a system being described as “in equilibrium”. The question “Is force a vector or a scalar?” assesses the student’s knowledge of the difference between vector and scalar quantities. There are two ways of generating these categories of questions: by traversing the type hierarchy and by projecting the definitional graph of the focus type into the conceptual graph [9] representing the example [5]. Based on these methods, the following scenarios can be developed. Question: “Why is the system not in equilibrium?” If the student successfully answers the net force acting on the system is not zero, another question can be generated such as “Then how can it be put into equilibrium again?”

4.2 Based on the Chaining of the Graph Nodes

In Newtonian mechanics, there are causes that are well-defined, such as the cause of acceleration being a non-zero net force; the cause of a change in velocity being non-zero acceleration; the cause of a change in position being a non-zero velocity, etc. The whole process of deriving values for unknown variables from available data can be modelled as a node chaining process, a kind of causal chaining. Figure 2 shows two subgraphs that represent the corresponding example statements:

<table>
<thead>
<tr>
<th>Solution Steps</th>
<th>Corresponding Conceptual Graphs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net Force A&amp;B</td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>External Action A&amp;B</td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>10</td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>Acceleration A&amp;B</td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
</tbody>
</table>

Figure 2: Part of the solution steps and its corresponding conceptual graphs
The graphs shown on the right hand side of Figure 2 provide ample material to generate questions to test students' understanding of the solution steps such as "How was the acceleration of the system evaluated?"; "How many external forces act on the block A?"; "What is the relation between the acceleration of A and the acceleration of the whole system?"; "How was the contact force on B evaluated?", etc.

**4.3 Based on Propagating Qualitative Values across the Graph**

Regarding the expectational question depicted in the 11th category, one should see that it belongs more to the area of qualitative reasoning (QR) [11] and this kind of question is very common in testing the knowledge of students. A QR technique had been developed in [6] and the following type of questions are successfully generated. "If the external action decreases, what would be the contact force?" "If the bottom of block A is made rough to create friction between A and the ground, what would be the acceleration of the system and the contact forces?"

**5 Conclusions**

This paper proposes a questioning approach to handling examples, which is intended to stimulate the student's cognitive process of self-explanation. Representing worked examples by CG allows the system to generate different categories of questions during the questioning process. We have shown that definitional, procedural and qualitative questions can all be posed to students for tutorial purposes. Due to space limitation, we have not covered all categories of questions; for instance, feature specification and enablement. At the moment, this part of the work derives only from a computational perspective and lacks empirical support. The next phase of our project is to test posing the questions to students to see if this approach would stimulate self-explanations and subsequently enable them to acquire a better understanding of the subject domain.
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In this paper, we propose a method of constructing an intelligent Micro-World (MW) for high-school chemistry that accepts learners' questions and advises them whenever the learners are working in the MW. We also discuss the method generating explanations using both texts and images. At first, we argue on the interaction between a learner and such a system, and classify learner's typical demands and possible educational supports by the system. Next we show the ability necessary to deal with the demands, such as recognizing learners' plan, generating a plan to achieve a goal of an experiment, reproducing the state at any step of the change in MW, controlling the initiative of the interaction, and so on. Then we propose methods in order to realize the abilities. Moreover, we illustrate how to implement the abilities and introduce our prototype system.
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1 Introduction

Micro-World (MW) has a problem that it is hard to support learners who are in impasse. We are developing an intelligent MW that supports the learners[1,2,4,5]. The domain subject of the MW is high-school chemistry. The MW has the following functions:

- Simulating changes in the world model of high-school chemistry.
- Recognizing the learner's plan by a sequence of his manipulations.
- Judging weather the learner is in impasse, by comparing the learner's plan with the standard plan that the MW generates. If the learner is in impasse, it assumes that the cause of the impasse might be lack of the knowledge necessary to perform the next manipulation which the learner should do.
- Giving the learner some advices by using texts. For example, the MW shows the knowledge which the learner doesn't understand, the manipulation that the learner should do next, and so on.
- Accepting learner's questions at any time when the learner is working in the MW and answering by using texts.

Our MW uses only texts in giving advices. In general, it is effective to explain something by using both texts and images. CINESPEAK [3] is one of the systems which can show explanations using both images and texts. It can generate a 3D animation and texts of explanation. It also can select appropriate camera shot corresponding to the contents of explanation. However, It can not generate explanations interactively.

We think it is necessary to avoid showing the texts and images prepared beforehand like video movies with some captions. The reason is that the explanation should be shown interactively. In other words, an educational system must not explain anything one-sidedly, because the condition of a learner is changing moment by moment while the system explains to the learner.

When an idea flashes upon a learner's mind during the explanation, the system must allow him to say his idea and respond to his remark. For example, when the system explains how to solve some problems in MW...
to the learner who is in impasse, if the learner requires doing continuation of the problem solving process by himself, the system should prepare MW and let him continue solving the problem on MW. Similarly, if the learner requires changing some conditions of MW and explaining the method of solving the problem, the system should stop explaining, re-plan a new method to solve the problem with new conditions, and explain it.

In this paper, we extend the user interface of our MW in order to make it more effective. The first extension is that the MW uses not only texts but also images when it shows the learners advices or explanations. The second one is that the MW generates explanations interactively. Our extended system can explain manipulations that a learner performed in a MW and the manipulations necessary to achieve a given goal by using both texts and animations simultaneously. Moreover it can explain interactively according to the learner’s demand.

In the next section, we discuss the ability necessary for the system that generate explanations interactively. In section 3 we show our basic approach to realize the abilities. In section 4 we illustrate how to implement the abilities, and we introduce our prototype system and show examples of its behavior.

2 Interactive method to explain

In order to generate explanations interactively, the system should have the following two functions.
- When a learner does not express his intention, the system must be able to lead his learning.
- The system must be able to deal with a learner’s demand whenever the system aids learning (even when it is explaining something to him).

The former is out of range of this paper, because it is the topic concerning to the teaching strategy in the field of Intelligent Tutoring System (ITS). Therefore, We concentrate the latter.

Learners’ demands and the method to deal with them depend on what kind of educational supports can be provided by the system. Therefore, we must clarify:
1. the educational supports and learners’ demands.
2. what kinds of ability are necessary to deal with the demands.

2.1 Possible educational supports and learners’ demands

We can classify states of the system into the following two types:
- The system gives a goal and the learner manipulates the MW on his own initiative.
- The system takes the initiative then it shows advice or explanations to the learner.

We discuss learner’s demands and methods to deal with them on each state.

2.1.1 Supports and learners’ demands when learner has initiative

We think the major demand on this state is to require an advice to resolve a learner’s impasse. Therefore, we deal with only such type of demands as the first step of our research. In order to discuss how to deal with the demands, we classify causes of learners’ impasse into the following two types.
(A) A learner cannot understand the current state of MW.
(B) A learner cannot decide what to do in the next step.

The system can satisfy the demand of the learner who is in impasse because of (A) by showing the following explanations:
- Explanation of a sequence of manipulations that the learner performed in the MW and the effect of each manipulation.
- Explanation of the state after each manipulation has performed.

The demand of the learner who is in impasse because of (B) can be satisfied by various ways. For example, the system identifies misunderstood or lacked knowledge and shows him the knowledge, the system explains on the similar case and lets him remind his experience, and so on. In this paper, we adopt the simplest way that the system shows the actions to be performed in the following steps. If we take the other way, we need to extend some functions to decide contents of explanations. However, the mechanism to control interactive generation of explanations is commonly reused.
As a result, the type of demands of the first state is only a demand to require some advice, and the type of explanations that the system generates is only an explanation of manipulations and the state after each one. In order to explain a manipulation and the state after it has been performed, the system generates animation showing how to perform the manipulation in the MW and texts explaining the effect of the manipulation.

2.1.2 Supports and learners’ demands when the system has initiative

First, we discuss typical demands of learners who are in impasse because of (A) mentioned in the previous section. When the system explains to the learner a sequence of manipulations that the learner performed and the state after each manipulation by using animations and texts, the learner may demand that the system shows him a previous state again or a following state intermittently. In case that the learner finds his own mistakes while the system is explaining something to him, he may demand that the system stops explaining, prepares the initial environment, and lets him re-try solving his problem on the MW again. If the learner fails to resolve his impasse in spite of some explanations generated by the system, he may demand that the system show him the whole correct process to achieve his goal on the MW.

Then, we imagine typical demands of learners who are in impasse because of (B). In this case, the system explains him the action to be performed in the following steps. The learner may demand that:
- the system shows him the previous/following states.
- the system stops explaining in order to let him do continuation of manipulations.
- he rewrites some conditions of his problem and the system explains how to solve the problem with new conditions.

We don’t argue on all of above-mentioned demands, but only ones with which our system can deal, considering possible actions by our system. Such actions are as follows:
(1) Explaining the sequence of actions which learners have performed.
(2) Explaining the sequence of correct actions by which the given goal can be achieved.
(3) Setting an environment for experiment to let learners try achieving the goal free.

<table>
<thead>
<tr>
<th>Actions of the system</th>
<th>Action before the demand</th>
<th>Action after the demand</th>
<th>type of the demand and the scene where the learner input the demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(1)</td>
<td>The learner wants to see another action than one shown in the current explanation on the sequence of his previous actions.</td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>The learner can understand what he has done, and wants to see what he should do next.</td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td>(3)</td>
<td>The learner finds the mistakes he has made, and wants to re-try the experiment.</td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td>(1)</td>
<td>The learner understands correct actions, and wants to compare it with what he did.</td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td>(2)</td>
<td>The learner wants to see another action than one shown in the current explanation on the sequence of correct actions.</td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>(1)</td>
<td>The learner loses the current state in the process of achieving the goal of the experiment. He wants to confirm the actions which he has performed.</td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>(2)</td>
<td>The learner loses the way to achieve the goal of the experiment. He wants to see the correct actions.</td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>(3)</td>
<td>He finds he has failed to achieve the goal and wants to re-try the experiment.</td>
<td></td>
</tr>
</tbody>
</table>

Then we can classify the demands according to which actions are performed before/after accepting the demand. Combinations of the actions are $3^3 = 9$ types such as "when system doing (1), a demand is input, then it does (1)”, “when it doing (1), a demand is input, then it begins to do (2)”, and so on. Examples of the typical demand of each type are shown in Table 1.
2.2 Abilities necessary to deal with learners' demands

In this section, we discuss abilities necessary to deal with the learners' demands mentioned in 2.1. Basically, MW should have an ability to simulate changes in the MW according to learners' actions. In addition, in order to deal with the demands mentioned in 2.1.1, the system should have the following abilities.

(a) Ability to recognize learners' plan from a sequence of his actions.

In order to explain what learners have done by not only listing up the actions, but also showing the meanings of the sequence of the actions, the system needs the ability.

(b) Ability to generate a plan to achieve a goal of an experiment.

In order to explain correct actions which learners should perform, the system has to be able to generate plan.

(c) Ability to simulate changes in the MW according to the plan generated or recognized by itself, and ability to generate verbal explanations showing what actions has been done or what actions should be going to be done.

The system had better be able to generate explanations using both texts and images. In order to generate visual explanations, the system should be able to operate MW in a similar way as learners do. In order to generate verbal explanations, the system should be able to generate texts from the result of planning or plan recognition.

In order to deal with the demands mentioned in 2.1.2, the abilities mentioned above are also necessary. In addition, the following abilities are needed.

(d) Ability to store the history of actions by learners or the system.

The ability is needed to do action (1) or (2) as a reaction of a demand in Table 1.

(e) Ability to reproduce the state at any step of the change in MW and allow learners to manipulate the MW.

The ability is needed to do action (3) as a reaction of a demand in Table 1.

In addition, the following ability is necessary to realize mixed initiative. It is generally important to make interactive educational environment effective.

(f) Ability to control the two phases: a phase where a learner takes initiative by actions to achieve the goal, and a phase where the system takes initiative by generating explanations.

3 Methods necessary to deal with learner's demand

The basic framework of the system as a MW can be seen in [5]. An extension in this paper is that the system becomes to have two individual environments: one is the environment for experiment used by learners, and the other is the environment for explanation. Our system operates the latter environment in its explanation. We add the latter environment in order to avoid that both a learner and the system try to operate a common one at the same time. The environment for experiment has an interface and functions to accept learner's actions, and reacts as soon as it accepts an action from a learner. On the other hand, the environment for explanation cannot accept manipulations from learners (though switches similar to the environment of experiment are displayed in its window, they are dummy).

We discuss how to equip such a framework of the system with the abilities mentioned in 2.2.

(a) Ability to recognize learners’ plan from a sequence of his actions.

On this ability, please see our previous paper [4].

(b) Ability to generate a plan to achieve a goal of an experiment.

On this ability, please see our previous paper [4].

(c) Ability to simulate changes in the MW according to the plan generated or recognized by itself, and ability to generate verbal explanations showing what actions has been done or what actions should be going to be done.

Simulation in MW is performed by using symbolic knowledge representation. States at each step of
MW are also represented in a symbolic way. Manipulations by learners are also translated to symbolic representations. The control method of the simulator is event-driven: as soon as a manipulation is input to the simulator, the inference engine generates symbolic representation showing the next state of MW. The system draws the state of MW on the basis of the symbolic representation. Therefore, the system can simulate changes in the MW according to the generated or recognized plan, because the system can generate the input of the simulator represented symbolically from the plan.

In addition, because states of MW, manipulations to MW, and changes in MW are commonly represented in a symbolic way, the system can generate explanations in natural language on every fact in MW.

(d) Ability to store the history of actions by learners or the system.

It is easy to store such history because all of states of MW, manipulations to MW, and changes in MW are represented in a symbolic way. The system records only the initial state and a sequence of having performed actions as the history. The system can reproduce all states and changes by simulating the change in MW again on the basis of the history.

(e) Ability to reproduce the state at any step of the change in MW and allow learners to manipulate the MW.

The system can reproduce any states in an explanation on learner's previous actions, by performing the manipulations stored as the history sequentially. On the other hand, it can also reproduce any states in the process when correct actions are performed, by performing the manipulations in the plan generated by itself. Thus, the system can set any states of an environment which learners can manipulate, by copying such reproduced states in the environment for explanation to the one for experiment.

(f) Ability to control the two phases: a phase where a learner takes initiative by actions to achieve the goal, and a phase where the system takes initiative by generating explanations.

We adopt the following strategies for controlling the phases:
- Basically, a learner takes initiative, and he acts freely in MW.
- Turn over the phase to the other phase where the system takes initiative, as soon as the learner inputs a question or demands that the system explains something.
- If the system finds that the learner is in impasse, ask him whether he hopes to turn over the phase where the system takes initiative. And if he does, turn over it.
- Accept interruption by learners whenever the system generates explanations.
- Decide the next action of the system according to the interruption. For example, if the learner demands that the system sets the phase where the learner takes initiative, set a suitable state of the environment and let him experiment freely. If he inputs a demand for the system to explain other topic than the current topic, continue explanation on the requested topic.

4 Implementation

We designed a prototype system. Figure 1 shows outline of our system.
The system has environment for experiment and environment for explanation. The system sets a goal and a learner tries to achieve the goal by manipulating objects in environment for experiment. When the learner does an action in environment for experiment, the simulator reproduces a change in symbolic world model. Then the visualizer draws the state after the change in environment for experiment. At the same time, the plan recognizer monitors the learner's manipulations and recognizes his plan. When the learner becomes to be in impasse or requires some advice, planner generates a correct plan. Then the system visualizes environment for explanation, and starts explaining by using either recognized plan or the correct plan. In order to generate explanation, simulator reproduces states of the world model and visualizer visualizes the states in environment for explanation. Simultaneously verbal explanation generator generates verbal explanation on the manipulation, the change, and the state.

The domain world model of this system is written by symbolic representation. In general, it is difficult to handle continuity of time and space by such representation. Therefore, our system handles time as a sequence of discrete segments of time. And it doesn't handle strict position of objects in the world, but only relative relations which can be represented by symbols, such as "chemical materials are in the same beaker". A change is also represented by symbols which shows the initial state, the actions causing the change, the changing state, and the state after the change. Most of the subjects in high-school chemistry can be handled in the above mentioned way.

This system is implemented by using Tcl/Tk and LISP (Kyoto Common LISP). This system can deal with the 5 subjects: method of preparing a solution of a certain molarity, acidic material, basic material, neutralization, and using indicator.

We show an example of the behavior of our system when a learner does an experiment of neutralization. Figure 2 shows a user interface for environment for experiment. In the environment, the learner prepares hydrochloric acid, prepares nitric acid, and sodium hydroxide, pours nitric acid into hydrochloric acid, prepares phenolphthalein, and mixes it into the mixed acid. Then he finds that he has not achieved his goal. In the case that he can't find the reason and inputs a demand for the system to explain his own actions, the system prepares an environment for explanation to start explaining the actions the learner has done. Figure 3 shows a user interface of environment for explanation. The interface has three windows: a window for displaying visual explanations and verbal explanations, a window showing a history of actions that have been taken place, and a window for inputting demands. In Figure 3, both visual and verbal explanations for the fourth action (marked in the list shown in the window for history). If the learner finds that he has made a mistake, and if he cannot find the correct way, he wants to demand that the system explains how to neutralize. He clicks on the button "correct manipulation" in the window for inputting demands. Then the system starts explaining the correct way (Figure 4). If he inputs a demand for the system to let him re-try the experiment, the system prepares environment for experiment and reproduces the state from which he wants to start experiment (Figure 5).
5 Conclusions

In this paper, we discuss a method constructing an intelligent and interactive MW generating explanations both images and texts. Our prototype system has relatively small domain knowledge base, so we have to make it larger in the future in order to increase subjects that our system can support.

When we will try to extend our system to handle other domains, the simulator underlying the system needs to deal with continuity of time and space. For example, if we deal with the field of electric circuit, the
simulator needs to handle topology. If we deal with the field of dynamics of physics, the simulator needs to handle coordinate system.

Our another future work is to evaluate the effectiveness of our system experimentally.
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Interactive Learning Environment (ILE) provides interaction opportunities between learners and the virtual devices for productive learning. Intelligent ILE (IILE) provides quality feedback or authentic guidance to learners who need help in the ILE. This research aims to explore design implications of IILE by studying model of learner in the mathematics fraction domain. 169 primary four learners were invited to answer 10 open-ended questions on fraction addition and subtraction. A learner model on category of error and error pattern was formulated from the 423 erroneous responses. Results of the study indicated that researchers should study error patterns by understanding work of learners, distinguish careless mistakes from error patterns, and consider scaffolding support.
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1 INTRODUCTION

There are two categories of Learning Environment (LE): content-free and subject-specific [1]. A content-free LE allows participants and facilitators to formulate their own topics for discussion. Knowledge formulated from such interactions belongs to the learning community [2]. A subject-specific LE involves subject knowledge. Some subject-specific environments stress knowledge transfer like Intelligent Tutoring System (ITS) [3]. Other subject-specific environments such as Interactive Learning Environments (ILE), assisting learners to learn through exploration, put efforts on designing manipulative virtual learning devices [4]. No matter an LE is designed for knowledge transfer or knowledge formulation, subject matter of the learning domain should be carefully studied and incorporated in it [5].

1.1 Design Considerations of an ILE

The study of subject matters plays a crucial role in designing ILE involving knowledge exploration because learners are not obtaining knowledge directly from the ILE. Learners have to learn by analogy, that is, learners have to transfer knowledge from manipulating the manipulative virtual devices of the ILE to grasp the abstract concepts of the subject domain [4]. Expert teachers are skilful in predicting how learners will think and err [6]. This diagnostic ability is tied to an expert’s special understanding of the subject and is undoubtedly derived from multiple opportunities to teach the same content [7]. This knowledge includes knowing which aspects of a topic are particularly difficult, what the common misconceptions are, and what representations are important for authentic learning. Shulman [8] termed this kind of knowledge as Pedagogical Content Knowledge (PCK). It is crucial to utilize teachers’ expert knowledge, especially knowledge on representation for authentic learning, to design manipulative virtual devices of an ILE.

1.2 Design Considerations of an Intelligent ILE

An ILE may provide interaction opportunities between learners and the virtual devices for productive learning. Some learners may learn the subject matter well without the assistance of the virtual learning devices. Some learners may learn well with chances to interact with the interactive learning devices of the environment. However, some learners may need guidance to learn well in the ILE [9]. An Intelligent ILE (IILE) is an ILE that provide feedback or guidance to those learners who need such help in learning the subject domain. Those
learners who do not need help will not notice the existence of the auxiliary service. Learner model of learning
in a subject domain may provide information about the behaviour of learners in learning the domain. Studying
the learning model of learners may assist IILE designers to formulate design principles and obtain technical
details such as formulating rules for understanding learning states of learners. A learner model thus may
help to tailor-make an IILE for assisting various types of learners in learning the discipline. It is therefore
important to study the learning model of learners in a specific subject domain for designing a useful and
practical IILE to assist learners of various kinds in the learning process.

Three knowledge bases are therefore important for designing an IILE for learning subject-specific knowledge.
They are the subject matter, the learner model of learning in the domain and the PCK of teachers in teaching
the discipline. Subject matter knowledge base contains subject matter knowledge. It can provide subject
matter advice and knowledge state of learners in the learning process. Learner model contains behaviour
representations of learners. Learner model knowledge base may provide information about the learning state
of learner. PCK knowledge base contains diverse guidance knowledge for different learning states of learners.
It may provide learning advises based on PCK of experienced teachers of the subject domain who know how
learners think and err in the discipline. Software agents will monitor the performance of learner in the learner
interface. Software agents will determine proactive or reactive responses after a negotiation and
communication process in the feedback and guidance generator. The negotiation will be a judgement of the
knowledge state of the learner in the domain using both the learner model knowledge base and subject matter
knowledge base of the IILE. Final decision will be an outcome after a consultation with the PCK knowledge
base of the IILE and the cumulative data of an individual learner. The cumulative data records the historical
learning states of each individual learner captured by the IILE. Figure 1 shows a conceptual design of an IILE
for generating feedback and guidance.

1.3 Chosen Subject Domain

A review of literatures indicated that many learners have great difficulties in learning the concepts and
procedural knowledge of mathematics fraction [10, 11, 12]. Streefland [11] further pointed out that the main
cause of such difficulties is the inadequate and inappropriate teaching in the traditional approaches. As the
teaching and learning of mathematics fraction is an internationally renowned difficult topic, it is considered as
an appropriate exemplar to be investigated for automation.

2 AIM AND OBJECTIVES

The aim of this research is to study the knowledge of learners in a subject-specific domain and to investigate
its implication for designing a subject-specific IILE. There are two specific objectives: (1) to understand the
problems of learners in learning the topic; (2) to discuss design issues of an IILE. Such findings may inform
the development of IILE for providing quality feedback and guidance to learners.

3 RESEARCH METHODOLOGY

A questionnaire for studying model of primary learners on learning fraction addition and subtraction was
designed.
169 primary four learners from four different schools were invited to complete the questionnaire through their mathematics teachers. All learners had completed their learning of fraction addition and subtraction before the test. Learners were requested to do the questionnaire on individual basis in a mathematics lesson for about 35 minutes. No discussions were allowed. The answer sheets were not used for any form of assessment but returned to the researcher after the administration. All 169 answer sheets returned were used for data analysis.

4 RESULTS AND DISCUSSIONS

This section will report on the quantitative and qualitative analysis results of all errors responded by participants of the survey and will discuss their implications on designing an IILE. The learner model formulated contains two areas: (1) knowledge of learners on category of error; and (2) knowledge of learners on error patterns of the domain.

4.1 Knowledge of Learner on Category of Error

Nine categories of error were identified and summarized from the 423 incorrect responses. Though incorrect response of each question may contain more than one error, this study selected the primary source of error for classification. Results were summarized in table 1. Categories were organized in descending order of percentage that account for the errors. The summarized result may serve as an important reference in designing a learner model of LE for fraction learning. Among the nine categories, categories 1, 2 and 9 directly related to the subject matter and accounted for nearly forty percent of the erroneous work. Categories 3 and 8 were common types of error in any mathematics exercise. It is interesting to investigate whether learners in this age group would commit these types of error like doing subtraction for addition at a certain level of unconsciousness. The study reflected that these factors might account for another twenty percents of errors.

<table>
<thead>
<tr>
<th>Category of Error</th>
<th>Percentage Accounted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improper handling of mixed number in fraction operation</td>
<td>20.4%</td>
</tr>
<tr>
<td>Insufficient procedural knowledge for evaluating fraction</td>
<td>14.7%</td>
</tr>
<tr>
<td>Calculation or careless mistake</td>
<td>13.5%</td>
</tr>
<tr>
<td>Unable to set up correct expression for solving word problem</td>
<td>11.6%</td>
</tr>
<tr>
<td>Incorrect strategy for evaluating expression</td>
<td>11.4%</td>
</tr>
<tr>
<td>Unable to identify error pattern for erroneous work</td>
<td>10.9%</td>
</tr>
<tr>
<td>Not responding to question or the piece of work unfinished</td>
<td>8.5%</td>
</tr>
<tr>
<td>Conducting subtraction for addition and similarly addition for subtraction</td>
<td>5.5%</td>
</tr>
<tr>
<td>Incorrect simplification of answer to the simplest fraction form</td>
<td>3.6%</td>
</tr>
</tbody>
</table>

Though categories 4 and 5 can be purposely avoided, they do play a role in mathematics learning. Setting up expression for solving problems in a scenario may help to test whether a learner has grasped the taught concept. Strategies of evaluating numerical expressions may help to detect whether a learner has knowledge on magnitude of operands and order of evaluation on operators in an expression. The deficiency of this knowledge accounted for twenty percents of errors detected in this study. Categories 6 and 7 accounted for the last twenty percent of learners' work that might not be understandable or remain unfinished. Those 10 percent of learners' work could not be identified for any error pattern reflected that even human teachers might be unable to understand open-ended pieces of work like evaluating mathematics expressions.

4.2 Knowledge of Learner on Error Patterns

This section will report on knowledge of learners with problems in working with fractions on addition and subtraction. After careful analysing error patterns of learners in evaluating and solving simple fraction addition and subtraction problems, two categories were summarized: (1) concrete error pattern; and (2) vague idea on working with fractions. The first category includes some concrete error patterns that can be abstracted into mal rules. The second category contains error patterns that cannot be easily summarized into mal rules but reflect vague ideas and incomplete working procedures of learners. One of the most famous mal rules on fraction addition can be named as "Add numerators and add denominators". Learner with poor knowledge on fraction addition will adopt knowledge of arithmetic addition by adding the numerators of fractions in the fraction expression to give the numerator of the resultant fraction and similarly adding the denominators of
fractions to give the denominator of the resultant fraction. There were four learners committing this type of error in this study. This rule might explain 3% of the errors. The second category of error pattern to be analysed involves high-level abstraction. The group of learners in this category showed no concrete error patterns. However, the pattern illustrated that these learners have some vague ideas of doing fraction addition and subtraction. Examples were illustrated in table 2.

Table 2 Vague ideas for evaluating fraction addition and subtraction expressions

<table>
<thead>
<tr>
<th>Error 1</th>
<th>Error 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learner 1 (3 score)</td>
<td>[\frac{3}{8} + \frac{1}{6} = \frac{9}{18} + \frac{2}{18} = \frac{11}{18}]</td>
</tr>
<tr>
<td>Learner 2 (6 score)</td>
<td>[\frac{1}{2} + \frac{1}{3} = \frac{3}{6} + \frac{2}{6} = \frac{5}{6}]</td>
</tr>
<tr>
<td>Learner 3 (0 score)</td>
<td>[\frac{1}{2} + \frac{1}{3} = \frac{1 \times 3}{2 \times 3} + \frac{1 \times 3}{3 \times 1} = \frac{3}{6} + \frac{3}{6} = \frac{6}{6}]</td>
</tr>
</tbody>
</table>

These erroneous presentations reflected that learners did have vague ideas about the working procedures on fraction addition. They need assistance to organize the disconnected nodes into a semantic net. Result of the studies indicated that some error patterns could be represented by mal rules. However, there were even more that cannot. An alternate method of studying error patterns of learners is to understand their work.

Identify Careless Mistake

The learner model of this study reflected that twenty percent of errors were derived from calculation or careless mistakes. Careless mistakes in this study mean transcription errors or simple computational mistakes form one step to another. The feedback and guidance will be different if an error is identified as a careless one. An IILE should handle not only problems generated from subject matters but also general problems of learner like careless mistake. An authentic guidance should provide not only advices or actions that can assist learners to formulate conceptual understanding of the subject domain but also offer help to learners derived from general problems such as careless mistakes. An IILE should attempt to distinguish careless mistake from other error patterns like human teachers.

Scaffolding Support

The forty percent of errors derived from inadequate knowledge of learners reflected that only immediate feedback may not help learner much and thus authentic guidance should be considered for facilitating conceptual understanding. A productive learning support should be an arrangement of a sequence of situations for facilitating knowledge construction [12]. The role of a mathematics-learning environment will be to help learners to learn, especially those fundamental concepts in mathematics, but not to replace mathematics learning in the conventional manner. Therefore it is fundamental for such kind of learning environment to provide scaffolding support to learner when assistance is needed. Support should gradually withdraw so that learner can stand on its own after leaving the system. Therefore a fraction IILE should be designed like a blank sheet for learner to work with fraction. Feedback and guidance are only provided when it is needed. On the other hand, learner working in the IILE who does not need support will not notice the IILE behind.

5 CONCLUSION

Studying the learning model of learners may assist IILE designers to formulate design principles and obtain details for understanding learning states of learners. The learner model of this study modelled behaviour of learners in two aspects: error category and error patterns. Nine categories of error were identified. Forty percent of errors were derived from inadequate knowledge of learners on subject matters. Twenty percent could be explained by careless mistakes. Twenty percent involved general mathematics knowledge. The final twenty percent of erroneous work were difficult to be classified or work was not completed. Learner model of the study reflected that some error patterns could be represented by mal rules. However, there were even more that cannot. An alternate method of studying error patterns of learners is to understand their work. Result of
the study indicated that IILE needed to apply a strategy to identify careless mistakes so that appropriate
guidance to learners can be provided. The forty percent of errors derived from inadequate knowledge of
learners reflected that only immediate feedback may not help much and thus authentic guidance should be
considered for facilitating conceptual understanding. A productive scaffolding support should be an
arrangement of situations for facilitating knowledge construction. The future work of the study is to design
ways and means to understand work of students, to devise strategy to distinguish careless mistake from other
error patterns, and to plan scenarios for assisting learners to learn by exploration in an IILE.
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Our study aims to accumulate information for teachers, about established teaching methodologies and techniques. For the purpose of our study, we construct a searching system for lesson example videos, and we develop an environment for facilitating the usage of our example videos, and for encouraging teachers' collaboration. Concretely, we focus on the domain of the new subject introduced in the Japanese curriculum, called "Information Education". In this paper, we describe the details of our video searching system, the design of the database tables, and we show an example of system operation.
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1 Introduction

In now-a-days advanced information society, the demands about teachers' competence are high and diverse. Concretely, teachers are required to possess on one hand curriculum development ability, learning environment design ability, group learning, individual learning, simultaneous learning, and on the other hand the previous abilities should be supported by class practice ability, observation and evaluation ability, and last but not least, the ability to connect the textbook's world and the real world.

It is difficult to raise and form this complex set of abilities, with the help of only the presently available education and training methodology for teachers. Therefore, the necessity emerged [1] to examine the feasibility of a new systematic approach, for supporting the teachers' literacy progress, by building on their natural talents and abilities, and expanding these to reach the required width and breadth.

The information technology science is offering the tools for the development of an environment supporting the teachers' endowment progress. The knowledge concerning the teachers' education contents and methods is stored as multimedia information, in the form of pictures, videos and sound tracks. Moreover, by using the network environment, it is possible to make use of all resources over the net, without any constraints or restrictions of time and/or geographical location.

With this goal in mind, we are researching the development of an integrative distance education training system for supporting teachers' self-training, called RAPSODY (Remote and Adaptive System of Oriented Dynamic Teaching/Learning). Up to now, the availability of video records and guidance plans about lessons was limited to education training centers or universities, etc. The present research intends to make the information on educational activities and practices public, and aims at joint usage and re-usage of teachers' self-learning and self-training methodologies and tools. Concretely, we develop a retrieval system based on dialogue patterns, by using a database of lesson videos. In order to jointly use the information in the distributed environment, or to be able to re-use it, we implemented a Video On Demand (VOD) system. The (teacher) user can control/manage the specification and stop/suspension of
the regeneration point for the distributed VOD.

The main purpose of our research is therefore to propose a distance-learning environment on the Internet, for improving the teachers' practical abilities. In this paper, we describe the video on demand system developed until now, the indexing method of the classroom teaching movie example database, the system's functions and the system's evaluation.

2 The outline of the system

2.1 The structure of the system

Fig. 1 shows the structure of the search system. The system is built of the following three parts:

- Web browser;
- Lesson video example database;
- Video distribution server.

The web browser has the role of the user interface. The search/retrieval mechanism searches the lesson example video database via three types of relational database files.

The video distribution server stores the lesson scenes' videos. The video distribution server performs the VOD function at the users' requests. The search functions performed for the user are of the following two types.

- Keyword Search
- Feature Oriented Search

The Keyword Search (fig. 1) takes place as explained below.

a-1) The user designates the search conditions.
b-1) The search mechanism compares the search conditions input by the user, with the available class example video database.
c-1) The search mechanism extracts the record(s) matching the searching conditions.
d-1) The result is displayed as the search result.

The Feature Oriented Search process (fig. 1) is done as shown in the following.

a-2) The system dialogue mechanism enquires about the video characteristics/features desired by the user.
b-2) The user can answer to the system's enquiry vaguely [2].
c-2) The decision making table (showed later on in table 6), obtained from the user, is the basis for the evaluation of the specific search conditions. The gathered search conditions are passed over to the search mechanism of the database.
d-2) The database search mechanism compares the search conditions resulting from the evaluation with the lesson example videos contained in the database.
e-2) This result is displayed as the search result.

The search result is formatted as an URL list that is shown to the user. These URLs perform the function of linking the search result and the actual videos on the VOD server. The (teacher) user chooses the URL that s/he wants to refer (Fig. 1). When the URL is chosen, the VOD client software, embedded via the Web browser plug-in, starts, and the video playback begins.
3. Database structure

3.1 Lesson (unit) database

The following three relational database files define the video lesson database.
- Searching Index File
- Movie Explanation File
- Movie File

In the following, we will explain in detail each database file type.

3.2 Searching Index File

The Searching Index File results from the comparison of the video database with the search items. The search items are organized in items for the Keyword Search and items for the Feature Oriented Search. In table 1, we show the Searching Index File for the Keyword Search, and in table 2, the Searching Index File for the Feature Oriented Search.

For the Keyword Search, the search conditions are given directly by the user. The Searching Index File slots are "lesson name (unit)", "learning contents (subunit)" "used information equipment/machinery/device(s)" "used tool(s) application(s)" and "class viewpoint".

In the Feature Oriented Search, the system generates the search conditions, based on the information obtained from the user. The Searching Index File (Feature Oriented Search) employs comparison of the extracted search conditions and the database, depending on the dialogue with the user. The slots of the Searching Index File for the Feature Oriented Search mechanism are "teacher activity" and "student activity".

Table 1 Searching Index File (Keyword Search)

<table>
<thead>
<tr>
<th>index frame database</th>
<th>basic search key</th>
</tr>
</thead>
<tbody>
<tr>
<td>record fields</td>
<td>value type</td>
</tr>
<tr>
<td>ID (primary key)</td>
<td>numerical value type</td>
</tr>
<tr>
<td>lesson name (unit)</td>
<td>text type (menu selection)</td>
</tr>
<tr>
<td>learning contents (subunit)</td>
<td>text type (menu selection)</td>
</tr>
<tr>
<td>used information equipment/machinery/device(s)</td>
<td>text type (menu selection)</td>
</tr>
<tr>
<td>used tool(s) application(s)</td>
<td>text type (menu selection)</td>
</tr>
<tr>
<td>class viewpoint</td>
<td>text type (menu selection)</td>
</tr>
</tbody>
</table>

Table 2 Searching Index File (Feature Oriented Search)

<table>
<thead>
<tr>
<th>index frame database</th>
<th>feature search key</th>
</tr>
</thead>
<tbody>
<tr>
<td>record fields</td>
<td>value type</td>
</tr>
<tr>
<td>ID (primary key)</td>
<td>numerical value type</td>
</tr>
<tr>
<td>teacher activity</td>
<td>text type (menu selection)</td>
</tr>
<tr>
<td>student activity</td>
<td>text type (menu selection)</td>
</tr>
</tbody>
</table>

3.3 Movie Explanation File

Table 3 shows the contents of the Movie Explanation File, regarding the movie features. When the user is about to commence the lesson, the points, which need his/her attention, are explained via the contents of the Movie Explanation File. These explanations are used when displaying the search results.

Table 3 Movie explanation file

<table>
<thead>
<tr>
<th>movie feature description</th>
<th>video feature information</th>
</tr>
</thead>
<tbody>
<tr>
<td>record fields</td>
<td>value type</td>
</tr>
<tr>
<td>camera angle</td>
<td>text type (menu selection)</td>
</tr>
<tr>
<td>equipment existence</td>
<td>text type (menu selection)</td>
</tr>
<tr>
<td>equipment usage</td>
<td>text type (menu selection)</td>
</tr>
<tr>
<td>number of teachers</td>
<td>text type (menu selection)</td>
</tr>
<tr>
<td>teachers' movements</td>
<td>text type (menu selection)</td>
</tr>
<tr>
<td>existence learning supporter(s)</td>
<td>text type (menu selection)</td>
</tr>
</tbody>
</table>
The explanation information in the Movie Explanation File (table 4) resumes the lesson scenes compiled by the video registrants, and the information on how the checkpoints, necessary for the lesson, were estimated. The slot of table 4 called "teacher's aim", corresponds, for instance, to the classification 8 presented later on in table 7. The “checkpoints 1 to 3” express the free description of the image, from the points of view shown below.

**Checkpoint 1** the movie preconditions to be considered;
**Checkpoint 2** what should be extracted/understood from the current movie;
**Checkpoint 3** the necessary forecast of the movie’s following development.

### 4 movie

Table explanation file

<table>
<thead>
<tr>
<th>ID (primary key)</th>
<th>numerical value type</th>
</tr>
</thead>
<tbody>
<tr>
<td>teacher's aim</td>
<td>text type (menu selection)</td>
</tr>
<tr>
<td>checkpoint 1</td>
<td>text type (item description within 100 characters)</td>
</tr>
<tr>
<td>checkpoint 2</td>
<td>text type (item description within 100 characters)</td>
</tr>
<tr>
<td>checkpoint 3</td>
<td>text type (item description within 100 characters)</td>
</tr>
</tbody>
</table>

### 3.4 Movie File

Table 5 shows the Movie File. The Movie File contains pointers to the real videos. The VOD server houses the real videos. Table 5 contains the Movie File slots called "thumbnail picture (still picture)", "previous movie", "movie URL (movie file name)", and "next movie".

Table 5 movie file

<table>
<thead>
<tr>
<th>ID (primary key)</th>
<th>numerical value type</th>
</tr>
</thead>
<tbody>
<tr>
<td>thumbnail picture (still picture)</td>
<td>text type (still movie file name)</td>
</tr>
<tr>
<td>previous movie</td>
<td>text type (URL type input)</td>
</tr>
<tr>
<td>movie URL (movie file name)</td>
<td>text type (URL type input)</td>
</tr>
<tr>
<td>next movie</td>
<td>text type (URL type input)</td>
</tr>
</tbody>
</table>

For the discrete movie time-series \( \{P(t)\} \), the following relationship exists:
\[
P(t-1), P(t), P(t+1) = \{\text{previous movie, movie URL, next movie}\}; P(t=0) = \{\text{still picture}\}; \text{where } t \text{ is the time.}
\]

### 4 The system's behavior

Figure 2 shows the search conditions input interface (for Keyword Search). Figure 3 shows the search result display interface. After the (teacher) user specifies the conditions for the desired video search via the search conditions input interface, the search starts. The result of this is displayed in the search result display interface [3] [4]. This interface shows the value of the slots called "still picture", "lesson contents (subunit)", "teacher's aim", "checkpoints", "teachers' activity" and "students' activity". The "still picture" can be seen in figure 3. Next to being a significant snapshot of the lesson video, the still picture has also the role of a pointer to the real video (a link to the VOD video file), so describes the URL (figure 3). By clicking on the still picture, the video starts (figure 3). The "teacher's aim" (fig. 3) and "checkpoints" (fig. 3) are, as mentioned before, the most important information for image explanation. The figure also presents the (teacher) user with help/support information about other items and record fields.
5 Conclusions

We construct a searching system for lesson example videos, and we develop an environment for facilitating the usage of our example videos, and for encouraging teachers' collaboration. Concretely, we focus on the domain of the new subject introduced in the Japanese curriculum, called "Information Education". We have presented in this paper the summary of the video search VOD system we have developed, moreover, we have shown the database organization and the system's behavior. As for the future tasks and research, we are planning to investigate about building a flexible key for the video search mechanism. We are studying at present the dialogue mechanism, with the immediate goal of using the search result's negative feedback information to the user's request, to serve as a new search key.
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Our research objectives include constructing a collaborative learning support system that detects appropriate situation for a learner to join in a collaborative learning session, and forms a collaborative learning group appropriate for the situation dynamically. In this paper, we describe the outline of a system of concepts concerning learning goals expected to attain by learners through collaborative learning process with justification by the learning theories. We propose possibility that theory-based learning groups can be combined into one in order to help a learner attain his/her learning goals and showed an example of effective learning group formation which is formed by combining multiple theory-based learning groups. With the ontology, it will be possible to compare and synthesize the learning theories to design the collaborative learning settings.
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1 Introduction

Our research objectives include constructing a collaborative learning support system that detects appropriate situation for a learner to join in a collaborative learning session, and forms a collaborative learning group appropriate for the situation dynamically. To fulfill these objectives, we have to consider the following:

1. How to detect the appropriate situation to start a collaborative learning session and to set up the learning goal,
2. How to form an effective group which ensures educational benefits to the members of the group, and
3. How to facilitate desired interaction among learners in the learning group.

We have discussed item 1 in our previous papers[10, 11], and this paper focuses on item 2. When we have clarified item 2 and extracted the desired interaction in the group, we would consider item 3.

There are many theories to support the advantage of collaborative learning. For instance, Observational learning[2], Constructivism[19], Self-regulated learning[9], Situated learning[15,16], Cognitive apprenticeship[5], Distributed cognition[21], Cognitive flexibility theory[22, 23], Sociocultural Theory[25, 26], Zone of proximal development[25, 26], and so on. If we select a theory from these and form a learning group based on the theory, we can expect effective collaborative learning with the strong support of the theory. However, it is difficult to understand all theories because these theories are derived from a wide research area including pedagogy, sociology and psychology. Moreover, we can expect different educational benefits based on these learning theories, and observe various kinds of interaction between learners through collaborative learning process. Due to the diversity, it is difficult to list the learning theories effective to gain a specific educational benefit for a learner, and to compare the theories to form a suitable collaborative learning group for the learner.

Therefore, we have been constructing a system of concepts to represent collaborative learning sessions supported by these learning theories[12,14,24]. We call the system of concepts “Collaborative Learning Ontology”. Although advantages of collaborative learning over individual learning are well known, the collaborative learning is not always effective for a learner. Educational benefit that a learner gets through the collaborative learning process depends mainly on interaction among learners. The interaction is partly influenced by relations among members of learning group, which suggests that how to form an effective group for the collaborative learning is critical to ensure educational benefit to the members. In this paper, we focus on “Learning Goal Ontology” which is a part of the Collaborative Learning Ontology.
The concept "Learning Goal" is one of the most important concepts for forming a learning group because each learner joins in a collaborative learning session to attain some learning goals.

To help a learner obtain a specific educational benefit we can find several learning theories useful for the purpose and form different learning groups according to the theories. If the groups are merged into one, we may form a better learning group which is guaranteed its effectiveness by multiple learning theories. So, we also discuss the combination of learning groups supported by different learning theories.

This paper is organized as follows: we first show briefly the structure of our "Collaborative Learning Ontology" and "Learning Goal Ontology". Then we summarize advantages and remaining tasks: how can we narrow down candidates of learning groups into one? Finally we propose a new learning group formation formed by combining multiple learning theories.

2 Learning Goal Ontology for Collaborative Learning

Through a survey of studies on collaborative learning, we picked up concepts to represent a collaborative learning session. As a result, we set up five primitive concepts to characterize the session: Trigger, Learning Material, Learning Scenario, Learning Group, and Learning Goal. Fig. 1 shows the conceptual structure of Collaborative Learning Ontology. Here, we concentrate on the concept "Learning Goal" which is one of the most important concepts for forming a learning group, because each learner joins in a collaborative learning session to attain some learning goals. The "Learning Goal" can be specified as two kinds of goals: "common goal" as a whole group and "personal goal" for each learner. The concept "personal goal" can be specified as two kinds: the goal represented as a change of a learner’s knowledge/cognitive states, and the goal attained by interaction with other learners.

We classify the goal of the first person (I), that of the first person to interact with the second person (You), and that of the whole group as I-goal, Y-I-goal, and W-goal, respectively. I-goal, which is described as G:I, represents what a learner is expected to acquire. Y-I-goal, which is described as G:Y-I, represents what a learner is expected to acquire through the interaction. W-goal expresses the situation being set up to attain Y-I-goals and we describe the goal as G:W. W-goal is a common goal characterizing the whole group.

Fig. 2 represents learning goals in a group where three learners: LA, LB, and LC are participating. Learner LA has an I-goal which is attained through this collaborative learning session and this goal is described in Fig. 2 as G:I(LA). Both LB and LC have I-goals, and they are represented as G:I(LB) and G:I(LC) respectively. G:Y(LB)I(LA) is a Y-I-goal between LA and LB observed from LA’s viewpoint. In other words, it means the reason why LA interacts with LB. Concerning this interaction between LA and LB, there is also a Y-I-goal observed from LB’s viewpoint. That is, it is the reason why LB interacts with LA. This Y-I-goal is represented as G:Y(LA)I(LB). Both G:I(LA) and G:Y(LA)I(LB) are personal goals of
Table 1. W-goals

<table>
<thead>
<tr>
<th>W-goal</th>
<th>Definition</th>
<th>Src.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setting up the situation for Peer Tutoring PT</td>
<td>Setting up the situation where a learner teaches something to another learner.</td>
<td>[6, 7]</td>
</tr>
<tr>
<td>Setting up the situation for Anchored Instruction A</td>
<td>Setting up the situation where a learner diagnoses another learner's problem and then solve it (Problem-based Learning)</td>
<td>[4]</td>
</tr>
<tr>
<td>Setting up the situation for learning by Cognitive Apprenticeship CA</td>
<td>Setting up the situation to learn knowledge or skill as an apprentice</td>
<td>[5]</td>
</tr>
<tr>
<td>Setting up the situation for Anchored Instruction A</td>
<td>Setting up the situation where a learner diagnoses another learner's problem and then solve it (Problem-based Learning)</td>
<td>[6]</td>
</tr>
<tr>
<td>Setting up the situation for Anchored Instruction A</td>
<td>Setting up the situation to learn knowledge or skill as an apprentice</td>
<td>[5]</td>
</tr>
<tr>
<td>Setting up the situation for Anchored Instruction A</td>
<td>Setting up the situation where a learner diagnoses another learner's problem and then solve it (Problem-based Learning)</td>
<td>[6]</td>
</tr>
<tr>
<td>Setting up the situation for Anchored Instruction A</td>
<td>Setting up the situation to learn knowledge or skill as an apprentice</td>
<td>[5]</td>
</tr>
<tr>
<td>Setting up the situation for Anchored Instruction A</td>
<td>Setting up the situation where a learner diagnoses another learner's problem and then solve it (Problem-based Learning)</td>
<td>[6]</td>
</tr>
<tr>
<td>Setting up the situation for Anchored Instruction A</td>
<td>Setting up the situation to learn knowledge or skill as an apprentice</td>
<td>[5]</td>
</tr>
<tr>
<td>Setting up the situation for Anchored Instruction A</td>
<td>Setting up the situation where a learner diagnoses another learner's problem and then solve it (Problem-based Learning)</td>
<td>[6]</td>
</tr>
</tbody>
</table>

Note: PT means an abbreviation for the W-goal.

e.g., The W-goal “Setting up the situation for Peer Tutoring” is abbreviated as “PT”.

LA. G:W({LA, LB}) is a W-goal of the learning group ({LA, LB}). G:W({LA, LB, LC}) is a W-goal of the learning group ({LA, LB, LC}).

We have identified goals for collaborative learning for each of the three categories, and constructed I-goal Ontology, YI-goal Ontology, and W-goal Ontology with justification based on learning theories. We can expect learners to acquire not only new knowledge concerning problems they solve, but also cognitive skills, meta-cognitive skills, and skills for self-expression through the collaborative learning session (I-goals). Each I-goal has several phases of development. It is difficult to understand from a theory what educational benefit is expected to a learner, because of lack of unified systematic terminology to represent a variety of phases. So, we adopt the terminologies used in two established findings: Rumelhart & Noman’s work[15] on knowledge acquisition and Anderson’s one[1] for skill development. The process to acquire a specific knowledge includes three qualitatively different kinds of learning[15]: Accretion, Tuning, and Restructuring. Concerning development of skills, there are also three phases of learning: Cognitive stage, Associative stage, and Autonomous stage[1, 8].

The learner is expected to achieve these I-goals through interaction with other learners. For example, to achieve the I-goal “Acquisition of Content-Specific Knowledge (Accretion)”, some learners could take the YI-goal “Learning by being Taught[5]”, while some learners could take another YI-goal “Learning by Observation[2]”.

Table 1 shows the W-goals. The W-goals are classified into four kinds (i.e., Three kinds of singleton W-goals and one Composite W-goal) according to their structures. To form a learning group means to pick up learners who join in the group as members and to assign a specific role in the group to each member. The formation should have rationale supported by learning theories. The structure of learning goals expresses the rationality. A W-goal, which is a learning goal as a whole group, provides the rationale for the interaction among the members. It means that a W-goal specifies a rational arrangement of YI-goals. Fig. 3 shows a typical representation for the structure of a W-goal. It would be more easily to understand a learning theory by preparing the structure to represent the theory and filling in each component of the structure with suitable concepts according to the theory.

A learning theory generally argues the process that learners, who play a specific role, can obtain educational benefits through interaction with other learners who play other roles. The theories have common characteristics to argue effectiveness of a learning process focusing on a specific role of learners. So, we represent the focus in the theories as Primary Focus and Secondary Focus.

Primary Focus (P): a learner's role that is mainly focused in the learning theory. The learner who plays this role (P-member) is expected to gain the main educational benefit.

2 The details of the ontologies are described in our previous paper[14]. Here, we show the outline of the ontologies.
Secondary Focus (S): a learner's role that is weakly focused in the learning theory. The learner who plays this role (S-member) is needed as a companion to enable a P-member to attain his/her learning goals.

We classify the W-goals into the following four kinds depending on the number of the components P and S.

Singleton W-goal: Each Singleton W-goal can exist independently.

Multiple-P x Single-S: The W-goal of M-P x S-S type can have multiple P-members and single S-member.

Single-P x Multiple-S: The W-goal of S-P x M-S type can have single P-member and multiple S-members.

Multiple-P x No-S: The W-goal of M-P x N-S type has only one role for its members. In this group, each learner plays a role of companion for the other learner, while he/she gains main educational benefit.

Composite W-goal: The CW-goal includes another group as its component S.

For example, in the situation of Peer Tutoring, there are two roles: Peer Tutor and Peer Tutee. Main educational benefit is tuning of content-specific knowledge by externalizing a learner's knowledge[6, 7]. So, P is identified as Peer Tutor and S is identified as Peer Tutee. From the viewpoint of assigned task, the role of main problem-solver is Peer Tutee who wants to get a new knowledge to perform assigned tasks, while the role of helper is Peer Tutor. The number of members who play Peer Tutee (S) should be single, the number of members who play Peer Tutor (P) can be multiple, and the W-goal PT is identified as a M-P x S-S type.

A group attaining a W-goal W can have another group, which has another W-goal W, as the component S of the W-goal W. We call the W-goal W "CW-goal" which means a composite W-goal. Fig. 4 shows the conceptual structure of the CW-goal Observational Learning[2]. The learning group has Observers as its component P.
The *Observers* require a group (i.e., its component S) as an object to observe meaningful interaction. In the figure, the W-goal, which is set in #1, depends on what I-goal is set in #2. For example, if accretion of content-specific knowledge is set in #2 as Observer's I-goal, the W-goal PT is recommended as S's W-goal (#1).

A W-goal has two kinds of goals of interaction as follows:

**S⇒P-goal**: a YI-goal which means how and for what purpose the P-member interacts with the S-member.

**P⇒S-goal**: a YI-goal which means how and for what purpose the S-member interacts with the P-member. In the collaborative learning session, all members of learning group are expected to get some educational benefits. So, the S-member also has an I-goal, and the P⇒S-goal should be effective to attain the I-goal.

The entities of these goals refer to the concepts defined in the Y⇒I-goal Ontology. The conditions, which are proper to each W-goal, can be added to the concepts, if necessary. Each of the Y⇒I-goals referred to by S⇒P-goal and P⇒S-goal consists of three components as follows:

**I**: a role to attain the Y⇒I-goal. A member who plays I role (I-member) is expected to attain his/her I-goal by attaining the YI-goal.

**You**: a role as a partner for the I-member.

**G:I**: an I-goal which means what the I-member attains.

Each W-goal can be expressed by a set of Y⇒I-goals and I-goals. We can identify a group formation to start an effective collaborative learning session with these goals.

### 3 Advantages and Remaining Tasks of Learning Goal Ontology for Forming an Effective Learning Group

In a traditional classroom, sometimes a teacher divides students into several subgroups, and then the students start collaborative learning in the subgroup all at once. Such collaborative learning does not ensure educational benefits for every student, because it depends on a student's knowledge/cognitive state whether collaborative learning is effective or not, and progress in learning differs from student to student.

So, we have been proposing a network-based new learning environment to support individual learning and collaborative learning dynamically. In the environment, each learner is solving problems individually with an ITS. When the ITS detects a desired situation for a learner (triggered-learner) to shift from individual learning mode to collaborative learning mode, the ITS forms an effective learning group for the learner, and then the members of the group start a collaborative learning session. In the group, not triggered-learner but every member should be ensured to attain individual learning goals through specific interaction with the other members. To encourage the interaction, every member is assigned a specific role in the group. When the members attain their learning goals, they close the session and return individual learning mode. We call the idea of dynamic group formation "Opportunistic Group Formation (OGF)."

With our Learning Goal Ontology we can represent the several group formations whose effectiveness is ensured by learning theories. It means that the ontology brings the following benefit: When a personal goal for a learner (i.e., I-goal or Y⇒I-goal) is decided, we can identify learning theories which propose learning groups to facilitate that the learner attain the personal goal. And then, we can form a specific group and identify roles assigned to the members of the group according to the theory.

If there are many theories to enable a learner to attain a specific personal goal, we can form many learning groups supported by the theories as candidates. Then, we have to narrow down the candidates to one. How can we select one?

Each learner plays a specific role in collaborative learning session. Every role has necessary conditions which should be satisfied by a learner who plays the role. The conditions will work as constraints to narrow down the candidates. If there are still some candidates after checking the conditions for role assignment, there are no rules for conflict resolution between all possible learning theories.

One might want to select one of the most profitable theory-based learning groups for a learner to attain a personal goal. Every theory expresses a different learning situation. The differences between theories do not mean the differences of the degree of effectiveness, but diversity of means to attain a goal. So, it is hard to compare a theory with the others on the effectiveness for helping a learner attain a personal goal.
There is another solution of the problem for narrowing down the candidates to one. Are learning theories exclusive each other? If the candidates can be integrated into one, a stronger learning group will appear: a learner is expected to attain a personal learning goal through some kinds of interaction, and each interaction is justified by a learning theory.

4 Is a Learning Theory Exclusive or Harmonious with Other Theories?

In actual learning environment, teachers often adopt the style of collaborative learning. If the group includes a member $L_A$ whose knowledge base and/or experiences are relatively poor, it would be difficult for $L_A$ to discuss with other members and to solve a problem collaboratively. $L_A$ is expected to grow into a senior through practice in the group. This type of learning group is similar to the group based on the theory "LPP" which describes a process in which a newcomer grows into a senior[15, 16]. Fig. 5 shows typical learning group formation the W-goal "LPP" where three learners: $L_A$, $L_B$ and $L_C$ are participating. As a whole group, all members solve a problem collaboratively, and $L_A$ is regarded as a Peripheral Participant and $\{L_B, L_C\}$ are regarded as Full Participants.

![Fig. 5. An Example of Group Formation: LPP](image)

In this case, many skillful teachers will arrange for an excellent learner (e.g., $L_B$) to help $L_A$ in the group. For example, when a new student comes to our laboratory, a senior student may work as a tutor for the new student. Fig. 6 shows this type of learning group formation. We can find additional $Y=I$-goals between $L_A$ and $L_B$ in Fig. 6 as compared with Fig. 5. The teacher will expect different types of interaction between $L_A$ and $L_B$, which bring additional educational benefits to them. This type of group formation can not be interpreted by a single learning theory.

![Fig. 6. An Example of Actual Learning Group](image)

In a learning group supported by "LPP", can all Peripheral Participants grow up into full participants? According to the theory "LPP", a learner (i.e., Peripheral Participant) can acquire knowledge on the community and develop his/her (meta-) cognitive skills only by the learner's own practice. It is not assumed the other learners (i.e., Full Participants) help the Peripheral Participant grows up. It seems that there is a gap between the Peripheral Participant and the Full Participant. Especially concerning the development of (meta-) cognitive skills, a Peripheral Participant can observe not the process in which
a Full Participant uses the skill, but input and output for using the skill. It is difficult to learn the process by observing only input and output.

Concerning the W-goals, both W-goals “AI”[4] and “SC”[26] assume to have a “poor learner” who engages to solve a problem and a “helper” for the learner. The W-goal “AI” has a Problem-Holder, who has a difficulty in solving a problem, and an Anchored Instructor, who diagnoses the Problem-Holder’s problem and gives advice to him/her. Similarly, the W-goal “SC” has a Client, who externalizes his/her own thinking process, and a Diagnoser, who diagnoses the Client’s thinking process and evaluates the process. In both W-goals, a “poor learner” is expected to attain his/her I-goal, by a “helper”’s advice. Each of these W-goals can be combined with one of the other W-goals. That is, if it is difficult for a learner to attain an I-goal, we can combine the W-goal “AI” or “SC”, and one of the other W-goals to help the learner attain the I-goal.

In the case of Fig. 6, we can interpret the group as a combination of two groups. One group (Group,) consists of two Full Participants (LB and LC) and one Peripheral Participant (LA). The W-goal of Group, is “LPP”. Another group (Group,) consists of a Client (LA) and a Diagnoser (LB), and the W-goal of the group is “SC”. Fig. 7 shows the combination of two groups. In this learning group, LA is expected to participate in the session more easily thanks to the help of LB. For LB, it is an opportunity for diagnosing LA’s authentic problems and helping LA to participate in the collaborative learning session. Through the experience, we can expect LB to develop his/her cognitive skill in two ways. For LC, he/she will be able to get the same educational benefit with participating in the group shown in Fig. 5, because his/her activity is equal between the both groups.

For the combination of theory-based learning groups, the role of ontology is to clarify principles of combination. In combined groups, it should be guaranteed that all members can attain their own learning goals. At this stage, we store possible patterns of combining some theory-based learning groups as a pattern library. The ontology should not only represent the patterns, but also the principles which express the design rationale why the groups can be combined into one. When we can clarify the principles, an intelligent educational support system will be able to infer an effective learning group formation based on the principles opportunistically: The group formation is not picking up an appropriate one from the static pattern library. In this paper, we have described the possibility of combination the W-goal “AI” or “SC”, and other W-goals. We have to consider the other types of combination.

5 Conclusions

We have discussed Learning Goal Ontology which will be able to make it easier to form an effective collaborative learning setting and to analyze the educational functions for a learning group. By considering the personal and common goals, we have identified three kinds of learning goals; I-goal, Y<=I-goal and W-goal. In this paper, we described the outline of Learning Goal Ontology, and summarized advantages and remaining tasks for the ontology. We proposed possibility that theory-based learning groups can be combined into one in order to help a learner attain his/her learning goals and showed an example of effective learning group formation which is formed by combining multiple theory-based learning groups. With the ontology, it will be possible to compare and synthesize the learning theories to design the collaborative learning settings.
At this stage, we mainly focus on the learning goals. Future work includes to construct ontologies on remaining concepts in Collaborative Learning Ontology. Advantage of collaborative learning includes emotional factors: e.g., motivation, familiarity. It is also our future work how to treat these factors.
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One of the creative capabilities of scientists is the ability to turn data (observations) into knowledge, that is, the capability for knowledge discovery. In this paper, we propose a collaborative data mining approach to designing learning tools in educational environments for creative science education. Specifically, students can experience knowledge discovery by engaging in collaborative data mining activities that enable students to cooperate both with the computer and the other students. Data mining process is typically made up of a set of activities such as selection and sampling, preprocessing and cleaning, transformation and reduction, forming knowledge rules, evaluation and revising knowledge rules. The learning process is modeled as a set of learning protocols that properly distribute the data-mining work among students and computers. Based on these protocols, we design and implement a set of learning tools in a web-based learning environment for global climate exploration.
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1 Introduction

Among the creative capabilities of scientists, the most important one is the ability to turn data (observations) into knowledge, that is, the capability for knowledge discovery. In this paper, we propose a collaborative data-mining approach to creative science education in learning environments. In this data-mining supported environment, students could observe real world data in different perspectives, derive their own classification rules and test the rules collaboratively, such that they can experience knowledge discovery by engaging in collaborative data-mining activities.

In this paper, we adopt learning protocols [9] to describe the learning processes. Learning protocols are a set of constraints, rules, or processes for structuring learning processes, and are externalized as executable methods, with roles, events, and actions made explicit. Learning protocols can be used to coordinate goal-directed, effective interaction in a group of learners. In this paper, we will devise a set of learning protocols that properly distribute the data-mining work among students and computers.

Based on the collaborative data-mining protocols, we design and implement a set of learning tools in the CILSE-GCE learning environment [7, 8]. CILSE-GCE is a web-based collaborative learning environment for global climate exploration. The task domain, global climate exploration, is inherently a scientific classification problem. Students are expected to induce classification rules by making observations under a couple of climatic features. These tools are designed with the intention not only to teach students the target knowledge, but also the scientific ways of study skills. We believe the students will achieve higher learning goals through the collaborative process of creating knowledge by themselves.
2 The CILSE-GCE Learning Environment

The target domain draws sources from the instructional material in the geographic climate course of senior high schools in Taiwan. One of the domain knowledge is the classification of each climate pattern, which is recognized as a specific set of the climatic attributes. In this paper, we focus on the construction of the climatic classification knowledge. Three components of the CILSE-GCE learning environment were built. They are the Virtual Classroom, Visualized Data Viewer, and Intelligent Tutor, respectively, which are outlined below.

The Virtual Classroom serves as the origin where teachers and students coordinate and collaborate. Through the Virtual Classroom, students could access the multimedia coursebase, the climatic GIS database (via the Visualized Data Viewer) and the historical literature database. These rich data sources allow students to observe, search and collect related information in different aspects regarding to the problems at hand. The CILSE-GCE environment also provides an intelligent tutor to help students induce the classification rules. During the rule induction process, a student has to identify what the settings of the relevant attributes are by exploring resources of all kinds. When he/she determines a specific set of attribute values, the intelligent tutor would evaluate the student's answer, and give suggestions to guide the student's further exploration.

A set of rich data sources are needed to allow students to observe, search and collect related information in different aspects regarding to the problems at hand. In the Visualized Data Viewer, rich climate information could be displayed in different layers of maps covering the globe. Students could select, resize and combine different information layers for display to investigate the climate attributes in different perspectives. Hotlinks to climatic data and statistical graphs associated with the typical cities are also provided to allow students to do some measurements and inferences. Up to now, we have collected more than 1700 city records of various kind of climatic information, such as latitude, temperature, precipitation, height above sea level, etc. This database is the main data source that students can collect related data and perform data-mining process to discover the classification knowledge. Figure 1 shows a snapshot of the Visualized Data Viewer.

![Figure 1: A snapshot of the Visualized Data Viewer system.](image_url)

3 Collaborative Data Mining as Knowledge Discovery

For creative science education, students are asked to acquire the learning skills of knowledge discovery, such as making observations and data collections, performing data analysis, generating hypotheses, testing hypotheses, and making conclusions. Standing from the viewpoint of knowledge discovery [2], we model the learning process as a data-mining process. Figure 2 shows the set of data-mining activities, such as selection and sampling, preprocessing and cleaning, transformation and reduction, forming knowledge rules, evaluation and revising knowledge rules. Some steps of the data-mining process can be handled well with computer supports, especially those involving tedious computations and comparisons. Other steps are more suitable to be learning tasks for human students. In this section, we propose the framework of collaborative...
data mining within which each student member first applies the data-mining process to generate his/her private knowledge base, and then all students collaboratively integrate their private knowledge bases to a more general knowledge base, a result of social consensus process.

The first step in the data-mining process is to select a target data of interest from database, and to possibly sample the target data. The learning skills required of the students are the capability of observation and data collection. Based on the aspects they observe data, students can select all relevant attributes they think might be important to the classification problems at hand. Besides, there are so many samples in the database that students have to learn the sampling skill by selecting as typical samples as they can.

Secondly, the preprocessing and data cleaning step handles noises and unknown values, as well as accounting missing data fields. This step can be dealt with quite well with computer software. Thirdly, the data reduction and transformation step involves checking relevant features depending on the goal of the learning task and certain transformations on the data such as converting one type of data to another (e.g., discretizing continuous values), and/or defining new attributes. It is this step that testifies the hypothesis of attributes that students generated at the previous data observation step.

In the knowledge formulation step, students may apply one or more knowledge discovery techniques and tools on the transformed data set to extract valuable patterns. In this step, students can learn domain-dependent skills as well as the ability to work with computers, as is practiced by most scientists nowadays. Finally, the knowledge evaluation step involves interpreting the result with respect to the goal/task at hand. And as is often the case, students may get back to previous steps based on the evaluation results. Well-designed OLAP (OnLine Analysis Processing) tools are required for students to practice such kind of data analysis tasks. Note that the data-mining process is not a linear one. It might involve a variety of feedback loops, because any one step can result in changes in preceding or succeeding steps.

![Diagram](image-url) Figure 2 The data-mining process.

### 4 Learning Protocols for Collaborative Data Mining

Learning protocols can be used to coordinate goal-directed, effective interaction in a group of learners. A learning protocol consists of a set of components. First, a protocol has a name signifying the situation type to which the protocol can be applied. Secondly, a protocol consists a set of states and transitions. In each state the users can perform actions such as communicate or manipulate artifacts. A transition to another state is triggered by an action or a specific condition. Actually, a learning protocol can be represented as an event-driven state-transition graph. Thirdly, a protocol includes different roles pertaining to the persons involved in the enactment of the protocol. Finally, a protocol may contain various types of artifacts, such as text documents, graphical objects, test forms, etc. In the following, we design a set of learning protocols for the collaborative data mining process.
4.1 The protocol to construct member knowledge

The protocol shown in Figure 3 outlines the actions of personal data-mining process and coordinates the interactions between a student and the computer. There are totally ten states in the protocol. Each state and transition is described as follows. In the Observing Data state, the student observes the data in all aspects he/she consider important to classify the climatic patterns. The main data source is the Visualized Data Viewer. The student then defines a set of attributes (in the Defining Attribute state) that will be used to classify the climatic patterns. In the Sampling state, the student starts to collect data (cities) and fill in all the details of the climatic attributes that he/she had defined. Since some of the attributes are numeric values, the student has to transform them into symbolic ones (like temperature is high or low) in the Discretizing Attributes state for more data understandability.

In the Mining Rule state, students have to extract and write down the classification rules hidden in the collected data. For this purpose, we design a set of data analysis tool that depicts the distribution graph or dependency graph of the climatic data based on the attributes specified by the students, such as the ones shown in Figure 4.
Nevertheless, it would be still difficult for some students to discover the hidden knowledge (rules) without further computer supports. Hence, we design and implement another tool to facilitate the data-mining process in the Mining Decision Tree state. This tool uses a variation version of ID3 algorithm [4] to devise a Composite Decision Tree (CD Tree) out of the collected data. As shown in Figure 5, students can use the CD tree to select and compose classification rules that are of more accuracy, stability and understandability. While rules provide a good local view of each knowledge unit, CD Trees provide another view that facilitates the comparison of different rule structures. In the Transforming Knowledge state, the student can exchange the knowledge format from CD Trees to Rules, and vice versa. At last, the student can test his/her classification knowledge against the city cases in the Testing Knowledge state, and decide whether to further revise the knowledge.

4.2 The protocol to integrate group knowledge

After each student member establishes his/her own knowledge, the student group starts to perform the knowledge integration task collaboratively. The students achieve the knowledge integration goal by solving the classification problem collaboratively, trying to reach a consensus, which is the group knowledge. The corresponding learning protocol is shown in Figure 6. In the Presenting Cases state, a Coordinator (a software agent) selects a city case from the database for the student group to identify its climatic pattern. In the Classifying Case state, each student member applies his/her knowledge to solve the problem, and shows the applied rule and related information (such as the symbolic terms for each numeric attribute) in a shared
working space. With the information shown in the shared working space, each student member starts revising his/her own knowledge by references to the correct answers and the colleagues' knowledge. Detail of the Revising Knowledge state is described in next protocol. Each time the member knowledge is revised, a new applied rule is sent once again to the shared working space. This process will loop until a temporary consensus is reached. At last, the Coordinator store the final rule set into the integrated knowledge base (i.e., the group knowledge). We adopt the Blackboard Architecture [3] to implement this learning protocol.

4.3 The protocol to revise member knowledge

When students ask to revise his/her private knowledge, the knowledge revising learning protocol, as shown in Figure 7, is entered. In this protocol, two kinds of knowledge operations, the knowledge generalization and knowledge specialization operations, are supported. Each student member can revise his/her private knowledge by applying the two knowledge operations and/or exchange knowledge through the Group Chatting state that involves chatting-support tools. Each kind of knowledge operation can be applied to the various artifacts such as rule structures, numeric attribute intervals, and attributes. Specifically, in Knowledge Generalization state, students can delete conditions from rules, reduce numeric attribute intervals or delete some attributes from the attribute set, while in Knowledge Specialization state, the students can add conditions into rules, extend some numeric attribute intervals or add new attributes into the attribute set. To facilitate both kinds of knowledge revision, an automated rule testing and warning subsystem is implemented to list the rules that are potential for further generalization or specialization based on the test result against any data set.

5 Conclusions

In this paper, we have proposed and implemented a collaborative data-mining support tools for knowledge discovery in creative science education. These functional extensions are being integrated to our previous Web-based learning environment, CILSE-GCE. This collaborative process fosters all the constructive design
principles mentioned in [1, 5], such as observation, interpretation construction, contextualization, cognitive apprenticeship, collaboration, multiple interpretations, ownership of knowledge, self-awareness of construction process. In this collaborative learning model, students would experience the process of looking for patterns collaboratively. Besides, we find that learning protocols are very effective ways to the description and implementation of learning processes. Finally, it is indicated that during free exploration of a problem space, greater learning occurred if students adopted more systematic strategies for rule induction [6]. Further evaluation tests will be conducted to provide beneficial evidences of such kinds of discovery learning.

![Diagram of the knowledge revising protocol.](image)

**Figure 7** The knowledge revising protocol.
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A restricted natural language is presented which is suitable for formulating mathematical proofs in the domain of calculus. A line of a proof according to the language consists of three parts: A marking, a proof statement, and a foundation of the statement. Foundations include among others the name of a theorem, the name of a concept, or a formula manipulation operation. It is demonstrated how mathematical proofs worded in that language may be automatically monitored and checked for correctness and completeness by a computer program. For that, techniques of the fields of theorem proving and of formula manipulation are applied; the lines of the original proof are transformed into a quantifier free form and checked line by line; an internal knowledge base of concepts and theorems allows for verifying proof statements which are founded by concept definitions or theorem applications. The described methods may be used in virtual or face-to-face universities for the purpose of proof exercises by students or for the purpose of automatically checking and scoring student proofs. The approach together with a medium-grained XML representation of concepts, theorems, and proofs may form the core of a learning environment which gives students the opportunity of an intensive interactive occupation with mathematical proofs.
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1 Introduction

Finding and constructing mathematical proofs are standard activities of persons who study mathematics or disciplines of science. For learning purposes, it would be desirable to have an interactive software system into which students could enter a mathematical proof in the usual way utilizing the natural language and the software system would monitor and verify the student's proof or provide help if needed.

From the side of the field of mechanical theorem proving, techniques and procedures are available to automatically prove theorems or check a given proof, if the theorem or the proof are worded in a formal language like first order logic or the quantifier free clause form (see e.g. [1], [5]). The main bottleneck to reach the above mentioned goal is the difficulty of processing and correctly understanding natural language input. As a solution to the problem or as a compromise we here suggest a restricted natural language to formulate proofs. The language results from an inquiry into mathematical proofs which occur in mathematical textbooks of the domain of calculus (see e.g. [8]). We chose the domain of calculus because of the importance of calculus for the edifice of mathematics and for many practical applications and because calculus belongs to the first fields which are studied at the universities.

Secondly, we discuss how proofs utilizing that restricted language may be automatically monitored and checked for correctness and completeness by a computer program. To monitor a proof, the proof is transformed into an internal form which includes the quantifier free notations of the occurring logical expressions. A proof is checked line after line like a human would do who tries to verify a given proof. The checking for correctness of the single statements relies on the techniques of the fields of theorem proving and of formula manipulation and of their combinations. Regarding the theorem proving techniques we utilize methods which are similar to the methods of Bledsoe, Boyer and Henneman to automatically prove limit theorems ([2],[3]).
Apart from providing opportunities of doing proof exercises, the described methods may be used in virtual or face-to-face universities for the purpose of automatically checking and scoring proofs of students.

Thirdly, we shortly discuss the extension of the approach to an extensive learning environment.

2 Mathematical Theorems and Proofs in the Domain of Calculus

The subjects of calculus include among others limits of sequences and functions, derivations of functions, determination of properties of functions, integrals, the study of special classes of functions, and many practical applications of theoretical results.

Proof methods used in calculus are multifarious and include direct proofs using the analytical definitions of concepts like limit, continuous or differentiable (epsilon-delta notation), inductive proofs, indirect proofs or proofs by counter-examples, or direct proofs utilizing chains of inferences of already proven theorems.

A large set of proofs in the domain of calculus follows a recurrent pattern. One characteristic of those proofs is the use of analytical definitions of the main concepts to establish the proof. A further characteristic of many proofs is that they employ formula manipulation methods as a central technique to establish the proof. Proofs often consist of a construction process. Those characteristics allow for monitoring proofs without a long chain of logical deductions.

3 A Restricted Natural Language to Formulate Proofs

The restricted language to word proofs is here informally described mostly by examples so that persons who are familiar with proofs of the domain of calculus can understand the scope of the various allowable statements. The language is not supposed to be exhaustive, but the current version of the language covers a large set of calculus theorems and proofs in textbooks and in collections of exercises.

The usual structure of a natural language proof in a textbook consists of a series of statements which are substantiated by one or more foundations. The statements may have a reference to other statements of the proof. The restricted language reflects that structure by dividing a proof into proof lines. Each proof line consists of up to three parts: a marking, a proof statement, and a foundation of the proof statement. By clearly separating the three parts of a proof line from each other, the variety of natural language wording reduces to a simple and easily comprehensible structure.

3.1 The wording of a proof

Basic elements of the language. There are a series of basic elements which may occur in a proof including numbers, variable names, function names, the universal quantifier (ALL), the existential quantifier (SOME), and the logical operators of negation (NOT) and of conjunction (AND). \( \mathbb{R} \) denotes the real numbers. Keywords of the language generally consist of capital letters. Intervals play a central role in proofs and may be designated in the usual way, e.g. \([a,b]\) for a closed interval of the real numbers, \((a,b)\) for an open interval, or \( \text{ALL } x \text{ WITH } |x-a|<\delta \) for an interval with the point \(a\) in the middle of it. Partitions of intervals are often used in various contexts. They usually define end points and a list of intermediate points and fix the length or a maximum length of the resulting part intervals (see an example below). Iterations may be used in the usual way, e.g. \( i=0,...,n \) or \( j=1,2,... \) to denote a finite or infinite sequence.

Proof statements. The current version of the language comprises the following proof statements which are described in the next paragraphs:

(1) Assignment statements. Assignment statements allow for defining new variables or functions. An assignment statement starts with the keyword LET. Examples are

\[
\text{LET } \delta = \min(\delta_1,\delta_2),
\]

where \( \min \) denotes the minimum function and \( \delta_1 \) and \( \delta_2 \) are earlier defined variables, or

\[
\text{LET } h(x) = f(x)+g(x) \text{ ALL } x \text{ IN } [a,b],
\]

where the new function \( h(x) \) is defined, or

\[
\text{LET } f : [a,b] \to \mathbb{R},
\]

where a function and its domains are defined.
(2) **Choice statements.** Choice statements describe a choice of an entity from a set of possibilities. A choice may e.g. refer to a number chosen from an interval or to a partition of an interval. A choice statement starts with the keyword CHOOSE. The format of such a statement depends on the choice situation. Simple examples are

\[ \text{CHOOSE } \varepsilon > 0 \quad \text{or} \quad \text{CHOOSE } x \text{ IN } [a,b]. \]

An example which covers the choice of a partition of an interval is

\[ \text{CHOOSE PARTITION } p \text{ OF } [a,b] \text{ WITH } a = x_0 < x_1 < \ldots < x_n = b \text{ AND } \left( |x_{i+1} - x_i| < \delta, \ i = 1, \ldots, n \right), \]

where \([a,b]\) is an interval, \(x_i\) are points in the interval, and the mentioned restriction of the lengths of the intervals \([x_{i+1}, x_i]\) holds.

(3) **Relational statements.** Relational statements, i.e. equations and inequalities, frequently occur in calculus proofs. The statements often include constraints on the appearing variables. Typical recurrent examples relate to analytical definitions of concepts and formula manipulation operations. An example which states the definition of continuity is: \(\text{ALL } \varepsilon > 0 \text{ ALL } \delta > 0 \text{ ALL } x \text{ WITH } |x - a| < \delta: |f(x) - f(a)| < \varepsilon.\) Often a chain of equations and inequalities appears like \(\text{ALL } x \in [a,b]: |f(x) + g(x)| \leq |f(x)| + |g(x)| \leq M + N < \infty.\) Another simple example of a relational statement is \(\varepsilon/2 + \varepsilon/2 = \varepsilon,\) where \(\varepsilon\) is a given variable.

(4) **Property statements.** Property statements describe a property of an entity, e.g. the property of a function to be continuous in an interval. An example is: \(\text{f IS continuous IN } [a,b].\) Other properties which often occur in calculus proofs are e.g. uniformly continuous, monotonously growing, or differentiable.

A series of further statements which often appear in a proof more or less drive or structure the proof.

(5) **Proof type statements.** A proof type statement characterizes how the proof is done, e.g. by finding a contradiction. The statement starts with the keyword PROOF TYPE and is followed by the name of a proof method from a list of proof methods, e.g. by DIRECT, DIRECT BY DEFINITION, DIRECT BY A CHAIN OF THEOREMS, INDIRECT, COUNTEREXAMPLE, SPECIALIZATION, COMPLETE INDUCTION. The classification of the proof may be relevant regarding several aspects which are mentioned below. An example of a proof type statement is: \(\text{PROOF TYPE INDIRECT.}\)

(6) **To prove statements.** To prove statements are used to specify what must be or will be proven. There are two variants which may precede a statement: to prove or sufficient to prove. Here are examples: Let us assume that the conclusion of a theorem is: \(\text{The function } f(x) \text{ is bounded in an interval } [a,b].\) Then the first line of a proof may be e.g. \(\text{TO PROVE SOME } \delta > 0 \text{ ALL } x \in [a,b]: |f(x)| < \delta.\) or the first line of the proof may be e.g. \(\text{SUFFICIENT TO PROVE ALL } x \in [a,b]: |f(x)| < 1.\) In the first case the keywords are followed by a statement which is equivalent to the conclusion of the theorem. And in the second case the keywords are followed by a statement from which the conclusion of the theorem may be inferred.

(7) **Assume statements.** Assume statements are mostly found in indirect proofs. They then state the negation of the statement of the theorem. The statement starts with the keyword ASSUME and there follows another statement. An example is \(\text{ASSUME NOT } [c].\) where \([c]\) denotes the marking of the conclusion of the theorem (see an example in Theorem 2 below).

(8) **Contradiction statement.** A contradiction statement states the contradiction of statements occurring in the proof. The statement starts with the keyword CONTRADICTION and its foundation contains the contradicting statements in one or the other way. An example is \(\text{CONTRADICTION } \{[4],[6]\}.\) The statement says that the statements marked by \([4]\) and \([6]\), respectively, are contradictory (see an example in Theorem 2 below).

(9) **Anchor statements and induction step statements.** Anchor statements and induction step statements serve the purpose to structure induction proofs. The statements start with the keywords ANCHOR and INDUCTION STEP, respectively. Examples are \(\text{ANCHOR } n = 1\) and \(\text{INDUCTION STEP } n \to n+1.\)

(10) **Proof finishing statement.** The proof finishing statement consists of the keyword QED and states that the proof is assumed to be complete.
Markings. Markings serve the purpose to mark statements so that other parts of the proof may refer to the marked statement. The markings consist of letters and digits embraced by brackets, e.g. [A].

Foundations. A foundation, possibly together with other foundations, substantiates a proof statement. There are a couple of possibilities of denoting a foundation: A foundation may consist of the name of a theorem, of a formula manipulation operation, of a property of an object, or of a line number which denotes a logical line of the current proof or of the theorem. The foundation of a logical proof line is enclosed in curled brackets whereby the single foundations are enclosed in brackets and separated by commas, e.g. {[4], [5]}.

3.2 Examples of user proofs

The following examples illustrate the use of the language to formulate proofs. Note the more often occurring double points, e.g. one in the proof line which is marked by [2]. That double point is necessary for reasons of uniqueness to separate the prefix containing the quantified expressions from the inequality. An alternative would be to use an IF ... THEN ... statement. The foundations starting with the letters fm refer to formula manipulation operations, e.g. {{fm: rewriting}} in line [7]. The theorems are here not worded according to the language. A corresponding wording is necessary when the theorems and the proofs are automatically processed by a monitoring program.

Theorem 1 (Sum of continuous functions)

Let

- \( f: \mathbb{R} \rightarrow \mathbb{R} \), \( g: \mathbb{R} \rightarrow \mathbb{R} \), \( a \in \mathbb{R} \)
- \( f \) is continuous at the point \( a \)
- \( g \) is continuous at the point \( a \)

Then

- \( f+g \) is continuous at the point \( a \)

Proof:

[1] PROOF METHOD DIRECT_BY_DEFINITION

[2] TO PROVE

\( \forall \varepsilon > 0 \exists \delta > 0 \forall x \in \mathbb{R} : |x-a| < \delta \implies |(f(x)+g(x)) - (f(a) + g(a))| < \varepsilon \) \{[c]\}

[3] CHOOSE \( \varepsilon > 0 \)

[4] \( \exists \delta_1 > 0 \forall x \in \mathbb{R} : |x-a| < \delta_1 \implies |f(x) - f(a)| < \varepsilon/2 \) \{[p2]\}

[5] \( \exists \delta_2 > 0 \forall x \in \mathbb{R} : |x-a| < \delta_2 \implies |g(x) - g(a)| < \varepsilon/2 \) \{[p3]\}

[6] LET \( \delta = \min(\delta_1, \delta_2) \)

[7] \( \forall x \in \mathbb{R} : |(f(x)+g(x)) - (f(a) + g(a))| \leq |f(x) - f(a)| + |g(x) - g(a)| \) \{[fm: rewriting]\}

\( \leq \varepsilon/2 + \varepsilon/2 \) \{[4], [5]\}

\( = \varepsilon \) \{[fm: simplification]\}

[9] QED {[2],[8]}

Theorem 2 (Global Monotony)

Let

- \( f: [a,b] \rightarrow \mathbb{R} \) is continuous
- \( f \) is differentiable in \((a,b)\)
- \( f(x) > 0 \) for all \( x \in (a,b) \)

Then

- \( f \) is strictly monotonously growing in \([a,b]\).

Proof:

[A] PROOF METHOD INDIRECT

[B] ASSUME NOT \{[c]\} \{[A]\}

[C] \( \exists x_1 \in [a,b], \exists x_2 \in [a,b] : \ x_1 < x_2 \ AND \ f(x_1) > f(x_2) \) \{[B]\}

[D] \( (f(x_2) - f(x_1)) / (x_2 - x_1) < 0 \) \{[C]\}

[E] \( \exists x_0 \in (a,b) : f(x_0) = (f(x_2) - f(x_1)) / (x_2 - x_1) \) \{[Mean-value theorem]\}

\( = 0 \) \{[p3]\}

[F] CONTRADICTION \{[D], [E]\}

[G] QED
4 Monitoring and Checking User Proofs

A user may enter a proof of a given theorem utilizing the above described language. The natural language proof is then transformed into a quantifier free version. That version is suitable for applying techniques of theorem proving and of formula manipulation. Each step of the user proof is checked by one of several special procedures (see below). We will first discuss the quantifier free version of the above mentioned theorems. Then we will describe the special procedures in the context of checking the proof statements of Theorem 1 and of Theorem 2.

4.1 Quantifier Free Version of a Theorem and a Proof

To check a user proof the natural language proof is transformed into a quantifier free form. Generally, the known methods of the field of mechanical theorem proving apply to get a quantifier free version (see e.g. [1], [5]), but one has to take into account some particularities which result from the fact that the proof representation exceeds first order logic:

(i) The choice statement corresponds to a quantification. The identifier succeeding the element CHOOSE has to be treated as a universally quantified variable, if the constraint attached to the variable represents an interval. If the constraint represents an assignment, the variable corresponds to an existentially quantified variable. An example is: A statement "CHOOSE eps > 0" has to be treated as "ALL eps > 0".

(ii) The ranges (scopes) of the quantifiers are not explicitly given in the proof. They have to be determined according to the following rule: The range ends when another quantifier with the same variable name appears or with the last appearance of the variable name.

After having dealt with those exceptions one can apply the usual transformation procedures to the proof lines which contain quantifiers. The statements of the example proofs which contain quantifiers take the following forms (an 'a' or an apostrophe is here added to the markings of the original proof lines):

The quantifier free form of Theorem 1. Figure 1 essentially shows the quantifier free form of the proof of Theorem 1 according to the transformation procedure. We assume that the reader is in general familiar with that procedure and we only mention some modifications and specific aspects which relate to the example proof.

(i) According to the transformation procedure the quantified variable names must be replaced by unique names and the existentially quantified variables are replaced by Skolem functions. In the example, the variable eps of line [3] is renamed into eps0; delta 1 and delta 2 are replaced by the Skolem functions d1(eps0) and d2(eps0) which depend on eps0; delta of line [6] is renamed into delta 0 and defined as min(d1(eps0),d2(eps0)); the various variables x are not renamed here in the example because of readability.

(ii) The equations and inequalities are assigned a corresponding interval of validity. With that we follow the proceeding of Bledsoe et al. [2].

In addition to the quantifier free version, the monitoring program utilizes a table of the occurring objects, i.e. the functions, variables, constants, and their characteristic properties. We do not here mention further details.

1) [2a] ||(f(x)+g(x)) - (f(a)+g(a))|| < eps
   [4a] ||f(x) - f(a)|| < eps0/2
   [5a] ||g(x) - g(a)|| < eps0/2
   [7a] ||(f(x)+g(x)) - (f(a)+g(a))|| <= ||(f(x)-f(a))+(g(x)) - (g(a))||
   [8a] ||(f(x)+g(x)) - (f(a)+g(a))|| <= ||(f(x)-f(a))+(g(x)) - (g(a))||
   eps0/2 + eps0/2 = eps0

Figure 1: Quantifier free version of the proof of Theorem 1

The quantifier free form of Theorem 2. Figure 2 essentially shows the quantifier free form of the proof of Theorem 2. The quantities x0, x1, and x 2 are existentially quantified.

[C] f(x1) := f(x) AND x1 < x2
[D'] ( f(x2) - f(x1) ) / ( x2 - x1 ) <= 0
[E'] f(x0) = ( f(x2) - f(x1) ) / ( x2 - x1 )
   ( f(x2) - f(x1) ) / ( x2 - x1 ) > 0

Figure 2: Quantifier free version of the proof of Theorem 2
4.2 Checking a proof for correctness and completeness

The monitoring procedure of the user proof consists of checking one line of the proof after the other. The whole procedure of checking a proof falls into several special subprocedures which process the different kinds of proof statements. There are the following subprocedures which generally utilize the quantifier free versions of the original statements to process the original user statement:

- PROCdef: checks the correspondence between a concept and its analytical definition
- PROCfim: checks formula manipulation operations
- PROClogic: checks logical manipulations
- PROCassume: checks the different kinds of assume statements
- PROCtoprove: checks whether the succeeding statement corresponds to the statement of the theorem
- PROCtheorem: checks whether a theorem may be employed in a special situation
- PROCcontradiction: checks contradicting statements
- PROCqed: checks whether the theorem is in fact proven

We will describe some features of the procedures in the context of checking the example proofs and mention some more details which are not immediately related to the examples. It should be obvious that the subprocedures also apply to analogous proof steps of other theorems. With the description, we use the line markings of the original proofs (like \( [2] \) or \( [C] \)), and we do not additionally mention the corresponding line markings of the quantifier free versions (like \( [2a] \) or \( [C'] \)), although the procedures actually utilize the transformed statements.

Checking Theorem 1.

Line \([I]\) states the proof method as 'DIRECT_BY_DEFINITION'. That information will be used later when the 'QED' statement of line \([9]\) occurs (see below).

Line \([2]\) consists of a 'TO PROVE' statement and mentions the analytical definition of the continuity of the function \( f(x) + g(x) \) at the point \( a \) and as the foundation the conclusion \([c]\) of the theorem. The subprocedure PROCtoprove uses the subprocedure PROCdef to verify that the user statement and the analytical definition of continuity correspond to each other. To check that statement, PROCdef uses an internally provided analytic definition of the concept of continuity. The user statement and the analytical definition are compared in the quantifier free form by a unification process. The user statement is regarded as correct when a unification is possible. PROCtoprove utilizes the foundation of the line \([2]\) to establish the connection between the concept of continuity and the user definition. Line \([2]\) is internally marked and used later when the 'QED' statement is processed (see below).

A 'TO PROVE' statement may also appear in a proof e.g. to state a lemma which will be used later in the proof. In that case no foundation would be needed and a connection to the conclusion of the theorem would not be established.

Statements which explicitly state the analytical definition of a concept or vice versa infer the concept from an analytical definition are frequently found in calculus proofs. They are all treated by the subprocedure PROCdef in a similar way.

Line \([3]\) mentions the choice of an \( \epsilon > 0 \). That statement corresponds to a universally quantified variable \( \forall \epsilon > 0 \). The statement results in an entry into the table of the entities of the proof. No further operation happens.

The lines \([4]\) and \([5]\) reflect the analytical definitions of continuity of the functions \( f \) and \( g \), respectively. The foundations \([p2]\) and \([p3]\) trigger the comparison with the definitions of the continuity of \( f \) and of \( g \), respectively. The subprocedure PROCdef establishes the correctness of the user statements as in the case of line \([2]\). In order to deal with the \( \epsilon/2 \), in contrast to the usual \( \epsilon \) without any factor, a generalized version of continuity is used: \( \exists M > 0 \forall \epsilon > 0 \exists \delta > 0 \forall x \leq |x-a| < \delta: |f(x)-f(a)| < M \cdot \epsilon \).

A suitable factor of \( \epsilon \) in the middle of the proof is often the key with continuity proofs to assure a neat \( \epsilon \) without a factor when the proof is finished. The reader will know that.

Line \([6]\) defines the variable \( \delta \) and its value by an expression. The statement results in an entry into the table of the entities of the proof. No further operation happens.
Line [7] gives rise to an equation and an inequality. According to the mentioned foundations, the subroutine PROCfm uses a simplification process to check the first equation and a triangle inequality subprocedure to check the second relation. Formula manipulation operations play a central role with proofs in the domain of calculus, so corresponding methods need to be available.

Line [8] divides into three relations. The first inequality is an immediate consequence of [7]. PROCfm checks their correspondence by standardizing the inequalities and by establishing that the interval mentioned in the line [8] is contained in the interval R of [7].


The third relation resulting from [8] only needs simplification which is also done by PROCfm.

Line [9] states that the theorem is proven. In the case of a direct proof one expects that the conclusion of the theorem will explicitly or implicitly occur as an inference within the proof, usually at the end of the proof. The subprocedure PROCqed processes the proof type of the line [1] and uses the preceding 'TO PROVE' statement which was already recognized as equivalent to the statement of the theorem to check whether the relation of the line [2] is fulfilled by the statement of line [8]. Therefore PROCqed uses PROCfm and a unification process is again employed. PROCqed recognizes that the proof is complete.

Checking Theorem 2.
Line [A] states the proof method as 'INDIRECT'. That information will be used later when the 'QED' statement of line [G] occurs (see below).

Line [B] mentions an 'ASSUME' statement which contains a negation of the conclusion of the theorem. The subprocedure PROCassure recognizes that one part of the contradiction, i.e. the part referring to the conclusion of the theorem, is established.

An 'ASSUME' statement may also be used to state something which will be proven later. That corresponds to an alternative use of the 'TO PROVE' statement.

The statement of line [C] is an immediate inference of the mentioned foundation [B]. The subprocedure PROClogic verifies that the statement of line [C] logically follows from the logical formula NOT [c].

The statement of line [D] is an immediate consequence of its foundation [C]. PROCfm uses evaluation heuristics to handle the check for correctness.

Line [E] divides into two relations. The first relation consists of an application of the Mean-Value Theorem. The subprocedure PROCtheorem proves the correctness of the line by checking whether the premises of the mentioned theorem are fulfilled. PROCtheorem uses an internally provided version of the theorem. The second relation is an immediate consequence of the premise [p3] and checked by PROCfm.

Line [F] is founded by the statements of the lines [D] and [E]. The subprocedure PROCcontradiction uses PROCfm to check the contradiction.

Line [G] states that the proof is complete. In the case of an indirect proof one expects that a contradiction occurs and that one part of the contradiction is an inference of the negated conclusion of the theorem and the other part is a valid statement which was inferred. PROCqed processes the proof type of the line [A] and uses the preceding 'ASSUME' and 'CONTRADICTION' statements to verify that the proof is complete.

Error handling. In a positive case, a user proof can be recognized as correct and complete, that means that the occurring statements can be inferred using the corresponding foundations and that the sequence of statements actually proves the conclusion of the theorem. In a negative case, several types of light or severe errors may occur. From the perspective of a monitoring system which checks the various proof lines there may happen three cases in connection with each proof line:

(i) The correct case: The monitoring program can recognize that a statement can be inferred by using the given foundations. That positive case includes the possibility that a minor error occurred which can be clarified by a dialogue between the system and the user. The list of minor errors includes syntactical errors (e.g. regarding the language or any mathematical formula) or a lacking foundation which can be completed by the system. The completion may be possible e.g. in the case that the foundation of an obvious formula manipulation operation is missing or a reference to a preceding proof line is missing.

(ii) The error case: The monitoring program detects e.g. a logical error, an incorrect formula manipulation transformation, an unallowed application of a theorem, a premature 'QED' statement or no 'QED' statement. In that case the system can supply a hint to the user and the user gets the opportunity to correct the error.
The feedback in the case of multiple errors in a single statement depends on the way in which the errors are interconnected. Generally, the error possibilities are multifarious. Some multiple errors can be handled one after the other, e.g. when there are two errors in a formula. The hint that the formula is not correct may make the user rectify one error, so that only one is left.

Let us consider another example: A user enters the wrong name of the theorem which he applies and the application of the theorem is also wrong. The system would try to apply the mentioned theorem and two outcomes are possible: (a) The theorem cannot be applied or (b) the theorem can be applied. In the case of (a), a hint that the theorem is not applicable could help the user to recognize that he entered a wrong theorem name. In the case of (b), the system would state the conclusion of the theorem application. The user might then also recognize that the theorem name is wrong. In those cases the double error is reduced to one error.

(iii) The unclear case: The monitoring program cannot decide the correctness of a proof line. Various reasons may be responsible for that. One reason is that an important foundation is missing, e.g. a reference to the theorem which was used, so that the monitoring program cannot infer the user statement. Other reasons refer to the performance of the mentioned subprocedures: They may not be able to verify a correct statement or falsify a wrong statements in certain situations. Such a case suggests to expand the monitoring program.

5 Applications and Extensions and Pragmatics

The above described approach may be utilized for different purposes by different groups in educational institutions. Students have the opportunity to occupy themselves with mathematical proofs and do exercises which may be immediately checked for correctness and completeness.

On the other hand virtual or face-to-face universities may employ such methods in automatic on-line test systems. Proofs delivered by students could be automatically checked and scored. While students construct a proof the system might give hints in the case that foundations are missing, that there are syntactical errors, that the sequence of inferences is not complete, that a statement is just wrong, or that the student is lacking an idea how to prove the theorem. Dependent upon the amount of hints or help provided the software system might decrease the score gained.

The language as it was described above does not contain a set of symbols which are frequently used in theorems and proofs, as e.g the notation for limits, sequences, sums, integrals, or the faculty function. To integrate them one may use the notations of MathML [9]. A closer look at the proofs which are found in the textbook of calculus suggests that a large set of the proofs can be worded using the above outlined language when one assumes that the usual mathematical symbols are available and some more extensions are done.

The described approach of verifying proofs demands an internal knowledge base of the concepts and theorems of calculus when proof statements are founded by concept definitions or theorem applications. Such a collection will sensibly use XML as a representation language (see e.g. [6]). See an XML representation of a theorem and of a proof on the website [7]. By utilizing knowledge base an extensive learning environment which deals with mathematical proofs may be developed. Some aspects related to getting support with finding and constructing proofs are: One may retrieve theorems having the premises which may be used with the proof. One may retrieve a list of proof ideas of the domain and discover the one which may be useful in the current context. The roughly outlined approach to a learning environment stresses the personal proof finding and proof construction activity. A different approach to a learning environment in the field of mathematical proving relies on a general, interactive theorem prover [4].

It is obvious that one has to get used to entering a proof in the restricted natural language. An adequate interface may help to reduce the cognitive overload. Another option is to further develop the language, so that the proofs may be entered in a less restricted way and look more like textbook proofs. Such proofs might then be transformed into the restricted natural language. It is clear that the students would use such a verifying system only when the advantages outweigh the disadvantages. Some advantages are the confirmation of correctness and completeness or the detection of errors and the option of getting help.
6 Conclusions

A restricted natural language to formulate mathematical proofs in the domain of calculus was presented. It was demonstrated how mathematical proofs worded in that language can be transformed into an internal representation and checked for correctness and completeness. Some educational applications were mentioned. The extension to a learning environment was roughly outlined.

Our current prototype of verifying proofs includes an interface to enter natural language proofs, some procedures of theorem proving and an own formula manipulation system. The prototype will be further developed with respect to the methods and the knowledge bases.
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CFG-MINTS is a multimedia intelligent tutoring system that teaches context-free grammar. The tutor model of his ITS is composed of a set of teaching strategies and an algorithm that determines which teaching action to be deployed given the goals of the system and the current state of the student model. The student model uses the Constraint-Based Modeling (CBM) approach in diagnosing the learner. CBM reduces the complexity of student modeling by focusing on the difference of the student's solution to the ideal solution only and the analysis is reduced to pattern matching. The assumption here is that there can be no correct solution of a problem that traverses a problem state, which violates the fundamental ideas, or concepts of the domain. The system also includes features for simulating the created context-free grammar to aid in teaching.
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The appropriate use of multimedia is becoming increasingly important in computer teaching systems. Not only are students stimulated by being presented with information in a variety of forms, but such an approach also more closely resembles the real world where they have to assimilate what they see and hear, abstracting out what is relevant. With the diversity and amount of multimedia material that may be present in these systems, a powerful form of knowledge representation is required to support navigation and knowledge retrieval. The (human or computer) tutor may wish to refer to document segments, to recap important points, provide feedback, give hints and so on. The student also may wish to refer to items previously seen or heard. The Flexible Structured Coding Language, FSCL, is a natural language-like, formalised description language which allows the formulation of rich yet structured sentences. These sentences are attached to segments of multimedia documents. FSCL provides an easily accessible approach for knowledge representation, precise and rich description of complex contents, correct and complete retrieval within the descriptions, and retrieval across data of different media types. FSCL can be extended to integrate ontologies, inference of knowledge and freeform querying performed by the learner.
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1 Introduction

Computer-based educational systems have developed from standalone applications, using mainly text and graphics, which focused on teaching a restricted set of subjects or skills. Today's multimedia systems are often distributed across the web using a client-server approach and aim to integrate teaching material from multiple subjects areas. These systems collect feedback on the progress of the learner and attempt to provide material at the appropriate levels. An example of such a system is GENTLE [5].

Beside the technical challenges of managing such a system, a number of conceptual ones arise. One of these is knowledge representation and the related issue of knowledge retrieval. One problem with supplying a learner with a flexible learning environment is the need to provide a mechanism for locating appropriate information. This is a non-trivial task considering the vast amount of diverse material stored and the complexity of the concepts incorporated into the learning material. Another requirement is to give the learner a mechanism for questioning the system. This can be for retrieving specific material or for asking conceptual questions concerning the subject area.

To illustrate some of the requirements for a computer-based educational system, consider a small scenario. Imagine a web-based teaching module on the use of machinery. This module could consist of a number of multimedia documents: for example, a video showing an instructor demonstrating the use of the machinery, a set of images displaying various technical features of the machinery or a set of text documents explaining various procedures. These multimedia documents, annotated with appropriate knowledge representation mechanisms and generic domain knowledge, have to be stored. Based on this information a range of material could be retrieved: a segment of the video document showing the instructor demonstrating a specific task; additional information from images or text documents relating exactly to this task; the status of
the machinery at a specific position in the video inferred from the domain rules.

After a brief overview on current approaches to knowledge representation in computer-based educational systems, we consider how the Flexible Structured Coding Language, FSCL [9,11], may be applied to this problem. We will first describe FSCL in the form it is used in its original context of studies of human behaviour and then discuss the advantages of using FSCL in computer-based educational systems. We then suggest some modifications to FSCL to provide extended support for computer-based educational systems and conclude the paper by summarising the contributions this natural language-like approach to knowledge representation can give us.

2 Current approaches to knowledge representation

To access the appropriate information in a computer-based educational system, a knowledge representation scheme is necessary. This provides a meta-level description of the contents of the educational system. In this paper, we consider the format of this meta-level description, not its technical realization in a database or file system. Before we describe some common approaches to meta-level description, we want to briefly discuss why a meta-level description is necessary and why it is not possible to extract the information directly from the learning material.

The retrieval of information from documents directly has limited scope both on a technical and on a conceptual level. Technically, searching through text based documents is easy and allows for identification of keywords, phrases or sentences. Achieving the same level of retrieval for video documents is much harder. Techniques exist to automatically parse video documents to detect scene changes [8, 23] and objects [6, 17]. However, a number of problems still have to be overcome to provide sufficient access to video content [13].

Setting the technical difficulties in accessing video or audio documents aside, there are still conceptual considerations which will demand some meta-level description of content. Retrieving appropriate information from a collection of documents will, in many cases, require access to the semantics of these documents. Searching through these documents on a keyword (or object) basis is unlikely to produce satisfactory results [2]. The transition of factual ('she was smiling', a smiling face, a sunny picture) to conceptual (happiness, pleasant atmosphere) information has to be made to access the semantics of a document. This is not possible without some meta information or description of these documents.

A number of approaches are used to facilitate the access to the semantics of documents in preparation for information retrieval. Ontologies provide a modelling scheme for a specific domain creating a shared vocabulary for the description of contents [4]. Topic maps [22] create organising principles for information by defining topics, the associations of topics and the occurrence of topics in documents. Conceptual graphs [20,21] capture knowledge about a specific domain and make this knowledge accessible to deduction using first order logic.

In the analysis of data in the social sciences, a description approach is common. Codes or annotations, called descriptions, are attached to specific locations of multimedia documents to assist retrieval. These can contain any kind of factual or semantic descriptions of the documents' contents. Domain specific codes or freeform textual annotations are common in analysis programs like The Observer [16], Nudist [18] or its successor, NVivo [19]. All the approaches mentioned above have been proposed to overcome the technical and conceptual difficulties of accessing the information contained in multimedia documents and to facilitate the retrieval of appropriate information. In this paper, we propose the use of FSCL as a meta-level description mechanism. In the next section we introduce the main features of FSCL. We follow this by a discussion of its advantages for knowledge representation and retrieval, and indicate how FSCL can be combined with ontologies and conceptual graphs.

3 Knowledge representation using FSCL

FSCL is a natural language-like description language. It aims to combine the expressiveness and flexibility of natural language with the rigour of formalised approaches. The main components of FSCL are its vocabulary, grammar and categories. The vocabulary can be freely defined by the author of the teaching material. Any word can be used and the vocabulary can be extended at any point of time. Whereas the vocabulary is likely to be defined for a specific domain, the grammar is generic. It is designed to formulate 'subject - verb - object' and 'concept - object' sentences and combinations of these elements, including
conjunctions, prepositions, adjectives and adverbs. The role of the categories is to bridge the vocabulary and the generic grammar. The grammar is defined on the categories. Each word of the vocabulary has to belong to exactly one category. This construct allows for the structure of the description language to stay the same across applications in different domains. The categories of FSCL have been defined in accordance with the word classes of the English language. The categories are: Person/Thing, Activity, Concept, Conjunction, Preposition and Descriptor (which combines the word classes adjective and adverb).

FSCL has been incorporated into an information system to support the analysis of multimedia documents, called PAC [12]. Sentences formulated with FSCL can be, in a system like PAC, attached to a segment of a multimedia document. The sentences, together with document identifiers and segment specifications are stored in a database and later used for retrieval. Because the structure of the FSCL sentences is well known, it is possible to access the semantics of the information stored. The retrieval of information from FSCL descriptions is achieved using the Flexible Structured Query Language, FSQL [9].

FSQL provides three layers for querying: the first layer is based on the properties of FSCL and allows the correct and complete retrieval of information from the description sentences; the second layer provides for Boolean combinations within sets of description sentences; the third layer accesses the properties of the multimedia document segments attached to the FSCL sentences and facilitates time and position comparisons. More detailed information on FSCL and FSQL can be found in [9]. Specific information about information retrieval across multiple media formats is given in [10].

4 Advantages of using FSCL

The most convenient and expressive language available to us is natural language. Yet looking at knowledge retrieval with computer systems, natural language poses a range of well known and not yet fully solved problems. The main problem lies in the vast amount of implicit knowledge necessary to see words in the right context and to fully understand a sentence [21]. Various large scale projects are underway to attack these problems, like WordNet [15], an ontology for natural language processing, and the Cyc system [14], attempting to construct a 'complete' ontology of the world. Our approach is far less ambitious. We acknowledge that using full natural language for knowledge representation and retrieval would be highly desirable. Yet with the enormous difficulties associated with this approach we were looking for a much simpler solution. FSCL provides us with a number of advantages:

- We have a natural language-like notation. Any FSCL sentence can immediately be understood by a human reader. The importance of this is confirmed in the discussion of the five principles of knowledge representation by Davis et al [3].

- We have a language and can deduce the structure of our sentences. We have therefore more power than with the keyword approach commonly used in information retrieval, which suffers from low precision and low recall [21].

- We can build a powerful vocabulary by integrating the FSCL categories with ontologies.

- Of special interest to computer-based educational systems is that we can link our form of knowledge representation with multimedia documents.

FSCL has been successfully used to support the study of behaviour recorded in multimedia documents. It has given analysts the possibility to create rich descriptions of behaviour and to analyse the descriptions in a precise way [9]. We want to keep the main features of FSCL in formulating natural language-like, structured and flexible sentences attached to multimedia documents. Further, we want to adapt FSCL for a more general use in knowledge representation and retrieval. Our ideas in this direction are presented in the next sections of this paper.

5 Proposed extensions

We want to indicate several areas of possible changes and extensions to FSCL: changes to its categories and grammar forms; extensions to include ontologies; conversion of FSCL sentences to conceptual graphs to facilitate inferencing; and the introduction of freeform querying.
5.1 Changes to categories and grammar of FSCL

As described in section 3, the FSCL categories and grammar have been designed to formulate sentences of the forms 'subject - verb - object' and 'concept - object' in the context of studies of behaviour. To simplify the construction of the vocabulary, adjectives and adverbs have been combined in the FSCL category 'Descriptor' [9]. Adhering to the general FSCL principle of having a formal grammar on fixed, defined categories we are currently investigating a number of changes to FSCL to adapt it to a more general use in knowledge representation. The exact format of the changes has to be determined through applying FSCL in a range of web-based educational systems. Our current thinking centres around the following topics:

- We are investigating changes to the FSCL categories. Merging the categories Person/Thing and Concepts to a more general category, Noun, would address the potential conflict between abstract and concrete terms (see the discussion about the abstract term 'students' and the specific individuals in section 5.3). The category 'Descriptor' could be split up into separate categories of 'Adjectives' and 'Adverbs'. The grammar of FSCL had to change accordingly to accommodate the different roles of adjectives and adverbs within a sentence. The advantage over the current approach in FSCL would be that with this change adverbs could be positioned correctly as in natural language English sentences.

- In natural language, words occur in different grammatical forms in different roles in a sentence ('the instructor starts the motor'; 'the motor is started'). The current FSCL has a strict separation between its categories. While a word can be defined in its derivations in multiple categories (Activity: starts; Descriptor: started), it is not possible to create a semantic link between the different word forms. We are looking at introducing such a link together with a meta-level grammar to be able to detect semantic equivalence between sentences with word derivatives in different parts of speech.

- The grammar of FSCL could be extended to recognise a wider range of sentence structures. Clausal variations like imperatives ('Start the motor!') or questions ('Is the motor running?') can be introduced. Conditional sentences of the form 'if C then S' would support inference as outlined in more detail in the following section. A wider range of sentence structures recognised correctly by FSCL would increase the potential for knowledge retrieval and inference.

5.2 Extension to use ontologies

FSCL uses hierarchies to define the words of the vocabulary. These hierarchies are defined within the FSCL categories. They are used to group related words and to allow for a retrieval of information on different levels of granularity. These hierarchies, as they are currently used in FSCL, can be seen as simple forms of ontologies. While a number of issues have to be addressed to base FSCL on more substantial ontologies, none of these seems to pose a real problem.

- Users of FSCL define the vocabulary they need for their particular domain. The experience, so far, as reported in [9], show that users define their vocabulary as multiple hierarchies within each FSCL category. These hierarchies could be joined under the FSCL category name to build one ontology within each FSCL category.

- An ontology typically moves from the abstract to the concrete, from concepts to instances. The vocabulary in FSCL is organised in the same way. In a study on 'learning to read', e.g., individual students' names were grouped under the term 'students', individual teachers' names under the term 'teachers' [9]. A term like 'students' contains two components: it has an abstract component in describing a group of the population in general with the property of 'attending school to learn'; it has a concrete component in grouping together specific, named individuals. In the current uses of FSCL this distinction has not caused any problems.

- Not all FSCL categories contain vocabulary which necessarily should be structured as ontologies. While it can be of advantage to organise the vocabulary in the FSCL categories 'Conjunction' and 'Preposition' in hierarchies these words will not build ontologies as they do not define 'categories of the world'. Yet the coexistence of ontologies and hierarchies in the vocabulary of FSCL should not create a difficulty.

5.3 Conceptual graphs and inference

FSCL is an easy to understand and effective scheme for an author to create their own vocabulary and use it
together with the grammar for describing the contents of a multimedia document such as a video. Currently, knowledge retrieval is performed using the complementary query language FSQL. FSQL addresses the grammatical structure of FSCL sentences, takes advantage of the hierarchy information built into the vocabulary, and offers Boolean, time and sequence query options. However, there is no deductive feature in this scheme which would allow us to be able to infer facts or relations that are not explicitly stated. For example, given the statements:

If anyone starts the motor then the motor is running
The instructor starts the motor

which describes the situation in a training video then we may wish to be able to answer the question:

Is the motor running?

To be able to function at this level, we need the power of a first order logic system. Conceptual Graphs, CG, [20] give us this power.

Our proposal is that the user should describe their domain in terms of FSCL. The statements in this language can then be automatically translated into a CG format. This process is quite straightforward since FSCL is unambiguous, allowing many of the problems of natural language translation to be circumvented.

When a query is made, or some information needs to be located within the document segment then an initial attempt can be made to do this by using FSQL. If this fails then the deductive power of the CG representation is invoked. Standard theorem proving techniques within CG would enable us to check the veracity of a statement. As a bonus, we would get a step-by-step justification of the result proved, similar to the explanation given in expert systems.

5.4 Freeform Querying

Based on a limited yet flexible vocabulary and on a limited grammar, as offered by FSCL and FSQL, a query system can be developed which allows the user to pose questions to the educational system. As the structure and the vocabulary of these questions is known, the educational system can 'understand' these questions. Questions can be mapped against a repository of previously asked questions. If a semantically equivalent question is stored, the corresponding answer is retrieved and presented to the user. If a semantically close question is stored, this previously asked question can be used to facilitate the answering of the new question. As questions and knowledge representation are constructed by the same underlying mechanisms a mapping from question to knowledge representation is possible. This can be used to assist the answering of questions based on the knowledge descriptions and to find the appropriate segments of the multimedia teaching material.

The approach presented here does not attempt to answer any natural language question but a restricted set. The vocabulary is restricted to allow the construction of meaningful questions in a particular domain. The grammar is restricted to allow the construction and comparison of meaningful questions based on the vocabulary. The grammar is generic as it is based on categories which are used to organise the vocabulary across domains. The restriction of vocabulary and grammar distinguishes this approach from the AskJeeves [1] search mechanism. The existence of a grammar distinguishes this approach from keyword based search mechanisms as used in library systems or by internet search machines.

The general idea is to provide the user with specific answers to questions. These answers are retrieved from a body of stored answers only if semantic equivalence can be guaranteed. If semantic closeness is detected the relevant questions with their answers are given to a human operator who then decides on the suitability of the match.

6 Conclusions

In this paper we have considered the need for a knowledge representation mechanism for computer-based educational systems. We have first indicated a number of commonly used mechanisms and have then discussed the Flexible Structured Coding Language, FSCL. We have suggested that FSCL provides an effective mechanism for knowledge representation and subsequent knowledge retrieval, based on the nature of FSCL as a natural language-like description language which allows for flexible, rich yet structured description of learning concepts. As extensions to FSCL we have suggested the integration of more substantial ontologies, the conversion of FSCL sentences into conceptual graph structures and the introduction of freeform querying.
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This paper discusses the strange creatures that currently populate 3D cyberspace and 3D Internet. First, the concept of Virtual Inhabited 3D worlds are discussed and defined. Next, some of the key elements or basic entities that can be found within the horizon of Virtual, Inhabited 3D Worlds are identified and defined. Among these basic elements are objects and agents, differentiated by whether or not their primary function is to carry out an action. Agents (defined as entities, which primary function is to carry out actions) have two main forms, which have been described as relatively sharply differentiable polar opposites. This is done based on questions such as: who is controlling the agents? 'who is doing the driving?' On the one hand there are agents that react independently of the user, but which are controlled by software or AI, the so-called 'autonomous agents' or 'bots'. On the other hand, there are agents, which directly represent and are controlled by users, the so-called 'avatars. Although there is then, in principle, a differentiation, in terms of definition, between bots and avatars, the paper argues that both concepts cover a relatively wide spectrum of very different types of phenomena with differing degrees of control. There also seems to be a tendency toward the appearance of more and more hybrids - in the present context termed 'cyber-hybrids' - combining avatars and bots. Furthermore, these hybrid forms are in many ways the most interesting and most promising in the virtual worlds at the moment. Rather than considering avatars and bots as polar opposites, it may therefore be more productive to consider them as the outer points along a continuum, between which can be found all sorts of combinations or hybrids. Following this line of argument, the paper outlines a new typology of hybrid creatures, which currently populate the continuum between (objects) bots and avatars in Virtual worlds.
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The activity of test and evaluation is an important part of Computer-Assisted Instruction systems. In most systems, "absolutely learned" and "absolutely unfamiliar" are often used to represent the status of a student in learning a novice concept. However, for each target concept, there are usually more than one related sub-concepts with different degrees of importance. Thus, it is quite difficult to instruct each individual student effectively according to his learning status in those conventional systems. A hybrid technology of fuzzy theory and uncertainty reasoning are thus used in the research. The proposed intelligent tutoring system was designed to illustrate: 1. automatically tracking and analyzing the current learning status of a pupil, especially detecting the formation of learning barriers or misconceptions; 2. autonomously leading pupils to visit assisted learning path and thus proposing tutorials to make the learning of students more effectively; 3. linguistically explaining the implicit behavior of a pupil during the whole learning process. In addition, the mathematical course of teaching Pythagorean Theorem was used as the content of our test-bed. A simulation by hand and positive feedbacks from teachers of junior high schools illustrate the reasonableness and applicability of the proposed tutoring system.
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1 Introduction

Researches about Intelligent Computer Aided Instruction (ICAI) have incrementally grown since 1970, for example, standard intelligent tutoring systems [1], or participants in virtual environments [2], or a virtual instructor in a training environment [3]. However, as known, the effectiveness of education would depend on the local culture. But, there are few intelligent tutoring systems focusing on Taiwanese students have been reported. CORAL [4] was designed as an interface system, without any artificial intelligence module of teachers’ expertise, to provide a long-distance collaborative learning environment of virtual learning. As discussed in lots of tutoring systems, the most challenging issue is how to evaluate and diagnose the learning of students. Tests are a typical and popular method of evaluation. Taking the GRE as an example, people have taken the test through computers since 1992. The IBM co. and Arthur Anderson Co. have begun to work on the development of a computerized testing system. Such systems, which change the form of tests from conventional paper-to-pencil to on-line, are proliferating rapidly. For ICAI, it becomes more popular that the evaluation of pupils' learning should not be simply classified as "absolutely learned" and "absolutely unfamiliar". In addition, ways of leading each individual pupil to enjoy an efficient learning experience is also pursued. In the research, we proposed an intelligent tutoring system which can afford the most appropriate tutorials to each pupil according to his learning status and thus can prevent pupils to trap into a misconception too long.

2 The Organization of Tutorials and Maintaining Principles

Before implementing our tutoring system, some special issues and adopted techniques must be introduced.
Those topics include the organization of tutorials, a way of representing pupil’s learning status, and the detection of any formed misconception.

2.1 The Construction of a Hierarchical Concept Tree

In general, tutorials would be organized as a tree hierarchy of curriculum in the order of chapter, section, sub-section, paragraph, etc. Since learning a complicated concept must depend on the success of learning all its related sub-concepts, the kind of structure cannot be claimed to be suitable for both learners and instructors. That is, too few containment or precedence information about curriculum is available. Thus, learning concepts and related tutorials are re-arranged as a hierarchical conceptual tree of containment here. According to literatures [5] and interviews with teachers of junior high schools, the concepts related to learning Pythagorean Theorem for native pupils can be analyzed and constructed as Figure 1. In the tree, the learning of any parent conceptual node must follow after at least one of its children nodes.

2.2 The Setting of Node Weights within the Hierarchical Concept Tree

To express the corresponding degree of importance, an integer is assigned to each testing question related to individual concept [5]. However, it is still a heavy burden even for an expert to quantitatively assess the extent. Besides, the estimated grade of importance is too subjective in general. In our system, the influence of each node on learning its parent node is defined through fuzzy theory as follows:

Step 1: Some teachers in junior high schools are asked to evaluate the relevance of nodes related to their parent node in the hierarchical concept tree.

Step 2: Fuzzy theory is included to quantify teachers’ opinions in the designed questionnaire obtained in step 1. Five possible values for linguistic variables are used. Note magnitudes 0.0 and 1.0 are not adopted in the memberships because of product operations and symmetry.

Step 3: Murray’s or Ishihawa’s Max-Min method is used to fuzzily integrate those multiple expertise. After that, a defuzzification process to evaluate the mass centroid of fuzzy numbers is applied. The weights of nodes within the hierarchical concept tree are thus settled as shown in Figure 1.

2.3 The Maintenance of Belief Parameters

To increasing the expression power of the proposed system above “absolutely known” and “absolutely unfamiliar”, a belief parameter $m$ and another updating parameter $\lambda$ described in Dempster-Shafer Theorem [6] are applied here to assess the familiarity degree of a pupil to a particular learning concept within the hierarchical concept tree. To describe the meaning of the updating parameters $\lambda$ and $\theta$ ($\theta=1-\lambda$), two cases must be taken in account:

Case 1: Making a correct answer
λ and θ can be used to denote the belief degree of promoting to a higher level and of staying on the same level within the conceptual hierarchy, respectively.

**Case 2: Making a wrong answer**
λ and θ can be used to denote the belief degree of degrading to a lower level and of staying on the same level within the conceptual hierarchy, respectively.

As to defining the updating rules of the belief parameter m, a general sub-tree structure is considered. In the tree, a node f has three children nodes labeled as a, b, c, and the interconnection links are labeled as $W_{af}$, $W_{bf}$, $W_{cf}$.

**Case 1: Making a correct answer in the test for the conceptual node a**
A promotion within the conceptual hierarchy must be activated. The belief parameters of the two relevant nodes a and f are thus modified as

\[
\begin{align*}
    m'_f & = (W_{af} \cdot \lambda) + m''_f \\
    m'_a & = (W_{af} \cdot \Theta) + m''_a \\
    m'_b, m'_c & : \text{the magnitudes of belief before promotion} \\
    m''_b, m''_c & : \text{the weight of link between nodes a and f} \\
\end{align*}
\]

(eqn. 1)

**Case 2: Making a wrong answer in the test for the conceptual node f**
A degradation within the conceptual hierarchy must be activated. The belief parameters of the four relevant nodes, f and its children nodes a, b, c, are thus modified as

\[
\begin{align*}
    m'_f & = \Theta + m''_f \\
    m'_a & = [W_{af} \cdot \lambda \cdot (1 - m''_a)] + m''_a \\
    m'_b & = [W_{af} \cdot \lambda \cdot (1 - m''_b)] + m''_b \\
    m'_c & = [W_{af} \cdot \lambda \cdot (1 - m''_c)] + m''_c \\
\end{align*}
\]

(eqn. 2)

**Case 3:** If a correct answer is made in the topmost conceptual node, it is impossible to promote anymore. However, the belief of the topmost conceptual node is still updated with eqn. 1.

**Case 4:** If a wrong answer is made in the lowest conceptual node, it is impossible to degrade and the belief of the node is updated with eqn. 2.

### 2.4 The Strategy of Instruction

Several principles have been applied in the proposed system:

The instruction and assessment examination would only take place in the conceptual node with the largest belief. However, all assessment tests for its children nodes with weights larger than a pre-chosen threshold must be answered correctly. If the mentioned condition is not satisfied, the focus of instruction and assessment would be transferred to one of its children nodes instead.

According to Dempster-Shapfer Theorem, the procedure of normalization must be applied after each updating of belief.

There is an implicit relationship between the magnitudes of weights and belief parameter λ. To avoid the learning process to be not in progress, according to eqn. 2, the magnitude of belief updating in any child node (a) must be larger than that of parent node (f). Thus,

\[
W \cdot \lambda \cdot (1) > 1 - \frac{1}{w} \\
\Rightarrow \lambda > \frac{1}{(1 + w)}
\]

for all possible w

#### 2.5 The Analysis of Learning Traces and Detection of Misconceptions

Two kinds of traversal information would be recorded during the learning process: the weighted correct rate of answering testing questions for each conceptual node, and the traversal path of all visiting nodes.

First, the weighted correct rate can be used to indicate the current comprehension degree of a concept during the learning progresses. As known, the status near to the ending of learning should be emphasized. In other words, a pupil would be regarded as having been familiar with the concept if he can finally pass the
corresponding test independent of times of previous failures. To simulate the phenomenon, three kinds of information must be kept: the number of making wrong answers \(W\), the number of making contiguous correct answers after the last wrong answer \(C\), and the total number of answering \(T\). The weighted correct rate is defined as \(1-W / [(T-W-C)+W+2*C]\), i.e., \(1-W/(T+C)\). The interpretation of the weighted correct rate would be based on fuzzy expression in our system.

Another important issue is the way of detecting the formation of a misconception. A misconception may be caused by some blind spots of learning and thus always makes the learning process trap into a loop. A good diagnosis module of a tutoring system must have such kind of detection capability and could inform the other tutorial guidance module to show some appropriate auxiliary tutorials. If the test of each child node has passed, i.e., the learner has traversed and correctly answer all questions related to the concepts of all children nodes, the conceptual node is marked as P (Passed). If a learner cannot pass the test of a conceptual node and all its children nodes satisfy one of the following two conditions, then the learner is identified as trapping in a misconception corresponding to the conceptual node. The two conditions are <i>the child node has been marked as P</i> or <i>the weighted correct rate is absolutely 1 (100%)</i>.

3 The Development and Design of Our System

Based on those described ideas, a prototype tutoring system comprising a testing and evaluation module has been developed and demonstrated. Microsoft Visual FoxPro 6.0 is used under the platform of Microsoft Windows 98. There are four modules included in our system shown in Figure 2.

![Figure 2. The architecture of the tutoring system](image)

4 Conclusion and Future Work

In the research, techniques of fuzzy theory and uncertainty reasoning are applied to create a novel tutoring system. As demonstrated, the proposed tutoring system shows an excellent capability to present proper tutorials to guide pupils, precisely evaluates their learning status, and then shows auxiliary teaching materials to prevent pupils from trapping in any formed misconception. Finally, the traversal of learning would be analyzed and interpreted by fuzzy expressions.

Besides, some issues are worthy of deeper investigations through the study:
1. Some adaptive techniques of machine learning, e.g., genetic algorithm and artificial neural networks, should be applied to help instructors to automatically choose or tune parameters used in the tutoring system.

2. More applications about the proposed system should be examined to show its portability.
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Abstract

Many Internet technologies enable us to hold lectures with Web contents and even develop new lecture methods using the technologies. This paper proposes AEGIS (Automatic Exercise Generator based on the Intelligence of Students) that generates exercises of various levels according to each student’s achievement level, marks his/her answers and returns them to him/her. In order to realize this feedback mechanism, we currently restrict the question-types which are generated to the following three types: multiple-choice question, fill-the-gap question, and error-correcting question. All question-types can be generated from the same tagged document. The aim of this system is to help the students understand the lecture with exploiting preexisting electronic documents.
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1 Introduction

As the Internet has come into wide use, WWW environments provide lots of opportunities to various fields. In the educational domain, Web data are being exploited as useful materials. We have been developing Web-based self-teaching systems and building the tools for helping students understand their subjects [1, 2, 3, 4].

We are currently focusing on the automatic student’s achievement level evaluator that generates an exercise from tagged documents, presents it to students and marks their answer automatically. We call the system AEGIS (Automatic Exercise Generator based on the Intelligence of Students) [6, 7].

Creating exercises which are suitable for students is not easy. When we try to make some exercises for them in classes, we have to take at least their achievement level into considerations. The well-considered exercises are useful not only to measure the achievement level of students but also to improve their performance. It is not easy task for any teacher to make exercises of various difficulties according to their achievement level. Besides, it is very important to mark the students’ answers and return the marked results to them for keeping their learning enthusiasms. This task becomes harder in proportion to the number of the students in a class [5].

This paper discusses AEGIS, which generates the three question-types from the same tagged data. Guessing the achievement level of each student from his/her trial history, AEGIS selects the most suitable question-type and exercise for him/her according to not only his/her achievement level but also the difficulty of the tagged data. After marking his/her answer, AEGIS returns it to him/her with its explanation.

The aim of this system is to exploit pre-existing electronic documents, in particular, our on-line documents shown at our Web site (http://cl.is.kyushu-u.ac.jp/Literacy) and to help students understand their lecture whose materials are set up as Web data so that they even at home can try exercises using AEGIS through the Internet.

The rest of this paper is constructed as follows: Section 2 shows related works to discuss the difference from AEGIS. Section 3 describes question-types that AEGIS deals with, considering both view points of students (answerers) and teachers (questioners) and Section 4 describes the exercise generating process by AEGIS. Section 5 shows the overview of AEGIS.
2 Related Works

A lot of automatic quiz generators have been proposed so far. Browning et. al. proposed Tutorial Mark-up Language (TML in short) to generate questions automatically[8, 9]. TML has a couple of tags to specify a question, a multiple-choice and a message. It requires a correct answer in a multiple-choice tag to mark a student’s answer to the question. Carbone et. al. proposed CADAL Quiz[10], which generates a multiple-choice quiz from a question database. After marking a student’s answer, CADAL Quiz returns the result to him/her and tutors. Both of them restrict the question type only to a multiple-choice quiz. On the other hand, ClassBuilder[11] generates many kinds of quizzes and grades a student’s answer. However, all of them do not mention any effect of making the difficulty level of question-type change according to the students’ achievement level. In order to improve their performance and keep their enthusiasm to challenge the quiz for a long time, it is indispensable to consider their performance level for generating their exercise. This point is the difference from other systems. AEGIS makes use of pre-existing electronic documents so as to embed tags into them, generates exercises automatically with tagged documents according to students’ achievement levels, and reestimates both their levels and the difficulty level of the generated question through marking their answers.

3 Question-Types

There can be several types of a question in every subject. Since our aim is to get a computer generate an exercise and mark student’s answer to it, we thus restrict to the following three question-types: multiple-choice question, fill-the-gap question, and error-correcting question.

Multiple-choice question. Students choose the correct answer from a given candidate list.

Example. Complete the sentence. Choose your answer from the following list.

Data structures need to be studied ___ order to understand the algorithms.

(1) an (2) in (3) on (4) at (5) by

Fill-the-Gap question. Students try to fill in the blank of a given sentence with the correct answer without any help.

Example. Fill in the blank with the right word.

Data structures need to be studied ___ order to understand the algorithms.

Error-correcting question. Students have to find the wrong expression in a given sentence and correct it.

Example. Right or wrong? Correct the sentence if it is wrong.

Data structures need to be studied an order to understand the algorithms.

All of these question-types can be constructed from a sentence by replacing one or more consecutive words with a blank or a wrong expression. We call the region replaced hidden region. We note that these three question-types have different difficulties even if they are constructed from the same hidden region. Figure 1 shows the tagged data to be used for generating the above three types of questions.

```
(QUESTION SUBJECT="idioms")
Data structures need to be studied (DEL CAND="an,on,at,by") in (/DEL) order to understand the algorithms.
(/QUESTION)
```

Figure 1: The tagged data to be used for generating three question-types shown in Section 3

Students’ View Point

Every multiple-choice question has surely the correct answer in its candidate list and contains the information that leads students to the correct answer. They can therefore make their choice with confidence from the list. In the case of a fill-the-gap question, they have to fill in the blank by themselves with their convinced answer without any information about the answer. Comparing both question-types, we can say
that a fill-the-gap question is more difficult than a multiple-choice one. In the case of an error-correcting question, it forces them to determine whether or not there is an error in the question sentences and to correct it if it is found. An error-correcting question gives no information leading them to its correct answer, and the wrong expression in the sentences is not clear for students. We can therefore say that an error-correcting question is the most difficult one for students among those question-types.

Teachers' View Point

Once teachers set a hidden region, the efforts that are required to make with the three question-types are similar. The process for making exercises is as follows: in the case of a fill-the-gap question, the teachers have nothing to do. There is no information that they have to add to the exercise paper. We can say that a fill-the-gap question is the easiest one which is made among these three question-types. In the case of an error-correcting question, teachers have to think of at least one wrong expression which can be replaced with the hidden region. In the case of a multiple-choice question, they have to prepare several distractors to construct a candidate list. We can say that a multiple-choice question requires more information than an error-correcting one. From their points of view, a fill-the-gap question is consequently the easiest one which is made, and an error-correcting question is easier than a multiple-choice one.

4 Automatic Exercise Generating

4.1 Exercise Generating Process

The exercise generating process from teaching documents is summarized as follows:

1. Setting a hidden region: teachers make clear their intention why they want to ask the question to their students, that is, they consider which of the hidden regions is the most suitable for their intention.

2. Selecting a paragraph or sentence(s) from teaching documents: the sentences before and after hidden regions are often of importance to ask their students the unique answer of the question. We call the paragraph or sentence(s) a question region. A question region may have more than one hidden region.

3. Constructing a candidate list: a multiple-choice question requires a couple of distractors to set up a list of answer candidates. Any distractor should be natural so as to be added to the list. This list depends on the teacher's intention.

These three steps are deeply related to the teachers' intentions. It is not easy to extract such intentions automatically from the teaching documents. AEGIS system thus deals with tagged documents that already have the information such as hidden regions and candidate lists.

4.2 Necessary Information for Generating Exercises

In order to embed the above three kinds of information into the teaching documents, we define the following three tags: QUESTION, DEL, and LABEL.

**QUESTION** surrounds a question region, that is, the statements between (QUESTION) and (/QUESTION) are a question region. In the region, there can possibly be some expressions that are related to a hidden region. They can be good hints to lead students to the correct answer.

**SUBJECT** is the unique attribute of QUESTION. Its value stands for the subject or topic of question region.

**DEL** indicates a hidden region, which is the word(s) or sentence(s) between (DEL) and (/DEL).

A fill-the-gap question can be generated only by replacing the hidden region with a blank.

**CAND** is one of DEL's attributes. It is used to specify a candidate list.

**LABEL** has an attribute NAME that specifies a dependency relation with a hidden region. The sentence/s surrounded by LABEL tags is/are presented as a reference for the answer of a question, which will be generated with the DEL tag whose REF's value is the same as that of the NAME of the LABEL.
4.3 Necessary Information for Adjusting Difficulty Level of Question

The additional three attributes of DEL, which contain the information on the difficulty of solving the exercise, are LEVEL, GROUP, and REF. They specify the difficulty of each hidden region, and the connections to other hidden regions.

LEVEL specifies the difficulty of the exercise to be generated from a hidden region itself. The value of this attribute is a pair of integers between 1 and 10. These integers specify the lowest and highest achievement level of the students who can try the exercise. AEGIS system determines whether or not the hidden region is worth being transformed into the exercise by comparing the student's achievement level from the both values of LEVEL.

GROUP specifies the dependency relation between hidden regions and holds the uniqueness of the correct answer. This GROUP is used to adjust the exercise level. If we want to generate more difficult exercises, all the hidden regions that have the same values in GROUP are replaced with blanks or wrong expressions at the same time. On the other hand, for generating easier ones, some of the hidden regions in the group are not transformed because those regions help students answer the question as hints.

REF specifies the dependency relation between a hidden region and other expressions than the hidden region. Both the region and expressions are specified with LABEL. If a hidden region is connected to an expression, the value of REF in the hidden region is the same as that of NAME in the expression with LABEL.

5 AEGIS system

5.1 Overview of AEGIS

The AEGIS system consists of three databases: Exercise DB (EDB in short), User Profile DB (UPDB in short) and Level Management DB (LMDB in short), and three main database managers: Exercise Generator (EG in short), Answer Evaluator (AE in short) and Level Manager (LM in short). The overview of AEGIS is shown in Fig. 3.

Teaching documents with the tags are compiled into the EDB and LMDB. All of the question regions are indexed sequentially and each hidden region is labeled with its own subindex of the index of each question region. The level of a hidden region, which is deeply related to the level of the question to be generated from the hidden region, is stored in the LMDB together with the index of the hidden region. The level of each hidden region in LMDB is reexamined regularly. UPDB keeps students' trial histories with their current achievement level.

EG and AE make communications with the users (students) through Web browsers after being invoked through CGI (Common Gateway Interface).
5.2 Exercise Generator (EG)

The exercise request from a student invokes EG. The EG searches the most suitable hidden region in EDB with looking over both the student’s profile stored in UPDB and the level of the hidden region stored in LMDB, and determines the question-type of the hidden region. As mentioned in section 3, every question level has a relation to the question-type. EG’s decision process of the question-type thus employs the following strategy: If the student’s achievement level is closer to the lowest number in LEVEL of the hidden region, EG selects a multiple-choice question as the question-type with high probability. On the other hand, if it is closer to the highest number in the LEVEL attribute, EG selects an error-correcting one.

Once EG determines the question-type of the hidden region, it is not difficult to generate the question. This is because the hidden region represents the correct answer of the question which is generated and teachers have already given the list of distracts explicitly with CAND attribute. Now, let’s see how EG works when it generates the three kinds of questions:

- **Multiple-choice question**: EG randomly constructs one possible list for the multiple choice with both the correct answer and some distracts and outputs a question, which is generated by replacing the hidden region with a blank, with the list.

- **Fill-the-Gap question**: EG outputs a question which is generated only by replacing the hidden region with a blank.

- **Error-correcting question**: EG outputs a question which is generated by replacing the hidden region with one of the wrong answers specified in the CAND attribute.

Figure 4 shows an example of teaching documents with the tags. It is a piece of the teaching documents in the elementary course of Computer Literacy at our university. This course is taken by all first and second year students, about 2,300 students[5]. The teacher’s intention in the example document is to teach how to use multiply and divide operations. Figure 5 shows the three question-types which are generated from the document.

5.3 Answer Evaluator (AE)

After outputting a question to the student, EG sends the following three kinds of information to ask AE to mark his/her answer: the index of a hidden region, the question-type, and the correct answer. After
In the previous section, we learned a program for adding two integers and showing the answer on the display. In the similar way, for all basic arithmetic operations including addition, subtraction, multiplication, and division, we can make a Pascal program in the following way.

This program computes the multiplication and division for two input integers and shows the answer.

```pascal
program enzan;
var x,y:integer;
seki,shou:integer;
begin
write('Input two integers
');
readln(x,y);
seki:=(DEL CAND="x,y,x\times y,\text{mul} y" LEVEL="1,5")x*y( /DEL);
shou:=(DEL CAND="x/y,x\pm y,\text{div} y,\text{mod} x\text{ mod} y" LEVEL="1,5")x div y( /DEL);
writeln('Seki:',seki);
writeln('Shou:',shou)
end.
```

The 7th statement multiplies x by y, and the 8th statement divides x by y. We note that the answer of "div" is an integer.

---

**Figure 4**: Example of teaching documents with the tags

(a) Multiple-Choice  
(b) Fill-the-Gap  
(c) Error-Correcting

**Figure 5**: Three questions generated from the document in Figure 4

marking his/her answer by matching with the correct answer, AE shows him/her the marked result and stores it with the index of the hidden region and the question-type into the UPDB.

### 5.4 Level Manager (LM)

Although the initial value of the level of each hidden region is specified by teachers, it continues to move up and down according to the students' achievement levels, which will change as time goes by. The supplement manager LM processes their achievement levels statistically, computes the revised level of each hidden region, and stores it into the LMDB. LM increases the difficulty level of a question if a student whose level is greater than the level of question answers it wrongly, and decreases if a student whose level is less than the level of question answers it correctly. The new difficulty level of a question is consequently determined as shown in Fig.6.

After updating LMDB, LM updates the student's achievement level according to the difficulty levels of all questions he/she correctly answered.

Now, we show the formal definition of calculating both the achievement level of a student and the difficulty level of a question. Let \( s_{i,t} \) and \( q_{i,t} \) be the achievement level of student \( S_i \) and the difficulty level of question \( Q_j \) at time \( t \) respectively, where \( 1 \leq s_{i,t} \leq 10 \) and \( 0 \leq q_{i,t} \leq 10 \). \( s_{i,t} \) is recursively calculated with \( q_{j,t} \) at stated periods and vice versa. They are defined as follows:
\( s_{i,t} = \begin{cases} 
\frac{1}{m_{s_i,t}} \sum_{j=1}^{m_{s_i,t}} q_{j,t} \cdot \delta_{i,j} & \text{if } m_{s_i,t} = 0 \\
\text{otherwise} 
\end{cases} \quad \delta_{i,j} = \begin{cases} 
1 & \text{if } S_i \text{ answered } Q_j \text{ correctly} \\
0 & \text{otherwise} 
\end{cases} \)

\[ q_{j,t} = \begin{cases} 
q_{j,t-1} + \frac{\sum_{i=1}^{m_{q_j,T}} s_{i,T} - q_{j,t-1} \cdot \xi_{i,j}}{\sum_{i=1}^{m_{q_j,T}} \xi_{i,j}} & \text{if } \sum_{i=1}^{m_{q_j,T}} |\xi_{i,j}| \neq 0 \\
q_{j,t-1} & \text{otherwise} 
\end{cases} \]

\[ \xi_{i,j} = \begin{cases} 
-1 & s_{i,T} \text{ is less than } q_{j,t-1} \text{ and } S_i \text{ answered } Q_j \text{ correctly} \\
1 & s_{i,T} \text{ is greater than } q_{j,t-1} \text{ and } S_i \text{ answered } Q_j \text{ wrongly} \\
0 & \text{Otherwise} 
\end{cases} \]

Where \( m_{s_i,t} \) stands for the number of questions that \( S_i \) tried by \( t \) and \( \tau \) is the latest time such that \( S_i \) tried to answer \( Q_j \) and \( t - 1 < \tau \leq t \). \( T \) is the set of \( \tau \). \( m_{q_j,T} \) stands for the total number of students who tried \( Q_j \) in \( T \). \( q_{j,0} \), which is the initial difficulty level of the question \( Q_j \), is given with the attribute LEVEL of DEL tag by teachers.

Figure 6: Renewing Difficulty level of Question based on Student's Achievement Level

6 Conclusions

We discussed our new Web-aided system AEGIS. The system is currently implemented in Perl scripts and CGI. We have a plan to evaluate this system by applying it to the real courses of Computer Literacy, which are taken by more than 2300 students at our university. We hope it will work fine as an educational tool for every student and help him/her to understand his/her subjects if teachers can make tags in their teaching documents. Also, we plan to implement a tagging tool and an algorithm to generate another kind of exercise that allows more than one correct answers.
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The Design of CAI with Thinking Activity to Progress Constructive Teaching
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This study aims at establishing a computer assisted learning system of division-concept of networked elementary school mathematics course based on constructivism and stress on students’ thinking activities. It explores how students’ thinking manifest on network, how the thoughts of the learner and those of the students on-line transfer, and how the thinking of the virtual students’ solving problems reflect, so as to develop a set of CAI system about constructive pedagogy. In the system, we provide the learners with diverse tools for thinking activity, letting him/her choose what he/she needs to solve problems. We use network technology to simulate the real learning situation and to make the learner and the user on the line and the virtual students to communicate and discuss immediately. By setting up the CAI system that is compatible with the mathematics education of the elementary school in Taiwan now, we expect the learner to establish the right concepts positively so as to attain constructive pedagogic concept.

Keywords: Constructive pedagogy; Division of Mathematics; Elementary School; Networked CAI; Thinking Activity.

1 Introduction

The course design of pedagogy in Taiwan before 1993 is based on objective theory of knowledge. However, the pedagogic design ignores the complex and interactive phenomenon practically. Therefore, mathematics of elementary school in Taiwan in 1993 adopts pedagogic theory of constructivism [6]. Constructive pedagogy improve the shortcomings of the traditional pedagogy, but it also cause the deficiency of pedagogic duration owing to the orders of discussion and reflection in case it is put into practice in the real pedagogic environment. With the popularity of network, provided constructive concepts are applied to the learning environment of network, CAI effect would be promoted further. This study aims to design networked pedagogic environment matching “basic division-concept in mathematics of elementary school” by the learner’s thought, using network technology, letting the learner have an environment to learn at home. The traditional CAI system neglects the positive learning and the interaction between the learners. So, we take into how to facilitate the interactive relationship between the system and the learner. Through the transmission of the networked thought, the learners can real-time communicate, making up a whole constructive learning environment, hoping to attain the constructive pedagogic concept.

2 Principles of system establishment

2.1 Basis of learning theory

The pedagogy of constructivism lies in stressing “knowledge is constructed positively by the learner”, so that pedagogic design should arrange activities of learning-orientation. In the process of learning, the teacher serves as “problem poser” whereas the students acts as “problem solver”; the teacher plays the role of assistance, and the learner should construct knowledge positively through the interactive discussion between the learners [2]. Each learner utilizes his previous concepts to expound the phenomena around, and then comes up with adjustment or assimilation toward his acquired cognitive structure to establish new concepts. Besides, the learning situation is also an important part of the content, functioning to help the learner to comprehend the differences between the perspective on conceptual traits. Thus, the learning activities ought to provide learners with quasi-actual experimental situation to manipulate, explore. By means of the cognitive conflict brought about by the students in the process of the activity, challenging his original concepts, he/she constructs the right concepts via the discussion and coordination with one another.
2.2 Basis of course content-concept of division

Division is the anti-calculation of multiplication. Both multiplication and division are thought of as the transformation of unity quantity. The so-called "transformation of unity quantity" refers to that using unity quantity as that described by calculating unit, transforming to another description by calculating unit using another unity quantity [1,3]. The situational mode of division question is categorized into two basic principles of including division and even division. Seen from the viewpoints of "transformation of unity quantity" to look at the questions of multiplication-division, the questions of multiplication is to reduce the quantity suggested in the units of higher layers (units accumulated by several units of lower layers) to the activity of transformation from the quantity suggested by units of lower layers; whereas the questions of division "including division" is on the contrary, that is, the quantity suggested by the units of lower layers changed into the transformation activity by the quantity suggested by the units of higher layers. As to even division, it is an activity of new unity quantity of high layers and unknown unity quantity.

2.3 Foundation of system establishment

This system is a learning environment constructed on the network, adopting three-tier client/server system architecture, and meaning adding a layer of service server on the original client-server two-tier client/server system architecture. In the structure of three-tier client/server master-slaver, the part of management of learning data is in the charge of database server, web server takes charge of teaching jobs, while the users of client proceed all kinds of learning activities via browser.

3 Pedagogic design of networked construction

3.1 Pedagogic design of constructive pedagogy of new course

The two questions types of division (including division and even division) should be reckoned as different ones, then helping students combine these two types of questions gradually. And by the activity of consecutive subtractions solving questions to communicate with the relationship, then introducing the format of division calculation. Thus, in the design of pedagogy, place the two combined types of characters, letting children solve problems by tangible objects or emblems and try to record the activity of solving questions. After solving the questions including division and even division successfully, try further to grasp the times of distribution including viewpoints of division when confronted with them again [4,5]. The number of unity quantity can be decided by the times of distribution to help students realize and construct the relationship containing two types of questions as to including division and even division. Finally they can introduce the processes of solving questions concerning the methods of many-steps subtraction recording including division and even division and discuss and form the formulas using "+" "taking notes of the common sense about the activity of solving questions including division and even division, letting children construct the whole meaningful concept of division.

3.2 CAI pedagogic design of constructive pedagogy by thinking activity

This system emphasizes the spirit of construction to help students establish the concept of division, thereby, expecting the system to become more congenial to the real pedagogic environment. We let the computer become a virtual teacher, besides posing problems, he/she can judge the students' types of solving problems and mode of operation, and providing the dialectics and clarification and discussion undertaken between the users or between the user and the virtual students. Thus, the design of the problems by this system is introduced by the ordinary ones of daily situation to make sure if students have grasped the messages of the problems and communicate and clarify the messages with each other through asking (As in Figure 1). After posing the problems and clarifying the messages, let the students solve the problems. In order to make the system grasp the process of solving problems and thinking, we design "tool table of operation of thinking activity", which contain tangible objects, representation, digits and the symbol of calculations and so on. For example, as shown in Figure 2, if learner choose "to bakery", then the tangible objects can be used to solve the problems. If the learner choose "drawing circles", then representation can be used as the tools of solving the problems (As in Figure 3); if the learner choose "to digital factory", then digits can be used as the tool of operation (As in Figure 4). By the tool of operation chosen by the user, the computer can grasp what he thinks. If the user fails to solve the problems by themselves, they can discuss with others on the line, or discuss by the activity of solving the problems of the virtual students (As in Figure 5 and 7) to attain the cooperation and learning. At last, after the user solve the problems successfully, the computer will play the role of the virtual teacher, raising questions to let the user to fortify the concepts, avoiding no continual between the user's order of thought and the concept (As in Figure 5). Then posing problems again to judge the students' learning state in order to proceed another activity dynamically. In doing so gradually, the system expects the learner construct an overall meaningful concept of division.

4 Architecture and implementation of system
4.1 Design environment and tools

This system uses Windows NT server as server platform. The developing languages include HTML, JavaScript, ActiveX, ASP (Active Server page) and so on. Using ASP as the main way of control, and exercising ASP and ODBC (Open Database Connectivity) to go with it, making the user's management of teaching material simplified. In the aspect of editing course software, Authorware5 is a chief developing tool.

4.2 System flowchart

The system flowchart we design just as Figure 8 shows, the general elucidation is as follows:

1. Pedagogic situation of networked construction: In the beginning, the system would ask the user to register data to set up the database of students' basic data. At the outset of the course, the system will judge the user’s competence by the pretest; then according to the basis, the system can pose the problems. After clarifying the messages of the problems, the system lets the user proceed to solve the problems. After solving the problems successfully, it lets the user carry on a series of on-line discussion and communication with the students or virtual students. Based on the acquired knowledge, the students construct the concepts, and fortify or revise the concepts through the experience of reflection. Again, the system poses the problems to judge the students’ learning situation, then it proceeds the next teaching activity.

2. Database of "student model": It consists mainly of three databases:
   (1) Database of students’ basic data: It is used to record the students’ basic data such as name, age, the experience of using the computer and so on.
   (2) Database of learning: It is used to record the course units the students have learned, the learning state and duration of each unit, and the students’ learning results and so forth.
   (3) Database of learning achievement: It records the students’ assessment about answering and the mode of students’ operation.

3. Database of "posing problems of constructive pedagogy": It stores the material content of division pedagogy. The content contains two types of division problems (including division and even division) and various types of processes pedagogic activities.

4. Database of problems: It stores the problems for pretests and posttests.

4.3 Function of on-line communication

Because the system aims at establishing a more compatible with the learning environment of real pedagogy, so that this system design a series of communicative mechanism on the line to help students proceed the learning activities to produce the learning effect. The details will be narrated as follows:

1. Group of discussion: It is an open but not synchronized function on the line. Once the user encounters the learning difficulty, he/she can put the problems on the discussion place, and when other users see them, they can put forth the ways of solving these problems.

2. Room for discussion: It is an open and synchronization for communication. This on-line function can improve the fact that the single CAI system fails to undertake the defects of communication and discussion immediately. Take Figure 9 for example, the user in the room for discussion can carry on the mutual discussion, communication to solve the problems with other users on the line for their learning difficulty.

3. On-Line call: This is a one-to-one synchronous communication way, enabling the learners to proceed one-to-one discussion and forward the brief introduction to other users on the line.

4.4 Operation flowchart for User

When the user enter the system by using browser for the first time, the system would demand the user to register, thereby getting the user’s data to set up student model basic data for database, and letting the user accept the pretest to judge the user’s level of operation, and recording the user’s answering situation. Utilizing the user’s answer for reference, modifying the connection dynamically, letting the user connect the courses properly. Afterwards, whenever the user enters the system, he has to register user name and password as the recognition. The system then will proceed next activity according to the user’s previous record. When the user undertakes the learning activity, the system will take down the learning state each time, so as to analyze if the user’s learning state will attain the expected aim and will be used as learning analysis.

5 Conclusions

With the approach of eased network age, the network will definitely become the trend. Thus, establishing CAI system on the network cannot be delayed. In the light of these, we hope the constructive pedagogy combine with network to make up for the deficiency of pedagogy, letting the learners have more learning space, so as to acquire the real mathematics concepts. This study proceeds to test by the pedagogic content of “division-concept” of elementary school, presently testing all the functions provided by the system, hoping to reassess pedagogic content and system in many months, looking forward to reaching the learners’ interaction, fulfilling the pedagogic concept indeed, letting children construct whole mathematics concept.
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To develop a learning support system of music genre, a neural-network-based system was developed that can estimate the genre of music from partial information of a standard MIDI file of music. Standard MIDI files of 120 music titles have been identified into 4 genres, Japanese Popular Ballad, Jazz, Hard Rock and Heavy Metal after the Neural network of the system had been trained. Comparison shows that, the system developed, has a higher judgment rate than that of subjects. Next, the weight of the links were examined by an expert, 5 of the nodes in the Hidden Layer could be extracted.

Keywords: Music Education, Neural Network, Intellectual Learning Support, MIDI

1 Backgrounds and Objectives

Recently, popular music, for example Beatles etc, is included in recent music textbooks of Elementary, Junior High and High Schools in Japan. So, it is thought that music education using popular music will increase more and more in course of time. When students learn popular music, music genre of the music is an important factor[1]. In order to learn the musical feature of each genre, it is thought to be very effective. Systematic genres studying of popular music, in which students seems to be interested, is thought to be a way of the students' music experience enrichment.

An “Automatic Composition MAGIC (Music system for Arrangement and Intelligent Composition) Considering Music Style” was developed [2] by Minamikata in 1989 is one of the researches in the research field that treats plural genres of popular music. This System supports composition and adaptation using heuristic rules divided by music taste of genre. It is said that rule-based system like this is effective when the system reproduces a already-known music taste or rule for the system, but there is an anxiety that generated music is conventional, and it is a problem for an unknown taste.

It can be said that the genre of popular music is the combination of different music. Now, many researches have done the grouping of music. Concerning Neural Network-based research, the research of Sakamoto (1999) grouped the music according to the sensibility information by using SD method[3]. If consider the flexibility and generality grouping by neural network differs from that of grouping by rules or multiple different analysis. So, it is said that moderate result can be expected for any unknown input by the process of grouping by Neural Network.

Based on the above research, we aim to develop the learning support system which can provide feedback on "Feature as the genre" of an unknown music with the Neural Network training of the music of various genres. Based on the above-mentioned background, we conducted this research in the following way. At the beginning, reserve experiment was done by an expert of popular music to confirm the factor for the estimation of the genre. Based on the obtained finding, we trained the Neural Network. Here the Neural Network was composed using the partial information as input signal and genre of the music as output or
teaching signal. In order to use this system for education purpose in the future, the meaning interpretation for each factor of the Hidden Layer of the trained Neural Network was identified by an expert of popular music. Then, the genre estimation experiment was done using the subjects who seemed to have general experience of popular music. Lastly, the estimated average result of the subjects and the estimated result of this system was compared to show the effectiveness of this system.

2 Estimation of Music Genres by Expert

When music and genre are trained to the Neural Network, the problem is that we should take data to make an input signal from a long standard MIDI file. Therefore, we examine the mounting method of this system by knowing how the person judges the genre. For that, in the preliminary experiment we ask the expert about the factor of the genre estimation. The subjects had different musical instrument performance experience for ten years or more. The procedure was that they were made to listen ten in total of five genres. Also the factor to estimate the genre was interviewed. As a result, the following factors were found.

(1) The factor to estimate the genre is various according to the genre, and it’s vague information.
(2) The factor to estimate the genre is local & partial information.

From (1), at first we got to the hypothesis that the estimation of music genre based on rules is very difficult and not proper. Under the above hypothesis, we propose to use Neural Network to deal with vague information in this research. As the input from (2), we judged that it was appropriate to extract partial information that seemed to be necessary for estimating the genre of music, and to assume it to be an input value of the Neural Network. The standard MIDI file (Hereafter, it is abbreviated as SMF) that is already a descriptive language was used as music.

3 Genre Estimation System

Figure 1 shows the composition of the genre estimation system. The flow of this system is as follows. When the user inputs SMF of music, the partial information extraction module extracts some partial information from the music. Then, it is put to the Input Layer of the Neural Network that has already been trained for music and the genre. The Neural Network feeds back the result of estimating the genre obtained from the Output Layer. Moreover, the feature of the music as the genre obtained from the Hidden Layer is planned to use as feedback in the future. If the module is developed, the user will be able to learn the genre.

3.1 Extraction of Partial Information from SMF

SMF of the General Midi correspondence was used in this research. SMF includes various musical information such as Note-On (time of starting to ring each music sheet), Note-Off (time of finishing to ring each music sheet), Velocity (the strength of each attack), Note Number (pitch), and Program Number (kinds of musical instruments and tones) etc. The following three information of these score information were decided to use in the partial information extraction module.
1. Kind and tone of musical instruments extracted from Program Number (henceforth, we call it “Musical Instruments and Tones”, which is expressed by an array of 128 Boolean type variable. Each valuable shows whether musical instruments (tones) of Program Number 1-128, were used in that music or not).

Distribution of Rhythm extracted from the statistics of position of Note-On per a bar (henceforth, we call it “Distribution of Rhythm”, which is expressed by an array of 16 integer type variable. Each variable shows the frequency for which Note-On event is held at the rhythm in one bar in the SMF.).

Distribution of Pitch extracted from the note number (henceforth, we call it “Distribution of Pitch”, which is expressed by an array of 12 integer type variable. Each variable shows the frequency for which each pitch of 12 music scales is used in the entire music of SMF).

3.2 Composition of Neural Network

Figure 2 shows the composition of the Neural Network. We adopted the Back-Propagation algorithm as the learning algorithm of the Neural Network. For the input signal, we used a combination of the values.

4 Outline of Genre Estimation Experiment using this system

4.1 Method

By the above-mentioned methods, the genre estimation experiment by this system was performed. 120 music titles of SMF which are composed of 30 titles each in Japanese popular ballad, Jazz, Hard Rock, and Heavy Metal, tried to be learned by the Neural Network. In this research, the combination of the following partial information was learned as an input data.

<table>
<thead>
<tr>
<th>Musical instrument and tone</th>
<th>128bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distribution of rhythm</td>
<td>16bit</td>
</tr>
<tr>
<td>Distribution of pitch</td>
<td>12bit</td>
</tr>
</tbody>
</table>

Musical instrument and tone, Distribution of rhythm ( + ) $128 + 16 = 144$ bit

Distribution of rhythm, Distribution of pitch ( + ) $16 + 12 = 28$ bit

Musical instrument and tone, Distribution of pitch ( + ) $128 + 12 = 140$ bit

Musical instrument and tone, Distribution of rhythm, Distribution of pitch ( + + ) $128 + 16 + 12 = 156$ bit

The number of units of Hidden Layer in each Neural Network is assumed to 10-30. The number of units of Output Layer is as many as the number of genres that the Neural Network learns. In this case, it requires four units in Output Layer, because there are four genres.

4.2 Result

The result of training is shown in Table 1. In the Table 1, “NN” means Neural Network, and - in NN means the Neural Network whose input information is described above. The result of training, NN was converged about 650 learning times, and

<table>
<thead>
<tr>
<th>NN</th>
<th>Input Layer</th>
<th>Hidden Layer</th>
<th>Output Layer</th>
<th>Judgment Rate</th>
<th>Judgment Percentage</th>
<th>Learning Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>20</td>
<td>4</td>
<td>119/120</td>
<td>99.2</td>
<td>X</td>
<td>About 650</td>
</tr>
<tr>
<td>16</td>
<td>10</td>
<td>4</td>
<td>97/120</td>
<td>80.1</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>10</td>
<td>4</td>
<td>103/120</td>
<td>85.8</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>144</td>
<td>30</td>
<td>4</td>
<td>120/120</td>
<td>100</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>30</td>
<td>4</td>
<td>111/120</td>
<td>92.5</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>140</td>
<td>30</td>
<td>4</td>
<td>119/120</td>
<td>99.2</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>156</td>
<td>30</td>
<td>4</td>
<td>120/120</td>
<td>100</td>
<td>X</td>
<td>About 1100</td>
</tr>
</tbody>
</table>
NN was about 1100 learning times, but other NN were not converged within ten thousand learning times. So, the trained Neural Network was able to judge the genre of learned music at 100%.

From this, it is suggested that the Neural Network like - that has single partial information in Input Layer can't finish learning. But the combination of those partial information make it enable to learn. This result supports the findings of experts at the preliminary experiment in Chapter 2 whose also says that the factor to estimate the genre is various according to the genre.

4.3 An Analysis of Hidden Layer

The Hidden Layer in the Neural Network is analyzed here. There is a heuristic method that each cell's tendency in which it is likely to make active or inactive is found by an expert, and then the meaning of factor is obtained[4],[5]. We used that method here. We focused on the weight of the link between Hidden Layer and Output that is above 10. Each unit from No.1 to 5 are activated by following genres.

Unit No.1:Hard Rock
Unit No.2:Hard Rock, Jazz
Unit No.3:Hard Rock, Jazz, Japanese Popular Ballad
Unit No.4:Heavy Metal
Unit No.5:Japanese Popular Ballad

Finally, each unit was named by a music expert. The summarized result is shown in Table 2.

<table>
<thead>
<tr>
<th>Unit</th>
<th>Name of Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hard Tone Factor</td>
</tr>
<tr>
<td>2</td>
<td>Synthesizer Tone Factor</td>
</tr>
<tr>
<td>3</td>
<td>Jazz-Acoustic Factor</td>
</tr>
<tr>
<td>4</td>
<td>Rhythm Tendency Factor</td>
</tr>
<tr>
<td>5</td>
<td>Combination Factor of Electric Instruments and Rhythm Tendency</td>
</tr>
</tbody>
</table>

5 Experiment by Subject

To investigate at how much rate can the subjects, twenty-five female university students were asked to listen to eight music titles of 4 genres of SMF with MIDI sound randomly, and to judge the genre and the factor for each music. The judgment rate of all the subjects was 66.5%.

To compare the judgment of subjects with this system, Neural Network was trained with 119 titles, and was made to estimate the genre of subtracted one as unknown music.

As a result, both Neural Network and have a judgment rate of 100% for eight unknown music titles. From this, the judgment of this system is higher than that of subjects with general experience of popular music.

6 Summary of Results

In this research, development and evaluation of genre estimation system ware performed aiming for the development of learning support system of music genre. The results are summarized as follows:

(1) The preliminary experiment for experts with an experienced popular music was performed, and a result that says that the factor to estimate the genre tends to be local & partial information was obtained.

(2) From this finding, genre estimation system using Neural Network was developed.

(3) 120 music titles have been identified into 4 genres, Japanese Popular Ballad, Jazz, Hard Rock and Heavy Metal at the rate of 100% by training the Neural Network to identify these 4 genres.

(4) The judgment rate was 66.5% as the result of the estimation experiment for subjects with general experience of popular music.

(5) This system was made to estimate 8 music titles, as an unknown music, out of 120 which were used in the genre estimation experiment by subjects. As a result, the estimation rate of 100% which is higher than that of the subjects (66.5%) was obtained.
(6) Each unit of Hidden Layer in trained Neural Network was enable to be named, and the factors of each unit were able to be extracted by the expert of popular music.

From this finding of 6, providing feedback on the features of the music from Hidden Layer becomes possible by the way of observing the result of meaning explanation of Hidden Layer in which the Neural Network has the feature of the music as a genre, observing the state of fire, and observing the input units which have tendency to make active to the fired units in the Hidden Layer.

From the result described above, the possibility of the development of a learning support system using this system for music genre is shown. And, it was thought that the trained Neural Network of this system has the application possibility not only to the learning support system but also to the supporting composition and adaptation.
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When a learner does various tasks in the computer, the interaction of the learning support system is so a transition which happens inside the learner. At that time, educational effects such as knowledge structuring occurs due to externalization of representation. We developed the prototype system in so that externalization of self-explanation of the problem-solving process was supported. A learner externalizes the self-explanation "How do I solve the exercise?". At this time, she/he explains using not only words but also diagrams, in order to exploit the effect of diagrams. Self-monitoring happens with self-explanation, and the acquisition of a problem solving strategy on is learned. In this paper, we construct a model of externalization on the computer, and we consider the occurrence of cognitive load. Learning is a kind of load, therefore any reduction of the load (as opposed to its extinction) is of assistance. We propose the presentation of an operation list as a method of load reduction. The memory dependent evaluation becomes more coherent by such a list. In other words, the cognition perspective improves. In this paper, it is shown in the prototype system how externalization is accomplished.

Keywords: Self-explanation, Reflection, Externalization, HCI

1 Introduction

Recently, the contents of interaction have been reconsidered in the context of the learning support system. So far, a computer playing a teacher's role is aimed at the transfer of domain knowledge expressed by the system. The computer asks a learner several diagnostic questions. The computer is central to such interaction. The perspective "For whom is this interaction?" is absent. In this paper, we propose an learning environment (externalization support system) that promotes the understanding of problem solving resulting from the externalization in the computer. The learner works independently on the computer with the interaction we propose, then the learner rewrites his internal state. Learning occurs at that time.

Recently, attention has focused on "externalization" and "meta-cognition." For example, a vague idea is sometimes clarified by writing text. Externalization promotes the arrangement of knowledge and learning. On the other hand, meta-cognition is a psychic activity of higher order, involving self-monitoring (reflection), and is concerned with deep level learning such as the acquisition of strategies, the transfer of knowledge.

We paid attention to the self-explanation of the problem-solving process, and we have researched that support. At present, a learning support system that externalizes self-description of the problem-solving process has been utilized as an experiment. Exercises in statistical scales of geography were used. A learner expresses how she/he solved a problem. Geography though is considered mere memorization, the learner can acquire an understanding
of the problem-solving process by self-description. An example of this type of exercise is shown in figure 1.

We propose the usage of figure 1 as a method of externalization. We are constructing the environment where a learner can do self-explanation by writing memoranda. In this system a learner draws on the character and diagram of the explanation of the problem-solving process. Furthermore, the examination process of externalization is supported from the cognition perspective. The activities scrutinized are internal (understanding the behavioral reason of the learner) and are supported by the presentation of the operation history. This supports the self-monitoring that is crucial to meta-cognition.

Idea support system, idea sketch, etc. are proposed in the HCI researches. However, we think learning involves a kind of load, and our purpose is to recommend support by control of the load, rather than by elimination of the load. The consideration of support by reduction of the load is a different point.

In chapter two, we describe the educational effect of externalization. We propose a support method of externalization targeting self-explanation of the problem-solving process in chapter three. The summary of our system is shown in chapter four. We present a summary in the final chapter.

2 The outline of externalization

2.1 The educational effect of externalization

Many researchers point to the educational effect of externalization(5)-). The effect of diagram use in externalization has been acknowledged as well. The learner can acquire the educational effect if self-description is externalized by use of diagrams(5)-(8).

Externalization is the expression of internal psychic activities (images). We mention clarification of knowledge, structuring, etc. as a general effect. Moreover, internalization occurs by repeated externalization, and internal processing proceeds smoothly.

Self-description involves special explanation of a point(9). Externalization is unique as well. Self-monitoring is enhanced by a learner's repeated externalization of the self-explanation.

2.2 Externalization model on the computer

We construct a model of externalization in this section; our objective is not to clarify the mechanism of externalization. In a sense, the model is to employ educational effect. Various models of externalization are available; we have elected to choose a model of externalization in the computer.

Externalization is considered to consist of several functional modules. The module described here is the functional unit that is comparatively independent.

The model of externalization and the state of repetition of each module are shown in figure 2. We classify modules of externalization into four ways.

(1) Image generation
(2) Expression form generation
(3) Operation sequence generation
(4) Examination (evaluation)

Module (1) is the creative impulse that forms an internal image. Externalization consists not only of the creative impulse of expression but also of the underlying representation. Though module (1) is a heterogeneous activity, it is a part of externalization. Creativity is a very complex psychic activity, and is beyond the scope of this paper.

Module (2) is the expression of vague internal images. Expression is based on the rule.

| Question: What are items(1), (2), (3)? |
|-----------------|-------|-------|-------|-------|
| Item            | Ranking | 1     | 2     | 3     | 4     |
| (1) Exports     | U.S.A.  | 9,637 | Australia | 5,300 | Poland | 2,100 | U.S.S.R. | 10,300 |
| Importing country | Japan | 7,200 | France | 2,295 | Italy | 1,095 | Canada | 5,562 |
| (2) Exports     | Cuba   | 675   | France | 200   | Australia | 253 | Brazil | 223 |
| Importing country | U.S.S.R. | 472 | U.S.A. | 270 | China | 222 | Japan | 180 |
| (3) Exports     | Japan | 1,812 | West Germany | 1,659 | France | 675 | Belgium | 460 |
| Importing country | U.S.A. | 1,802 | England | 490 | West Germany | 453 | Italy | 440 |

Fig. 1 Example of geographical exercise.
of generation. As a case in point, form of presentation (rule) that has been configured freely and formalization that has already been completed, may be employed. For example, in the case of pictures, expression is free, and a person who draws a picture decides the form of presentation. On the other hand, when we illustrate a phenomenon with a formula, formalization is predetermined, and we must obey mathematical rules. As for externalization of writing memoranda, existing formalization and independent formalization are being used together. We can think of module (2) as consisting of the following three usage forms.

(a) Existing formalization
(b) Independent formalization
(c) Existing formalization + Independent formalization

The burden of usage of the existing formalization is that a learner must understands formalization. However, when a learner acquires existing forms, internalization progresses, and the representation in module (1) becomes simplified. For example, when a learner is skilled in the use of the Japanese abacus, she/he becomes capable of mental arithmetic using a mental image of the abacus. The effect of the Venn diagram in the understanding of the set theory is similar.

When externalization is done on the computer, the process of module (3) is remarkable. The rate of this part increases when the expression is done indirectly using the computer. Expression can’t be generated if the computer lacks the appropriate software. Thus, a learner plans an operation sequence to configure expression, and she/he will move the mouse based on that plan.

Module (4) is different from the other modules. Examination is the evaluation of each process from module (1) to (3) with feedback. In other words, examination is a meta-level activity when compared with the other processes.

Modules (1) to (3) become a cycle. The processes from (1) to (3) are evaluated by process (4), which provides feedback. This cycle is repeated until a learner judges by examination. That the activity has been completed

3 Externalization support of self-explanation

3.1 The support of externalization by load reduction

The general support method of externalization is considered in this section. First, we remove the cognitive load intuitively for externalization support. However, the purpose of learning is to put load on the learner. Even if a computer estimates the intention of the learner (even if an explanation is formed automatically,) learning does not progress. Hence, removal of the load does not support learning.

The real nature of the load lies in the multiple combinations of the loads. The load is classified by cause and category, it is necessary to separate the load that aids learning from the load that does not. We aim to reduce the load. In other words, consideration of the relevant control of the load is necessary. Arrangement and classification of each load is necessary for its support.

3.3 Drawing method of the problem-solving process

Support of the expression form generation process serves to prepare for the effective expression method. We show...
(by way of drawing) the problem-solving process following. Problem-solving is a process, and it has a certain structure. Diagram usage is effective to express structured information. Graph expression is a relevant method like Tweedier's indication as an informational expression that has a flowing structure. For example, though various methods are proposed, a flow chart is still used for the expression of a program structure.

We use a style that combines the use of words and figures. We propose the arrow diagram that expressed structure between statements was symbolically used with the text of the items together. The externalization task with our learning environment consists of two tasks: text creation and graph drawing. Expression is constructed in the following procedures:

1. The display of the relation between the words
2. The display of the temporary line which can be connected
3. The display of the relation between the words

First, a learner constructs the explanation of the character form. The explanation of the solution reflects the problem-solving process of the exercise. We exclude compound sentences and complex sentences, and use only simple sentences. Each simple sentence during expresses each state of the problem-solving process. A learner is conscious of the order, and notices that problem-solving proceeds by the items. The order of the explanation copes with the process of the problem-solving.

Next, each simple sentence is connected with an arrow line to form a "node". A learner is specifically conscious of the structure by drawing these lines. As for the structural expression of the explanation, each statement is associated with the arrow line toward the explanation of the expressed goal from the explanation of the initial state. A learner encloses some statement, and gives color attribute as a supplementary activity. The diagram drawn with the arrow line is completed by repeating the above activity.

The part that decides expression is first and the part in which a learner himself can determine expression are both present in the above expression method. Such a method guarantees freedom of expression for the learner, while at the same time accepting ambiguity. Thus a learner can write a memorandum of the meaning of the attribute appended by the learner. For example, the system asks a learner for a reason when a learner changes the color of the line. This function is actualized as a fraction of the support of the look-over.

3.4 The support of the operation sequence generation

We describe the support of the operation sequence generation in this section. The following function is provided because the learning environment should be made convenient.

1. The simplification of the operation
2. The intersection of the operation and the phenomenon
The operations of the learning environment are statement creation, statement delete, line drawing, line erasing, movement, grouping, and the color alteration of the object. It prepares only for easy operations. A phenomenon can be easily imagined from these identifiers. We achieve a single function in our system. An operation and a phenomenon correspond one-to-one, and the understanding of the operation becomes easy.

The learning environment is tailored to notify the learner of deficient explanations and feasibility of the expression by the following operation support. The state of the support is shown in figure 3.

(a) The display of the related word information
(b) The display of drawing line feasibility

A simple sentence is displayed on the learning environment as a symbolic icon. One component is made according to statement, a learner can focus on structure between the statements. On the other hand, a certain word sometimes has significant meaning for structural grasping of the explanation. The learning environment manages word information, and employs it for support.

The indication of related word information This is the method in which the structural understanding of the statement is accelerated. When the same word is used several statements, the learning environment shows them. When the same word is shown repeatedly, the system is made conspicuous. The system displays a statement next to the statement icon, and gives color to that word. The same word in different statements is connected by a line.

The indication of connection feasibility This is the method in which drawing between the statements is supported. The system presents the link that can be connected in the statement nodes as a temporary line. The system estimates the statement that relate to other statements in the placement step (which the statement icon on the workspace finished). The feasibility a line drawn is high in the statement which satisfies the following conditions:

(A) The statement operated just before
(B) The statement that encompasses the same word

The system presents a temporary line to the learner according to the stage at which placement was finished. All candidates are displayed when some lines are presumed. When a learner chooses a temporary line, the system re-establishes that temporary line as a permanent line. Because drawing lines is a possible option, the work of drawing is reduced for the learner.

3.5 The support of the examination by cognitive perspective

We aim at the realization of the farsightedness of the cognitive perspective with the support of examination. Externalization is done so that a learner may learn about himself. We aren’t aiming at deputy by the system. The approach of automating conception and drawing isn’t embraced. Support toward examination of evaluating one’s act is necessary. Therefore, we propose a method that assists the self-monitoring by the learner. The system uses the following two methods, as shown in figure 4.

1. The display of the operation history
2. The collection and display of the operation reason

Reflection on the personal task must depend on the current aspect of the activity subject and on memory. However, subject activity does not express variations in the middle of the task. Moreover, memory is often a temporal
The system makes linear operation sequences and a learner can do an operation again from the arbitrary juncture of the operation sequence that is presented. In that case, a recent operation sequence occurs from the point that an operation was done again, and a previous operation sequence is dismissed. However, when a learner reflects on an error, dismissed operational sequences encompass significant information. Because reflection support is critical, the system preserves all operation sequences. When a recent operation sequence occurs, the previous operation sequence is hidden temporarily from the learner. Then, if a learner requires, the previous operation sequence can be displayed. Cognitive perspective in the examination process improves due to the presentation of the operation history.

The display of the operation history provides an opportunity to look back at the operation. Furthermore, we not only present operation history but also present the reason of the operation. The system requires comment input at every operation. The set list of the operation and the reason are stored in the system. It is understood that comment is useful in order to reconsider program source. Ambiguity is present in expression, and the degree of freedom of expression is guaranteed. A learner himself sometimes forgets the intention of the figure on one side. A memorandum of the operation is useful in such a case as well. The presentation (collection) of the memorandum of the operation is not the active intervention of the system.

4 Self-explanation externalization support system

4.1 The configuration of the self-explanation externalization supporting system

Our system before this paper externalized a self-explanation only in character. However, figures and text are mixed in the natural externalization. Drawing activity is separated from text creation activity in self-explanation, and it is unnatural to draw after text is written. Therefore our system was designed to enter text and to draw simultaneously.

We implemented three functions in the system.

(1) Explanation management
(2) Explanation structural management (visualization management)
(3) Operational history management

Module (1) manages information on the explanation sentence. This module is shared the entry of the explanation sentence and the display of the explanation sentence. A learner enters a simple sentence. The morphological analysis of each simple sentence is done by “Cyasen” developed with NAIST. Information on the word is extracted. By this processing, information on the noun and verb in a simple sentence is extracted. The system preserves the information with a simple sentence.

The order of the statement input can’t be employed as an order of the explanation sentence. When a learner completes a drawing, the system decides the order of the explanation sentence based on the following information:

(a) Related to the arrow
(b) Grouping
(c) Related to the place
(d) Input order

First, the system gives priority to arrow line information. The beginning point and end point of the arrow shows a context. Next, simple sentences are grouped to the same level. The system fundamentally introduces the order of the input as the order of the explanation. When there is no grouping or arrows in the explanation figure, the system decides the order of the explanation sentence based on the co-ordinate information of the icon on the “canvas” screen. If there is a top-to-bottom relationship among icons, this relationship becomes the context. The order of input is used except in the case above. After the system shows the order, the alteration of the order by the learner is possible.

Module (2) manages the drawing task and the information acquired from this task. A learner enters a simple sentence, and next drawing becomes possible. Module (2) manages the whole drawing task on the “canvas”, and it displays support information.
Module (3) presents the task history (operational history) of the learner. A learner sees this operation history, and adds various modifications to the externalized figure.

Various methods of presentation of the operation history are proposed. We think the list form is easy to understand. Various methods of Undo (Redo) are proposed as well\cite{11}. We consider an operation to be a series of persistent sequences. We introduce the interface in which an operation can be done from an arbitrary part of the operation history list and the previous sequence folded under the recent sequence. The current sequence is important for the learner, so a dismissed sequence is rendered temporarily invisible. Hidden operation history can unfold the folded part if necessary (the icon indicates it has been folded.), but a learner only confirms a folded operation sequence, and a dismissed sequence can't be redone midway in the process.

4.2 Outlook of the system

We show how self-explanation is externalized on the system in this section. Six windows are displayed in the system that was manufactured. The screen configuration of the system is shown in figure 5.

(1) Canvas window (Operation button is encompassed.)
(2) Simple sentence input window
(3) Explanation sentence display window
(4) History panel
(5) Operation memorandum input window
(6) History display window

A learner does a drawing task on the canvas window (1), and then the drawing consequence is displayed. The learner starts an explanation through this window, and the explanation is written and modified. Various operation buttons are configured. This window performs the role of the console panel of the whole system.

The simple sentence input window (2) is a one-line editor for a learner to input a simple sentence. This window is invoked by the sentence-creation button on the canvas window, and closes when the input is finished.

The explanation sentence display window (3) displays an entered simple sentence with the items. Each sentence is displayed on this window by an entered order. When a learner estimates that externalization has been terminated (the stage in which the "completion" button is pushed), the order is evaluated, and the line of the explanation sentence is replaced. However, a learner can alter the line of the explanation sentence by using the mouse to "drag & drop".

![Diagram of the prototype system](image-url)

Fig. 5 Screen shot of the prototype system.
The history panel (4), the operation memorandum input window (5) and the history display window (6) are related mutually. The operation history of the learner and memoranda are displayed in the history panel. Though the memorandum input window is displayed at every operation, a learner doesn't necessarily need to enter memoranda. Entered comments are displayed in the history panel with the associated operation. When a learner chooses an operation from the operation history, the history display window displays the screen image when that operation is done. It is important to simultaneously present the screen image to support cognitive perspective. Moreover, if a learner chooses an operation from the operation history, she/he can redo the operation from there.

5 Conclusions

In this paper, we described a learning system in which externalization of self-explanation of the problem-solution process was supported. Recent attention is founded in the educational effect of externalization; however, the mechanism of externalization isn’t clear, and the recommendation of the usage method isn’t sufficient, either.

Therefore, we surveyed externalization first, and described the educational effect. Next, we considered the support method of externalization, and proposed the support method of externalization of self-explanation. The first is the method of externalization of self-explanation that employs expression by words and diagrams, such as memoranda. The other method is that of collecting the operation history and presenting it to the learner from the viewpoint in which the cognitive perspective is important for the examination process of externalization. Furthermore, we attempted a system that could leave operation reason when the operation history was collected. Self-monitoring becomes smooth by presenting operation and reason. Finally, an overview of our trial production system was shown. The state in which a learner externalized in that system was shown.

In the future, we will improve the system, targeting each operation to reduce user load, and we will evaluate the system.
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This paper presents an extended theory for representing cases in a case-based physics learning environment. There are two issues with which developers of case-based tutoring systems often contend: one is assessing and retrieving similar cases from the case library; the second one is delivering the case contents to the students. Whilst an earlier paper has addressed the former issue, this paper focuses on the latter by defining a computational mechanism that is used for delivering the case content. The mechanism is developed by defining a procedural semantics on the case graph which incorporates the dynamic modelling capability of petri nets. A case is initially opaque to the student. During case interaction, however, it will be made transparent gradually by engaging the students with problem-solving activities. The activities are modelled using the notions of marking places and firing transitions, where places and transitions represent case variables and operations, respectively. The idea is illustrated with an example of providing guidance to students solving problems in the domain of Newtonian mechanics.
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1 Introduction

This paper presents an extended theory of representing problem-solving cases proposed in [5] for the purpose of modelling instructional activities between the cases and the learners within the context of case-based tutoring systems (CBTS) [11]. In response to the classic criticisms [12] leveled at the first-generation of computer-assisted learning software that frequently have to go back to inflexible, pre-compiled problem solutions, CBTS is very attractive for several reasons. Two of them are particularly appealing to us. From an instructional perspective, students are highly influenced by past examples (i.e. real cases) to guide their problem-solving activities [1] or completing cognitive tasks [8]. Our project sponsor demands that the final system should faithfully reflect what students actually do when completing their homework. It is, therefore, our aim to ground our system design at the outset on sound psychological findings about pupils’ learning behaviours. Secondly, from a technical viewpoint, case-based adaptation techniques are powerful in adapting interface components to the user’s need [14].

Individual learner’s needs, style and progress do differ substantially. Case-based reasoning technology [7] endows the system with the capability of inferring what is considered ‘best’ for the students by referring to their past learning histories. [5] proposed the use of conceptual graphs (CG) [13] for representing tutorial cases. While this method elegantly tackles the issue of assessing case similarity, how the case graphs are built remains a ‘black-box’. The case users have no way to inspect the internal processes for constructing the graph. To ensure
the cases are useful in tutorial contexts, the knowledge components of the cases need to be 'available' to the students. What we mean by 'available' is making the case solution transparent, i.e. the system is capable of justifying each problem-solving step being shown to the students in terms of the underlying physical principles.

The procedural semantics defined on case graphs which forms the core contents of this paper, provides a way of making the solution procedures explicit to the students. The idea is to synthesize a CG and the actor graph defined in [13] into one single global graph instead of treating them separately. The resulting structure is a tripartite graph that has three types of nodes: concept nodes, symbolic relation nodes and mathematical relation nodes. The mathematical relation nodes are for handling mathematical calculations in the domain of Newtonian mechanics, the targeted subject domain of our project. These calculations are important in many science and engineering applications. In making the synthesis, two important ontological commitments were made. Firstly, human cognitive functions in studying a concrete case are viewed as a process of constructing graphs. Relevant concept nodes are created and linked to each other via some appropriate relation nodes (whether symbolic or mathematical). A case represented by the graph consists of sets of concept nodes and relation nodes, but to what extent the students understand the case contents remains unknown until some observable actions are seen. Secondly, the process of building the graph is based on the notion of concept node marking. Initially, the sets of nodes in a case are all opaque to the users because they are not yet marked. The set of nodes representing the initially given physical quantities are marked first. Each problem-solving step is viewed as generation of new graph nodes, but they are implemented as the nodes states change from unmarked to marked. To mark a set of nodes, the mathematical relation nodes (or operators) which link the marked and the unmarked nodes have to be fired. The procedures of solving the problem are defined as the firing sequence for marking the target concept nodes. The subgraph associated with a particular fired node represents the semantics of the knowledge behind its firing.

2 Formal Definition of the Case Constituents

We represent a typical case abstractly by a directed graph which is composed of

* Three disjoint sets of vertices $C$, $R$ and $R_m$ (i.e. $C \cap R = \emptyset$; $C \cap R_m = \emptyset$; $R \cap R_m = \emptyset$ and $C \cap R \cap R_m = \emptyset$) where $C$ represents the set of concept nodes; $R$ represents the set of symbolic relation nodes; and $R_m$ represents the set of mathematical relation nodes.

* A set of directed arcs $E$ such that $E \subseteq (C \times R) \cup (R \times C)$. Each arc $e \in E$ connects a concept $c \in C$ to a symbolic relation $r \in R$ or vice versa.

* A set of directed arcs $E_m$ such that $E_m \subseteq (C \times R_m) \cup (R_m \times C)$. Each arc $e_m \in E_m$ connects a concept $c \in C$ to a mathematical relation $r_m \in R_m$ or vice versa.

Shown in Figure 1 is an example case graph where

$C = \{c_1, c_2, c_3, c_4, c_5, c_6\}$;

$R = \{r_1, r_2, r_3, r_4\}$;

$R_m = \{r_{m1}, r_{m2}, r_{m3}, r_{m4}\}$;

$E = \{(c_1, r_1), (r_1, c_2), (c_3, r_2), (c_4, r_2), (r_3, c_2), (c_5, r_3), (r_4, c_2), (c_6, r_3), (r_3, c_1)\}$; and

$E_m = \{(c_1, r_{m1}), (r_{m1}, c_2), (c_3, r_{m2}), (c_4, r_{m2}), (c_5, r_{m3}), (c_6, r_{m3}), (r_{m1}, c_3), (r_{m1}, c_5), (c_3, r_{m4}), (c_4, r_{m4}), (r_{m2}, c_6)\}$.

* For every $r_m \in R_m$, there exist an input set $I_r(r_m)$ and an output set $O_r(r_m)$ such that

$I_r(r_m) = \{ c \in C \mid (c, r_m) \in E_m \}; (c, r_m)$ is called the input arc of $r_m$ and $c$ is called the input concept of $r_m$ and

$O_r(r_m) = \{ c \in C \mid (r_m, c) \in E_m \}; (r_m, c)$ is called the output arc of $r_m$ and $c$ is called the output concept of $r_m$. 
For example, the input/output set of the node \( r_{m3} \) in Figure 1 are \( I(r_{m3}) = \{ c_2, c_3 \} \) and \( O(r_{m3}) = \{ c_4 \} \) respectively.

* For every \( c \in C \), it is defined as marked if it is being instantiated to a specific individual. In Figure 1, \( c_7 \) and \( c_8 \) are marked whereas the others are non-marked.

* The marking \( \mu \) of a graph \( G \) can be represented by a \( n \)-vector: 
  \( \mu = (\mu_1, \mu_2, ..., \mu_n) \), where each \( \mu_i \in \{ T, F \} \). For example, the graph in Figure 1 has the marking \( \mu = (T, F, F, F, T, F) \).

* A mathematical relation node \( r_{m} \in R \) is enabled whenever each concept \( c \in I(r_{m}) \) is marked. In Figure 1, only \( r_{m1} \) is enabled at that marking.

* When a mathematical relation node is enabled, it can be fired at any time and every time a mathematical relation is fired, every \( c \in O(r_{m}) \) will be marked.

* For every \( c \in O(r_{m}) \), where \( r_{m} \) is the fired mathematical relation, the content of \( c \) is evaluated according to the formulas inscribed in the respective \( r_{m} \in I(c) \).

* Supposing the formulas inscribed in \( r_{m1} \) is \( c_1 = c_2 + 5 \) and \( r_{m3} \) is \( (c_2 + c_3) / 2 \), the firing of \( r_{m1} \) will mark \( c_2 \) which enables \( r_{m3} \) because \( c_3 \) has already been marked. If \( r_{m3} \) is fired later, a new marking (shown in Figure 2) will be formed and become \( \mu = (T, T, F, T, T, F) \).

3 Representing Mechanics Problem-solving Cases

In our application domain, Newtonian mechanics, two categories of physical entities are identified with respect to the cases we use for tutoring: physical objects and physics concepts. Both are represented, however, as rectangular-shaped concept nodes. In each case, a number of physical objects are involved, such as a block, a car, a plane, a spring, etc., but they are normally described abstractly just as a physical object. Various meaningful relations obtain between the objects, which essentially represent the physical configuration between them. For instance, it makes sense to represent the ‘rest_on’ relation that holds between a block and a plane whenever the block is on the plane. Other meaningful relationships are: ‘above’, ‘contact_with’, ‘moves_on’, and so forth. There are attributes, intrinsic and motion-related, of the physical objects which refer to one object only. For example, ‘acceleration’ (a motion-related attribute) and ‘mass’ (an intrinsic attribute) applies to a single physical object on its own. In representing a physical situation, there are some other domain-related ideas such as external force or friction, which characterize the case being described. All these concepts are categorized as physics concepts as they are used to describe the state of the world depicted by the case. Figure 3 shows a typical case adopted from a standard physics textbook.

---

1 The notion of marking and firing is borrowed from the petri nets formalism [9]
Solution:

Apply Newton's 2nd Law on A&B

10 = (3 + 7) Acceleration A&B
Acceleration A&B = 1 m/s²

Apply Newton's 2nd Law on A

Net Force A = MassA × Acceleration A
External Force A + Contact Force A = MassA × Acceleration A
10 + Contact Force A = 3 × 1
Contact Force A = -7N

Apply Newton's 2nd Law on B

Net Force B = MassB × Acceleration B
Contact Force B = MassB × Acceleration B
Contact Force B = 7 x 1
Contact Force B = 7 N

Figure 3: A typical Newtonian mechanics case and its solution

As the complete graph representing the case occupies too much space, the whole graph is divided into several subgraphs. To illustrate the idea, three representative subgraphs are shown in Figure 4, 5 and 6. The subgraph in Figure 4 represents the physical objects involved in the case and their relationships. The (component) nodes encode the part-whole relationship between the whole system A&B and its constituents A and B. The tuple [Blocks: A&B] > (component) > [Block: B] depicts the block labelled as 'B' as part of the whole system labelled as 'A&B'. The other relation nodes essentially represent the spatial relationships between the objects.

Figure 4: The subgraph showing the physical objects involved in the case and their relationship

The subgraph shown in Figure 5 concerns the attributes, both intrinsic and motion-related, of block A, and other relevant physical concepts centred around it. The absurd type [T] as the agent of the Net_Force_A and External_Force_A indicates it is something that is of no relevance to us. In Figure 6, those concept types that participate in some sort of mathematical relations are shown. Note that most of the arcs in Figure 6 are dotted indicating they are different from the usual symbolic relations.

Figure 5: The subgraph showing the attributes of block A and other relevant physical concepts

Figure 6: The subgraph showing the concept types that participate in some sort of mathematical relations
Figure 5: Subgraph showing the attributes of block A and other relevant physical concepts.
4 Modelling Variables Instantiation as Node Marking

Once a case has been encoded with the formalism, problem-solving activities can be modelled. When given a problem to tackle, the students will generally be asked for a new value from a set of given data. This is modelled as marking the concept nodes such as $C_1$ and $C_3$ in Figure 1. The goal is to get the concept node $C_6$ marked. At the initial marking, only $r_{m3}$ is enabled and therefore any attempt to trigger other mathematical operations is not allowed and, thereby, invites tutorial intervention. The whole process of creating successive markings can be illustrated with a search tree (see Figure 7). The tree

Figure 6: Subgraph showing the mathematical relationships between the relevant concept types

Figure 7
indicates the student can gain access to a large solution space for him/her to explore but in the mean time the tutor can keep track of what can/cannot be done.

5 CLASP: A Case-based Learning Assistant System in Physics

A system called CLASP, has been developed to implement the idea. At the current stage of development, two types of activities associated with examples have been identified: providing solutions for studying, and exercises with answers; hence the modes of interaction in the CLASP prototype are also designed around these two themes. When the users issue a request (in terms of the problem description of their own problems) the system will search through its whole case library and provide them cases which match their request. The style of presenting the case will follow the user's wishes, but only two modes of interaction (solution studying and guided-problem-solving) are available. This is to reflect the common way of using examples in physics textbooks. In the study mode, the system presents the whole case (i.e. both the problem and solution statements) for the user to study. This looks like an electronic reference book and the student may browse through the relevant cases. In the guided-problem-solving mode, the system only presents the problem situation to the users, but appropriate system guidance will be provided in solving the problems. The schematic architecture of CLASP is shown in Figure 8. The students interact with the system with the support of the back-end knowledge base.

Problem-solving in CLASP is modelled as a graph search. When a problem situation, such as the one shown in Figure 3, is encountered, the initial data are represented as concept nodes being instantiated to specific values and they are displayed to students on the working pad (Figure 9). Now the problem-solver can start tackling the problem by searching through the graph and seeing what additional information can be inferred from the initial given data. For the system to perform the tasks, the expertise has already been encoded in the case graphs, therefore the next step to be taken is searching the graph to find out which operators can be fired. The inferred steps may be unfolded or kept hidden for a while as a hint to advise the student. The intelligence of the system's problem-solving ability comes from its inference engine, being implemented by different graph search methods.
The explanatory capability of the system comes from the matching of the input-operator-output nodes with the consequences of the general knowledge graphs. Whenever an operator is fired, the associated nodes will be matched against the consequences of the general knowledge graphs. If one is found, and it should be, then that particular graph will be tagged. If the student requests a justification of the step taken, the system can explain the graph in general terms. For example, the firing of an algebraic summation operator on the values of masses of two physical objects will match the consequence of the general knowledge graph in Figure 8 so the whole graph can be retrieved for explanation (Figure 10). The working pad, showing the problem space, and the explanation combinations supply the integration of what and why the step happened and the whole process becomes transparent to the student.

6 Conclusions

Case-based reasoning (CBR) is a versatile AI technology and can been found in many industrial applications [2] but its potential in training and education is still not fully explored. The work reported here may serves to strengthen the position of CBR in developing instructional systems.

The contribution of the paper to the endeavour of computer-assisted learning is twofold. Firstly, technically, a formal framework for representing cases for learning purposes has been developed. Its formal basis provides a solid foundation for developing robust computer-based instructional systems. With this methodology, the developers only have to concentrate their effort on collecting and encoding the cases. The rest (generating relevant instructional activities from the cases) will be taken care of by the system. This approach offers another advantage for rendering the cases amenable to further analysis. This may be used for providing tool to verify the case-base for internal consistency. Secondly, educationally, our approach paves the way for systematic educational software engineering because it is built on the needs of users, not the technical skills of the developers. Often, educational software developers have adopted a technically-driven design philosophy. Such systems run the risk of losing sight of what is actually happening in the real learning setting.

Our approach avoids the temptation of jumping onto the hi-tech bandwagon but, instead, concentrates firstly on what the students really need. The reason we developed a case-based learning system was not due to the existence of the technology and trying to find what role the technology can play in learning. Rather, we choose
to develop a case-based approach to learning because students do learn from referring to past cases. This principle we consider crucial in determining if the final system proves itself useful to our students. Other features of the system have not been described due to space limitation. They include generating different categories of questions from a case graph [6] to promote self-explanation from the students. The model proposed in this paper can also perform qualitative reasoning [4], and causal order between system variables can be represented succinctly.

References

Use of abstraction levels in the design of intelligent tutoring systems

Ruddy Lelouche  
Département d'informatique  
UNIVERSITÉ LAVAL  Québec G1K 7P4  CANADA  
Tel.: (+1-418) 656 2131, ext. 2597  Fax: (+1-418) 656 2324  
e-mail: lelouche@if.t.ulaval.ca

In problem-solving domains (mathematics, physics, engineering, and most “exact science” disciplines), the knowledge to be acquired by the student is twofold: the knowledge describing the domain itself, but also and mainly the knowledge necessary to solve problems in that domain. As a result, an educational system in such a domain encompasses three knowledge types: the domain knowledge and the problem-solving knowledge, i.e. the knowledge to be acquired and mastered by the student, and the tutoring knowledge, used by the system to facilitate the student's learning process. In this paper, we show how these three knowledge types can be modelled, how they should interact with one another in order to fulfill the system educational purpose, and above all how abstraction levels can shed a uniformizing light on the system operation and make it more user-friendly. We thus hope to bring some contribution to the general and important problem of finding a generic architecture to intelligent educational systems.
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1 Introduction

Teaching is a very complex process in itself. Teaching strategies and activities vary considerably: by the role and autonomy they give to the learner, by the type of interactions they trigger with him/her, by the evaluations they enable, by the relationships they make between theory and practice, etc. From that last perspective, teachable domains can be classified according to the type of knowledge to be acquired by the student: “know”, “know-how”, and “know-how-to-be”. Examples of such domain types are respectively: anatomy or a language grammar, the skill to solve a mathematical or medical problem, and the capability to adapt to one’s environment or to deal with personal relationships. We are more particularly interested in the second type.

Moreover, almost all teachable domains vary in complexity, from simple basics to relatively complex problems to solve or situations to deal with. Thus, a student should learn and master the basics of such a domain before being taught wider notions. And when a human tutor detects errors or misunderstandings, s/he usually draws the student’s attention on a small subset of the involved knowledge, so that s/he may correct his/her errors and/or misunderstandings, focusing either on a given set of the domain knowledge or on the scope of knowledge involved by a given problem.

Problem-solving (PS) domains are the ones in which we are interested here. In such a domain, the knowledge to be acquired by the student is twofold: the domain knowledge itself, but also and mainly the knowledge necessary to solve problems in that domain. As a result, an education-oriented system in such a domain, which we here call a PS-ITS, must encompass three knowledge types: the domain knowledge and the problem-solving knowledge, constituting the knowledge to be acquired and mastered by the student, and the tutoring knowledge, used by the system to facilitate the student’s learning process.

This paper has two goals: to present each of the three types of knowledge involved in a PS-ITS, and for each type of knowledge, to show how abstraction and complexity levels appear and how we think it is possible to deal with them.

To do so, we present in section 2 our domain knowledge modelling and how we exemplify it in a few PS domains. Next, in section 3, we focus on the advantage of separating the problem-solving knowledge from the domain knowledge in a PS-ITS, and we present some problem-solving activities in various domains. In section 4, we briefly describe some principles of tutoring knowledge modelling in a PS-ITS. In each of these three sections, we show how to use abstraction and complexity levels, exemplifying them in a few typical domains.
Finally, section 5 presents the educational interests of using abstraction and complexity levels when modelling the three types of knowledge involved in a PS-ITS.

2 Domain knowledge

In order to describe the domain knowledge, we first present its characteristics in a general PS-ITS (section 2.1). We then show how we model it in a few PS domains (section 2.2), and how such an approach lets us introduce the notions of abstraction and complexity levels (section 2.3).

2.1 General

The first type of knowledge involved in every ITS, the domain knowledge (DK), contains all theoretical and factual aspects of the knowledge to be taught to the student. Although its specific structure can be varied, it typically may include concepts, entities, and relations about the domain [Brodie & al., 1984], object classes and instances [Kim & Lochofsky, 1989], possible use restrictions, facts, rules, [Kowalski, 1979; Clocksin & Mellish, 1981], semantic or associative networks [Findler, 1979; Sowa, 1984], etc.

The main system activities centred on this knowledge type are:
- providing the student with theoretical presentations and explanations about the various knowledge elements and their relationships in the teaching domain;
- providing the other modules of the ITS, i.e. problem-solving and tutoring, with the necessary background of domain knowledge that they need.

2.2 Application to a few domains

In the particular domain of cost engineering, Lelouche and Morin [1997; Morin, 1998] represent this type of knowledge with concepts, relations, and a special case of relations modelled as concepts, the factors.

Concepts can be basic entities like investment, interest, investment duration, present and future values, compounding, compounding period, interest rate, annuity, etc.

Concepts are linked to one another by various types of relations: either usual knowledge-representation relations, like subclass of, element of, sort of, etc., or numerical relations represented by formulae. Such a formula is:

\[ F = P \times (1 + i)^n \]  

(1)

which, given the present value \( P \) of an investment over \( n \) periods at interest rate \( i \), computes the corresponding future value \( F \) of that investment.

A formula such as (1) can be rewritten as:

\[ F = P \times \Phi_{PF,i,n} \]  

(2)

\[ P = F \times \Phi_{FP,i,n} \]  

(3)

thus introducing the factors \( \Phi_{PF,i,n} \) and \( \Phi_{FP,i,n} \). Factors allow us to separate their definition (rightmost equalities above, a quantitative aspect) from their possible uses in the application domain (leftmost equalities, a qualitative aspect).

Similarly, the factor \( \Phi_{AP,i,n} \) converts a series of identical annual amounts \( A \) into a unique present value \( P \):

\[ P = A \times \Phi_{AP,i,n} \]  

(4)

Actually, \( \Phi_{AP,i,n} \) is a sum of \( \Phi_{FP} \) factors (see details below). The factor \( \Phi_{PA,i,n} \) does the reverse process:

\[ A = P \times \Phi_{PA,i,n} \]  

(5)

There exist other factors converting gradient and geometrical series of amounts into a present or future value; such factors are also computed as a sum of \( \Phi_{FP,i,n} \) factors.

In geometry, concepts are basic elements like point, line, segment, and later more elaborate elements like angle, then square, rectangle, circle, ellipse, polygon, solid, polyhedra, etc. Examples of relations between concepts are adjacency (of segments or angles), parallelism (of lines or line segments), complementarity (of angles), etc. Upper-level, more abstract concepts are then defined using lower-level ones, as well as relations between these lower-level concepts (e.g. a triangle is a set of three segments adjacent pairwise).

In mechanical physics, we similarly introduce concepts like time, distance, velocity, acceleration, mass, force, and later angle, angular velocity, angular acceleration, moment of inertia, torque, etc. We also introduce relations like the one defining velocity as the variation in distance per unit of time, or the one stating that the acceleration \( a \) is proportional to the force \( F \) that is applied. Introducing a generalization from linear to rotational movement, another relation defines angular velocity as the angle variation per time unit, and another one states...
that the angular acceleration \( \alpha \) of a solid body is proportional to the torque \( \tau \) that is applied to it. More precisely, we have:

1. For a linear movement, \( F = M \times a \) where \( M = \) total mass of the body (6)
2. For a rotational movement, \( \tau = I \times \alpha \) where \( I = \sum (m \times r^2) \) (7)

Equation (6) expresses Newton's second law. In equation (7), \( I \) is the moment of inertia and is expressed in terms of the mass \( m \) of each of its particles and of its distance \( r \) to the rotation axis. Obviously \( M \) in equation (6) and \( I \) in equation (7) play the role of factors as in cost engineering.

Although formulæ like (2-7) related to factors essentially involve quantitative aspects, the similarities and differences between them, and the circumstances regulating the use of either one, are of a deeply qualitative ground. In cost engineering, if the value of factors is indeed calculated from two or three numerical parameters, the context in which they are defined depends on whether we have to timewise move a unique amount or a series of amounts, identical or not, or conversely to compute an equivalent annual amount, etc. In fact, this context corresponds to the type of conditions that govern the investment, or investment conditions type, without respect to the amounts and durations involved, and is thus essentially qualitative. Similarly, in physics, the proportionality between force and linear acceleration, or between torque and angular acceleration, expresses a qualitative relationship. Only if the need arises, the exact relationship can be expressed by using the actual mass \( M \) in formula (6) or the result of the computation of the moment of inertia \( I \) in formula (7), which in the general case involves a simple or double integral. Indeed, did not the use of qualitative reasoning originate with qualitative physics?

### 2.3 Towards the notions of abstraction and complexity levels

In most PS-domains, abstraction most obviously appears in the definition of the domain concepts themselves, like we showed in all three domains above.

If factors are used in the domain, it also appears that every factor introduces an additional intermediate abstraction level between the concepts implied in the equation defining it. For example, in the case of formula (1), or equivalently formulæ (2) and (3) in cost engineering, or in the case of formula (6) and (7) in physics, we have (see figure 1):

1. At the bottom of the hierarchy, basic concepts "making technicalities explicit" if necessary: the interest rate and the number of periods in cost engineering, the distribution of mass within the body volume in physics;
2. Above them, concepts more fundamentally related to the problem being solved, namely in cost engineering the present and future values of the investment, and in physics the force and acceleration, or the torque and angular acceleration;
3. Between these two levels, an intermediate level created by the introduction of the factor (\( \Phi_{FP} \), \( \Phi_{PF} \), \( M \), or \( I \)).

![Figure 1 — Representation of a factor as a concept.](image)

That intermediate status of the factor, originally just an intermediate variable in computations (see formulæ (2) and (3) or (6) and (7)), makes it appear as a pedagogically oriented concept, which clearly separates

- the computational, quantitative aspect of the factor definition,
- from the practical, qualitative aspect of the factor usage in a domain problem.

This follows the theory [Lenat & al., 1979; Malec, 1989] according to which the use of multiple abstraction levels eases the modelling process and simplifies inferences which may be made on the domain concepts.

Most interestingly, our scaffolding approach can be made more general, at least in certain domains, where we may present and use higher-level factors built upon these first ones. Indeed, in cost engineering, "above" \( \Phi_{FP} \) and
the factors used to express the present and future values of a series of identical amounts (and vice versa) are
a first way to generalize this concept hierarchy. For example, the $\Phi_{AP}$ factor is indeed a sum of $\Phi_{FP}$ factors:

$$\Phi_{AP,i,n} = \sum_{k=1}^{n} \Phi_{FP,i,k} = \sum_{k=1}^{n} \frac{(1+i)^{-k} - 1}{i (1+i)^{n}}$$

where the last expression results from computing the geometrical series shown. This example constitutes a proof
of (4), but also and mainly shows that the $\Phi_{AP}$ factor is at a higher level than $\Phi_{FP}$. Note that this refers to a
complexity level rather than an abstraction level, since it is due to the way the $\Phi_{AP}$ factor is defined and
computed. Similarly, the moment of inertia of a complex body can be (and often is) computed as the sum of
elementary moments of inertia, and therefore is at a higher complexity level.

3 Problem-solving knowledge

In order to describe the problem-solving knowledge, we now present the general characteristics regarding
problem-solving knowledge modelling in a PS-ITS (section 3.1). As we did in section 2, we then exemplify our
model in the cost-engineering and physics domains (section 3.2).

3.1 General

The second type of knowledge is specific to PS-domains [Ganeshan & al., 2000; Gertner & VanLehn, 2000],
henceforth to PS-ITSs. We call it problem-solving knowledge (PSK). It contains all inferential processes used to
solve a problem resulting from the instantiation of a practical situation based on the domain knowledge
[Kowalski, 1979; Patel & Kinshuk, 1997]. In other words, in order to be able to solve a problem, the problem-solving
knowledge needs a theoretical background, which is found in the domain knowledge. The processes stored
in PSK may be represented in various ways, using any or all of: logic [Kowalski, 1979], procedural networks
[Brown & Burton, 1978], semantic networks with procedural attachments, (augmented) transition networks,
production rules [Goldstein, 1979; Anderson & Reiser, 1985], etc.

The main system activities centred on this knowledge type are:

• providing the inferential tools for problem solving, by the system or by a student;
• providing the inferential tools for coaching a student in a problem-solving session.

The main advantage of separating the problem-solving knowledge from the domain knowledge is that it
emphasizes the distinction between the domain itself and the skills used to solve a practical problem in that
domain, thus simplifying the learning process. That knowledge separation into DK and PSK is common to all
PS-domains; this is why we believe that PS-ITSs, which are aimed at helping the student to learn how to solve
problems, should display the same knowledge separation.

Besides, following [Lelouche & Morin, 1997], we can use — we believe in a novel way — that separation
between DK and PSK to define four generic operating modes in a PS-ITS, based on the type of knowledge
involved (DK or PSK), and on whether "generates" that knowledge (the system or the student).

• In domain-presentation mode, the student asks the system some information about a domain theoretical
element, and the system reacts by transferring to the student the required information or knowledge. The
knowledge involved in this category is always DK, system-generated.

• In demonstration mode, the student asks the system to solve a practical problem or to coach him/her while s/he
solves a problem. In the first case, the problem typically comes from the student him/herself, whereas in the
latter one the problem typically comes from the tutoring system. In either case, the main level of knowledge
involved is PSK, student-generated.

• In domain-assessment mode, the system prompts the student to develop a domain element, and the student thus
expresses his/her understanding of that element. If judged necessary, the system may then intervene to correct
that understanding. The knowledge involved in this mode is essentially DK, student-generated.

• Finally, in exercising mode, the system prompts the student to solve a practical problem. The student then
solves it step by step, showing what s/he understands of the involved problem-solving knowledge and of the
associated domain knowledge. If necessary, the system may decide to intervene in order to help him/her reach
his/her goal or to correct it. The knowledge involved in this mode is naturally PSK, student-generated.

3.2 Application to a few domains

Several problem-solving activities are domain-independent, like:

1. identify and instantiate the given problem data;
2. identify and instantiate the expected result(s);
3. apply a formula;
4. apply a theorem.
Every PS-domain also has its own domain-dependent activities. For example, in cost engineering, we have:
5. draw a temporal diagram to represent the relevant events;
6. compare amounts located at the same date;
7. compare amounts located at different dates;
8. add amounts situated at the same date;
9. add amounts situated at different dates;
10. choose a reference date;
11. move an amount from one date to another;
12. collapse a series of periodic amounts into one single amount;
13. explode an amount into a series of periodic amounts.

Similarly, in the subset of mechanical physics referred to above, some activities would be:
14. compute a torque;
15. compute an angular acceleration;
16. compute a moment of inertia.

In many cases, a PS activity can be rephrased into, restated as, a different one, of a lower abstraction level, because more immediate, more down-to-earth, closer to the problem to be solved. For example, in mechanical physics, assuming that the torque and the moment of inertia of a given solid body are known (either given or previously computed), the activity "compute the angular acceleration" (activity 15) would be expressed as, or translated into "apply formula (7)", an instance of the lower-level activity 3. A PS physics tutor is presented in [Gertner & VanLehn, 2000].

Sometimes, a PS task may also be divided into smaller ones, letting us use again the notion of complexity levels in these tasks. For example, in cost engineering, comparing two amounts situated at different dates implies:
• first, choosing a reference date at which to make the comparison;
• then, moving either (or both) amount(s) from its (their) present date(s) to the reference date;
• finally, comparing the amounts, now both located at the same reference date.

These subactivities (of types 10, 11, and 6 respectively in the sample list above) thus appear to be of a lower complexity level than the initial one (of type 7). However, it is interesting to note that, although activity 7 turns out to be more complex than activity 6 (the latter is part of the former), both are stated using the same abstraction level.

It may also happen that some lower-level activities can only appear as components of a higher-level one. For example, still in cost engineering, the activity "drawing a temporal diagram" (type 5 above) implies the following tasks, which can only be accomplished as part of that activity (hence their identification in this paper from 5a to 5d):
5a. draw a timeline to encompass all periods implied by the problem data;
5b. draw arrows representing the amounts involved in the problem data;
5c. if necessary, split an amount (or each amount in a series) to simplify the computations;
5d. qualitatively draw a special arrow to represent the expected result of the computations to be made.

In that case, activity 5 is both of a higher complexity level and of a higher abstraction level than any of its subactivities.

4 Tutoring knowledge

We now briefly present the tutoring knowledge (TK) in order to help the reader to better apprehend the relationships of that knowledge with DK and PSK. This third type of knowledge contains all tutoring processes enclosed in the ITS. It is not directly related to the teaching domain or to problem solving, but is there to help the student understand, assimilate, and master the knowledge included in DK and PSK [Gagné & al., 1992; Gagné & Trudel, 1996].

The main system activities using TK are:
• ordering and formatting the topics to be presented to the student;
• monitoring a tutoring session, i.e., triggering the various tutoring processes according to the system tutoring goal and the student's actions; such monitoring may imply giving explanations, asking questions, changing to another type of interaction, etc.;
• in a PS-domain, while the student is solving an exercise, monitoring the student's PS activities: understanding and assessing these activities, giving advice to correct or optimize them, giving hints or partly solving the exercise at hand (as required by the student or by the tutoring module), etc.;
• continuously analysing the student's progress in order to improve the efficiency of the tutoring process.
The advantage of separating the tutoring knowledge from the knowledge of the domain to be taught has been emphasized long ago [Goldstein, 1977; Sleeman & Brown, 1982; Clancey, 1986; Wenger, 1987], and lies in the reusability of TK in various domains. In the case of PS-domains, the domain to be taught clearly encompasses both DK and PSK; indeed, the term "domain knowledge" applies to DK if referring to the knowledge type, and to DK + PSK if referring to the knowledge to be acquired. Therefore, as shown in the introduction, in a PS-ITS, knowledge ends up being separated into three categories rather than two.

We believe that the tutoring processes are triggered by tutoring goals which depend on the current educational setting and learning context. The role of tutoring goals has been discussed in several works, some of the most recent ones dealing with task and instruction ontologies [Mizoguchi, 1999]. In the current state of our research, our assumption is the following: the underlying hierarchy or hierarchies governing the way tutoring processes interact with one another is not related to these processes per se, but rather to the current goal to be attained when they are invoked. The current goal varies during the session, depending on the student's actions or difficulties, following a dynamically built abstraction-based hierarchy. If our assumption turns out to hold, then the dynamic structure of educational goals and subgoals — which itself depends on the student's desires or abilities, the main underlying objective of the tutoring system, the student's state (e.g. of tiredness, etc.) and performance, etc. — will determine the succession of tutoring processes activated and tutoring interactions taking place. To our knowledge, the use of abstraction levels to induce a dynamic hierarchy of tutoring goals is new, as is the assumption that such a hierarchy will play a major role in activating the various tutoring processes and student-system interactions. Learning goals have been used by Towle [2000], but only for educational simulations, not for tutoring processes in general.

5 Educational interests of abstraction and complexity levels

In the above sections, we have sketched a complexity- and abstraction-level approach to help model the three types of knowledge involved in a PS-ITS. In this section, after clarifying these notions in section 5.1, we present the educational interests of our model. Sections 5.2 to 5.4 focus on the type of knowledge respectively presented in sections 2 to 4. Section 5.5 summarizes that discussion with some overall pedagogical interests of our approach.

5.1 An informal definition of abstraction and complexity levels

In the first three sections, we only referred to abstraction and complexity levels. Here, we try to define these notions better and in a more generally applicable way. Both notions are based on the common notion of refinement, but differ in how the refinement is made: in a general way, abstraction is based on, or refers to, expressiveness or scope, whereas complexity is based on, or refers to, the number of components.

For concepts, taking geometry as an example, a polygon has a higher abstraction level than a triangle or a square, because the number of sides in a polygon is indefinite, but a lower abstraction level than a set of segments, because these segments in a polygon are forced to be pairwise adjacent; a square has a higher complexity level than a triangle, because it has more sides, and also because there are constraints (re. size and angles) between these sides. In cost engineering, we saw that the factors \( \Phi_{PP} \) and \( \Phi_{\text{Ap}} \) are expressed at the same abstraction level, although \( \Phi_{\text{Ap}} \) has a higher complexity level, because of the way it is defined and computed. A similar distinction between abstraction levels and complexity levels holds for the relations they express.

For problem-solving activities, we have similar distinctions, as shown in section 3.2 with several examples.

Finally, the same holds for tutoring processes, or student-system interactions. For instance, the ITS task of tutoring a student while s/he is solving a problem will turn out to be of a higher complexity level if the student encounters more difficulties, although the abstraction level of this process does not depend on the particular student being tutored or on the particular problem being solved. On the other hand, reacting to a student request for hint, or for explanation, is of a lower abstraction level than the previous one; however, there again, the complexity of that task will depend on the specific student request (some simply formulated questions may have quite complex answers!), and will eventually depend also on the way the student is or is not satisfied with the initial system response.

Such level-based distinctions have also been made, for example, by Mizoguchi [1999]. Note that, although the statement "A has a higher abstraction level than B" is clear and may be true, we think that the number of abstraction levels between A and B is not defined, because that number would depend on the modelling effected; for the same reason, it would be even more meaningless to try to assign a numeric value to these levels.

5.2 Domain modelling

The definition of concepts from the simplest to the most complex induces a long-time known presentation order for the subject matter. Similarly and in addition, the factor hierarchy described in section 2 for cost
engineering lets us derive an order for the presentation of factors to the student, from the lowest (simplest) level up to the highest, i.e. with increasing understanding complexity. That does not imply that such an order is unique, or even the best (e.g. a student’s personal interests might make another order more motivating for him/her), but it is justified by our model. This presentation order may itself induce, like for domain concepts, a possible order for prerequisites; e.g., if a student experiments difficulties to deal with $\Phi_{AP}$, has s/he well mastered $\Phi_{FP}$, a conceptually simpler factor?

Moreover, the factor-induced intermediate abstraction levels will permit the ITS to exhibit a sharper modelling of conceptual errors. For example, the source of an understanding error concerning one of the two relations in equation (2) or (3) or (7) (see also figure 1) is much easier to identify using the corresponding factor, either as a definition error or as a usage error, than an error concerning the global equation (1), where the definition and application relationships are not made explicit, and therefore are impossible to distinguish. Similarly, an error using a $\Phi_{AP}$ factor may be diagnosed as possibly resulting from an insufficient mastery of the simpler factor $\Phi_{FP}$ as concept (which in turn will be diagnosed as related either to its definition, or to its usage). Similarly in physics, if the student stumbles on concepts like angular acceleration or moment of inertia, has s/he mastered the simpler although similar concepts of acceleration or mass?

Abstraction and complexity levels on domain elements (concepts and relations, possibly including factors) can then be used to introduce various abstraction levels of explanations. Such explanations can then be tailored to the student’s questions, and adapted to the reminders possibly needed by the student.

5.3 Problem-solving modelling

The problem-solving activities briefly presented in section 3 naturally display abstraction and complexity levels. Indeed, a standard problem can usually be divided, possibly in more than one way, into major steps, which can then be split into simpler substeps. As explained in 5.1, each subactivity in that case may be either simpler (lower complexity level) or more concrete (lower abstraction level) than the original one, or both.

In a first development stage, these abstraction and complexity hierarchies, both for domain elements and for problems to be solved, can ease the definition of exercise types to be implemented into the ITS, and can ease the tutor module task of choosing the exercise type to challenge the student with. Later, once that basic system is operational, the same hierarchies can help develop an automatic exercise generator dealing with the domain elements to be mastered by the student. That approach will then help the student to acquire a better critical mind about the relative importance of problem-solving knowledge vs. domain knowledge.

As for domain elements, abstraction and complexity levels can be used to introduce various types of explanations about the problem to be solved, varying both in abstraction (focus level, terms used, references made) and in complexity (quantity of details, possible references to the problem substeps). Moreover, our approach will lead the student to focus specifically on the activities for which s/he needs more tutoring, with the abstraction and complexity levels appropriate to his/her individual case.

5.4 Tutoring modelling

<table>
<thead>
<tr>
<th>Functioning mode</th>
<th>Domain-presentation mode</th>
<th>Demonstration mode</th>
<th>Domain-assessment mode</th>
<th>Exercising mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main type of knowledge involved</td>
<td>Domain knowledge</td>
<td>Problem-solving knowledge</td>
<td>Domain knowledge</td>
<td>Problem-solving knowledge</td>
</tr>
<tr>
<td>Student's main goal</td>
<td>To learn (acquire or improve knowledge)</td>
<td>To assess his/her learning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direction of the knowledge transfer</td>
<td>System $\rightarrow$ Student</td>
<td>Student $\rightarrow$ System</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Typical trigger (start)</td>
<td>The student asks the system...</td>
<td>The system prompts the student...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge exchange</td>
<td>to solve a practical problem or to coach him/her in problem solving</td>
<td>to develop a domain element to solve a practical problem</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result (closure)</td>
<td>The system presents...</td>
<td>The student presents his/her view of...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>of the element</td>
<td>a possible solution to the requested problem</td>
<td>the requested element a possible solution to the given problem</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The student expresses his/her understanding...</td>
<td>The system assesses the student’s answers, and possibly corrects them</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 — Characteristics of the four typical operating modes of a problem-solving ITS.
As presented in section 3.1, the distinction between DK and PSK leads to the natural definition of four operating modes. Their main characteristics are recalled in Table 2.

The successive tutoring goals aimed at by the system (see section 4) are likely to result in a chain of recursive calls of the tutoring processes invoked. This recursivity will or will not be direct, depending on the tutoring interaction types being chained: the system might decide to temporarily change between interaction types, e.g. to respond to the student’s actions or requests. However, the potential length of this chain is only apparent: because of the abstraction hierarchy of tutoring goals, each newly invoked process will be called with a narrower scope and/or a lower complexity, which eliminates the risk of “forgetting” the initial tutoring goal or of running into an infinite loop.

More generally, tutoring the student may take the form of explanations, guidance, hinting, or even partially solving the exercise on which the student is currently working. The level at which these will be conducted will depend on the current tutoring goal (see section 4). We think our approach is close to that of VanLehn and his colleagues [2000], although they focused their attention on fading and deepening (a particular result of the tutoring interactions) rather than on the current pedagogical goal (the cause for these interactions).

5.5 Overall interests of these abstraction and complexity levels

Abstraction levels are certainly not new. What we think is new is to use them in a systematic way to shed a uniformizing light on the ITS design and operation, and to make it more user-friendly once implemented.

First, they may help to give a better tailoring to the system tutorial interventions to fulfil the student’s needs and the system tutoring goals, thus improving its conviviality and efficiency.

Then, all the capabilities presented above should result in smoother, more “natural”, human-like interactions with the student. This improved ability to reproduce a human teacher’s behaviour contributes again to make the system more user-friendly, and more likely to be used by the student.

Finally, although that aspect is not in the scope of this paper, our refinement of the three types of knowledge as described in sections 2 to 4 paves the way to the conception and the implementation of a structured error model, and eventually of a structured student model.

6 Conclusion

This presentation of a possible knowledge structure for PS-domains, which emphasizes the separation between domain knowledge and problem-solving knowledge, shows how a general functioning theory of such an ITS — namely the four operating modes described in sections 3.1 and 5.4 — can naturally be derived.

Moreover, the abstraction and complexity levels highlighted throughout this paper can be used as a common guideline to help finding an appropriate representation for each one of the three knowledge type, and thus can help creating more efficient ITSs. More generally, this guideline can shed a uniformizing light on the system design, although it has never been used in a systematic way in the design or implementation of an ITS.

We thus hope to bring some contribution to the general and important problem of finding a generic architecture for intelligent tutoring systems.
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1 Introduction

Tutoring of students is an ill-structured problem that is characterized by:
(a) Uncertainty of student's knowledge mastery.
(b) Preferences, judgments, intuition, and experience of teacher.
(c) Criteria for decisions are occasionally in conflict, and highly dependent on the teacher's perception.
(d) Decisions must be achieved in limited time.
(e) The student's mental states evolve rapidly.

This study attempts to address these issues by using an intelligent decision-theoretic approach. The framework of this research has contributed to the development of an intelligent decision support system called iTutor, for tutoring Engineering Mechanics at Singapore Polytechnic.

Probabilistic or Bayesian networks [9] and decision analysis [5] have shown to be capable of solving many real-world problems involving reasoning and decision making under uncertainty. Bayes's nets allow for efficient reasoning and inference about combination of uncertain evidence. Student modeling with Bayes's nets for intelligent tutoring had achieved successes, see for example in [16], [11], and [2]. The differences in these works lie mainly in the choice of variables and granularity of the models.

In Villano's Knowledge Space Theory, the basic unit of knowledge is an item (in the form of a question). The student's knowledge state is defined as the collection of items that the student is capable of answering. The collection of all feasible states is called the knowledge structure, and it is connected by the learning path. By incorporating uncertainty at each node, the knowledge space can be transformed into a Bayes's net. The Bayes's net then constitutes a student model where probabilistic reasoning can be performed when evidence is available. Reye on the other hand, uses pre-requisite relationship of domain knowledge and dynamic belief network for modeling student's mastery of a topic. Finally, Conati and Vanlehn make use of teacher's
solution(s) as the ideal model to track student’s faulty knowledge as the student solves a problem.

Our work here differs from others in that we construct relevant Bayes’s nets by modeling learning objectives (L), evidence (V) from student responses, application of knowledge to different situations (C), and learning goal (G). A decision network [3] is then formed by adding decision and utility nodes to the Bayes’s net. As it is computationally intractable to track student’s solution in real time, we use sequential decisions to generate tutoring strategy that anticipates students’ responses.

This paper is organized as follows: Section 2 provides an overview of the conceptual framework for the decision theoretic intelligent tutoring system called iTutor. The transformation of student’s responses to evidence is discussed in Section 3. Section 4 illustrates how the student model is constructed from a set of Bayes’s nets, while Section 5 presents the tutoring strategy model using two-step look-ahead decision network. The results of a typical iTutor session are illustrated in Section 6. It emphasizes the automation of decision network construction and shows that when student’s responses are available, the system is able to diagnose student’s misconceptions and to provide adaptive tutoring using the generated strategy. Finally, we conclude by discussing future directions.

2 Framework of Adaptive Tutoring

Figure 1 shows the essential components of adaptive tutoring in iTutor. The Evidence Model converts the student response (xiik) to item i into evidence of knowledge mastery for a relevant learning objective (vjk).

The Student Model consists of a set of Bayes’s nets with nodes that are either Evidence, Case, Learning Objective, or Goal. These nodes are initialized with prior information from the teacher’s judgement and theoretical probability models. The student model can be subsequently updated to reflect a student’s knowledge mastery when evidence is available.

The Tutoring Strategy Model uses decision-theoretic approach to select satisfying [14] learning objectives for tutoring student. The metacognition sub-module determines the appropriate tutor’s action: providing more help or hint, prompting another question, or stop the tutoring session. Dynamic Decision Network (DDN) provides approximate solutions for partially observable Markov decision problems, where the degree of approximation depends on the amount of look-ahead. If the decision is to obtain evidence of mastery on a learning objective, an item of difficulty bi that matches the student’s ability q will be selected. Student’s response is collected, evaluated, and transformed into evidence at the relevant nodes in the student model. The chance nodes in DDN are updated and a decision policy is generated. In this way, the system is able to adapt tutoring to the needs of the student and achieve the objectives of the curriculum.

3 Evidence Model

The student’s responses are processed in the evidence model. Let Vjk be the evidence node that indicates the student’s (j) mastery state of learning objective k. Let X be the set of responses and xijk ∈ Xjk ⊆ X be the response to item i which tests the kth learning objective, then

\[
Pr(V_{jk} | x_{ijk}) \propto Pr(v_{jk})Pr(x_{ijk} | V_{jk})
\]

where Pr(vjk) is the prior probability which can be obtained statistically from past data. Pr(xijk | vjk) is the likelihood of correct-answer score. An example of the likelihood function is \( \Delta_k \exp(-b_i V_{jk}) \) where \( \Delta_k \) is the importance of knowing learning objective k so as to answer item i correctly and bi is the difficulty index for item i.

4 The Student Model
The Student Model consists of a set of Bayes's nets, and each Bayes's net models the student's mastery of a key concept (goal). In Section 4.1, the structure of the student model is defined. The construction of Bayes's net and the conditional probability assignment are discussed in Section 4.2. Instantiation of an evidence node activates a message passing process in the Bayes's net. This process results in the updating of marginal probabilities at the nodes. Most commercial software for developing probabilistic network possesses efficient algorithm [1] for implementing the message passing process.

4.1 Semantics of the Student Model

The Student Model is a directed acyclic graph (DAG) that represents a joint probability distribution of a key concept and several learning objectives. A node represents the learning objective as a random variable, and an arc represents possible probabilistic relevance or dependency between the variables. When there is no arc linking two nodes, it indicates probabilistic independence between the variables. In this study, the variables are classified into four types: Evidence, Case, Learning Objective, and Goal as shown in Figure 2.

More formally, a student model in iTutor is a DAG 3 = (N, w) where N = Nv ∪ NL ∪ NC ∪ NG are the nodes such that Nv is a set of evidence nodes, NL is a set of learning objective nodes, NC is a set of case nodes, and NG is a set of goal nodes.

w = ψvl ∪ ψpc ∪ ψpg are the arcs such that ψvl ⊆ N × NL are arcs into learning objective nodes, ψpc ⊆ Nv × NC are arcs from evidence nodes to case nodes, and ψpg ⊆ (NL ∪ NG) × NG are arcs from learning objective or goal nodes to the goal nodes.

Notice that evidence nodes have no parent node and only evidence nodes could be the parents of case nodes. Goal nodes are always sink nodes and they have parents that are either learning objective nodes or goal nodes. This signifies that mastery of a concept (goal node) is dependent on the mastery of learning objective(s) and/or prerequisites (other goal nodes).

4.2 Construction of a Bayes's Net

Figure 3 shows a Bayes's net on mastery of a hypothetical concept (goal) "XYZ". Each node has three knowledge states: non-mastery, partial-mastery, and mastery. The granularity of Bayes's net depends on the number of nodes and its states. However, as the granularity becomes finer, the number of entries in the conditional probability table grows exponentially.

Values at the root nodes are known as prior probabilities while that at other nodes are conditional probabilities. To use the probabilistic network the random variables must be initialized with prior probability values. These values may be based on teacher's belief or past statistics. An intuitive method is to generate a probability table based on seven-category of the difficulty of learning objectives (see Table 1). These probability values are to be input as the prior probability of the related evidence. The teacher also has the flexibility to amend the values based on their belief and context of usage. On the other hand, the probability values can be obtained from statistics of previous tests/examinations. A simple procedure for the use of past statistics is:

- Assigned learning objectives to each question;

<table>
<thead>
<tr>
<th>Category</th>
<th>NM</th>
<th>PM</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>very easy</td>
<td>0.001</td>
<td>0.009</td>
<td>0.99</td>
</tr>
<tr>
<td>easy</td>
<td>0.01</td>
<td>0.09</td>
<td>0.90</td>
</tr>
<tr>
<td>fairly easy</td>
<td>0.05</td>
<td>0.15</td>
<td>0.80</td>
</tr>
<tr>
<td>Neutral</td>
<td>0.10</td>
<td>0.20</td>
<td>0.70</td>
</tr>
<tr>
<td>fairly difficult</td>
<td>0.20</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td>difficult</td>
<td>0.30</td>
<td>0.40</td>
<td>0.30</td>
</tr>
<tr>
<td>very difficult</td>
<td>0.40</td>
<td>0.50</td>
<td>0.10</td>
</tr>
</tbody>
</table>
b) Enter student’s responses (in terms of percentage) for the questions that she has answered; 
c) Compute the average number of students (in percentage) for each mastery category: 0-40 (non-
mastery state), 40-70 (partial-mastery state), and 70-100 (mastery state).

If a probability distribution function is able to describe the statistics, it can be used. In Figure 3, the values
Pr(E2=non-mastery) = 0.30, Pr(E2=partial-mastery) = 0.50, and Pr(E2=mastery) = 0.20 are obtained from
statistical data for this particular evidence. It is acceptable for another person to assign different probability
values so long as it is consistent with the probability axioms [12]. Since the decision theory approach is
normative rather than descriptive, it is able to explain the actions of the decision-maker.

For any node \( n_q \), the conditional probability required to specify the Bayes’s net is computed based on the
relative importance (weights) of the parent nodes \( pa(n_q) \) to itself.

If the state of \( n_q \) and \( pa(n_q) \) is the same, then \( \Pr(n_q \mid pa(n_q)) = \sum_{pa(n_q)} (w_{pq} - (c-1)\kappa) \)
else \( \Pr(n_q \mid pa(n_q)) = \sum_{pa(n_q)} \kappa \)

where \( c \) is the number of states and \( 0 \leq w_{pq} \leq 1 \).

\( \kappa \) is a constant and a measure of uncertainty such as careless errors, lucky guesses, changes in the student
knowledge state due to learning and forgetting, and patterns of student responses unanticipated by the
designer of the student model. The weights \( w_{pq} \) are either assessed based on the teacher’s subjective judgment
or past students’ responses to closely related items.

Referring to Figure 3, since Learning_Objective_1 is dependent only on Evidence_1, \( w_1 = 1 \). Let
Learning_Objective_1 has greater influence on mastery of goal “XYZ” than Learning_Objective_2, \( w_{1g} = 0.6 \), and \( w_{2g} = 0.4 \). Assigning \( \kappa = 0.005 \), the conditional probability tables can be computed using equation (1).

5 Tutoring Strategy

When a student logon to iTutor, the system automatically searches his ability index from the database. The
ability index is either computed from the tests taken previously by the students, or from her knowledge states in the student model (see Section 5.1). Human tutors consider the student's emotional state in deciding how to respond. Similarly in iTutor, the system considers factors such as response time, response pattern, student knowledge structure to determine tutoring actions: give more hint, help, ask another question, or stop the tutoring session. If the decision is to prompt another item, a learning objective and an appropriate item will be selected to coach her (see Section 5.2). Section 5.3 discussed the generation of tutoring strategy based on student's response.

5.1 Mapping of Knowledge State to Student Ability

Let the student's ability be \( \theta_j = (\theta_{j1}, \theta_{j2}, \ldots, \theta_{jm}, \ldots, \theta_{ji}) \). A function \( f: v_{jm} \rightarrow \theta_m \) where \( v_{jm} \) is the evidence at the goal node (g) of \( m^{th} \) Bayes's net. An example of such function is:

\[
\theta_{jm} = \begin{cases} 
N (1.5, 0.6) & v_{jm} \geq 0.7 \\
N (0.5, 1) & 0.4 < v_{jm} < 0.7 \\
N (-1, 1.2) & v_{jm} \leq 0.4 
\end{cases}
\]

where \( N (\mu, \sigma) \) denotes a normal distribution with mean \( \mu \) and standard deviation \( \sigma \).

The computed ability index is then used to categorize (Advance, Intermediate, or Beginner) the student. An appropriate learning objective is selected based on the heuristic shown in Table 2. Value assignment is used to compute the path length of Bayes's net and is used as preference for tutoring policy generation. They are as follow:

\[
\text{value}(G) = 0 \quad \text{for} \quad G \in \{ \text{Goal nodes} \} \quad \text{and} \quad \text{ch}(G) = \emptyset \\
\text{value} (\text{ch}(N)) = 0 \quad \text{if} \quad \text{ch}(N) = \emptyset \\
\text{value}(N) = \text{value} (\text{ch}(N)) + 1 \quad \text{for node} \ N \\
\text{where} \ \text{ch}(N) \ \text{is the child node of} \ N
\]

5.2 Item Selection

Each item is tagged with an index \( h_i \) that estimates the minimum ability to answer it correctly with 0.5 probability. The items are assumed to be independent and the index obtained through statistic of past students' attempts or assigned using teacher's belief. Subsequent update of item difficulty index may be performed through item response theory [4] such as Rasch model [10]. From the set of items related to a learning objective, an item \( i \) is selected based on: \( \theta - h_i < \varepsilon \) where \( \varepsilon \) is a

Table 2 Search Heuristic for Identifying Learning Objective for Coaching

<table>
<thead>
<tr>
<th>Category</th>
<th>Identification of first Learning Objective for tutoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advance</td>
<td>25% of pathLength*</td>
</tr>
<tr>
<td>Intermediate</td>
<td>50% of pathLength</td>
</tr>
<tr>
<td>Beginner</td>
<td>75% of pathLength</td>
</tr>
<tr>
<td>New</td>
<td>50% of pathLength/2</td>
</tr>
</tbody>
</table>

* pathLength denotes max(value(N)) \( \forall N \in \) Bayes's net.

The value(N) assignment is stated in equation 2

\# The category New refers to students who login to the system the first time

Table 3 Utility of Various Outcomes

<table>
<thead>
<tr>
<th>Condition / Expression</th>
<th>Decision: Stop</th>
<th>Preference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S(N) = &quot;M&quot; ) &amp; value(N) = 0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( S(N) = &quot;N&quot; ) &amp; value(N) = 0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Decision: Ask item on same \( N \)

| \( S(N) = "M" \) | 0 |
| \( S(N) = "N" \) | 1 |

\( k = \text{number of} \ N_k \in \{ (N_k, S_k) \} \wedge \text{with same} \ S_k \)

\( k = \text{number of tries}, n \), for the same learning objective \( 1 - k / 5 \)

\( \text{Decision: Ask item on} \ \text{ch}(N) \)

| \( S(N) = "M" \) | 1 |
| \( S(N) = "N" \) | 0 |

\( \gamma = \max (Pr(S(\text{ch}(N)) = "M" | x = 1) - Pr(S(\text{ch}(N)) = "N" | x = 0)) \)

\( \text{Decision: Ask item on} \ \text{pa}(N) \)

| \( S(N) = "M" \) | 0 |
| \( S(N) = "N" \) | 1 |

\( \gamma = \max (Pr(S(\text{pa}(N)) = "M" | x = 1) - Pr(S(\text{pa}(N)) = "N" | x = 0)) \)

Table 4 Utility Values for Item Difficulty Level Selection

<table>
<thead>
<tr>
<th>Current Knowledge State (State)</th>
<th>Current Response (E)</th>
<th>Next Question Typ (D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Mastery</td>
<td>Correct</td>
<td>-0.2</td>
</tr>
<tr>
<td></td>
<td>Wrong</td>
<td>0.4</td>
</tr>
<tr>
<td>Mastery</td>
<td>Correct</td>
<td>-0.4</td>
</tr>
<tr>
<td></td>
<td>Wrong</td>
<td>0.4</td>
</tr>
<tr>
<td>Mastery</td>
<td>Correct</td>
<td>-0.2</td>
</tr>
<tr>
<td></td>
<td>Wrong</td>
<td>-0.2</td>
</tr>
</tbody>
</table>

Remarks: \( S(N) \) denotes the knowledge state of node \( N \)

\( \text{ch}(N) \) denotes child node of node \( N \)

Figure 4: Dynamic Decision Network
pre-defined small value. This ensures selected item is challenging and likely to be solved by the student. Teacher’s solution will be displayed upon student’s request so that she can learn from her mistake. This strategy assumes student’s ability is dynamic and can be raised to higher levels through self-paced computer-aided tutoring.

5.3 Tutoring Policy Generation

To bring the probabilistic network one step closer to being a useful intelligent tutoring system, automated decision-making capability has been added. When asked to provide a tutoring policy for the student, the system generates a course of action based on her current mastery states. The tutoring policy aims to use a series of items with differing difficulty to determine more precisely her mastery of specific learning objectives. Items are categorized into easy, average and difficult. In this project, a two-step lookahead dynamic decision network is recommended so as to compromise between the need to invoke policy generation routine for a decision and the long computing time to generate policy with many decisions.

Figure 4 shows a dynamic decision network (DDN) used in this study. In addition to the decision nodes for current and future time steps, the DDN also contains the previous decision, D_{t-1}, as an evidence node. When the evidence for state \( t \) arrives, the probability distributions of State, are updated [1] using the prediction-estimation process (see Figure 5). After the initial prediction of probabilities (Bel*), State_{t+1} estimates the new belief based on projected evidence [13]. This process repeats for State_{t+2}. Eventually, the expected utility is evaluated by a sequence of summations and maximizations. Tables 3 and 4 show the utility functions for node \( U_{t+2} \). Selecting the outcomes with maximum expected utility value constitute the tutoring policy.

6 An Illustration

6.1 Construction of a Decision Network

In this project, the construction of all probabilistic networks is performed using Netica API [7]. A module leader enters the learning objectives and the weights of the key concept Forces using Microsoft Access [6]. The probabilistic values shown in Figure 6 are entered based on past examination results. By clicking the button "Model Construction", a Bayes's net (see Figure 7) and a decision network (see Figure 8) on "Forces"
will be created. Teachers who are familiar with Netica application [8] can use the generated Bayes's net to perform what-if analysis. For example, a teacher may want to determine the likely student's improvement if he provides remedial instructions on "Resolutions of Vectors". He can do so by instantiating the evidence node e2_4 to "Mastery" state, and observe the probability of mastery in the goal node labeled Forces.

6.2 Diagnosis of a Student's Misconceptions

The items to be presented to the students are coded by the teacher using Scientific Notebook [15]. With iTutor, the teacher is able to monitor student's progress through the database management tool. Figure 9a shows a snapshot of a student who had answered item "Force_001" correctly and partially correct for item "Force_004". The teacher can track a student's mastery states by clicking the "Advice" button. The system transforms the responses to evidence, and instantiates the evidence nodes in the Bayes's net as shown in Figure 9b. The posterior mastery states are displayed (see Figure 9c). The output also provides the teacher information on specific learning objectives to tutor. In addition, he can also examine the detailed strategy by clicking the "Tutorial Strategy" button. This action causes the generation of a decision network (see Figure 9d). Figure 9e shows items to be posed to the student if she continues with the online tutorial. At any stage, the teacher may intervene by providing personal coaching.

7 Conclusions

Presently, the students' knowledge states remain unchanged until additional evidence is available. The system also uses a constant learning rate for all students. One future direction is to include additional parameters to model student forgetting and learning rates. Another area is to provide a user interface for teachers not familiar with Netica application to perform what-if analysis. In this way, the teacher will be able to focus on student's issues rather than to learn another software tool. The next future direction is to include probability functions other than Normal distribution. This is essential when the ability distribution of student cohort is not symmetric.

A significant result of this project is the use of Bayesian networks to generate sound probabilistic inferences. Another contribution is the automation of decision networks construction. The recommended strategy is used in adaptive tutoring. With iTutor, teacher is able to monitor the student's progress and yet had time for lesson preparation and coaching of weaker students. In addition, the teacher has access to the student's knowledge states and actions taken by iTutor at every stage of the tutoring process. Moreover, it enables students to have tutorials customized to their needs.
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(a) User interface for teacher to track student's progress

(b) Bayes's net running as background process (transparent to user)

(c) Output of student's mastery states

The student's mastery states are:

<table>
<thead>
<tr>
<th>Learning Objective</th>
<th>NonMastery</th>
<th>Partial Mastery</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>12_1 Vectors</td>
<td>0.010</td>
<td>0.010</td>
<td>0.980</td>
</tr>
<tr>
<td>12_2 Vector Addition</td>
<td>0.014</td>
<td>0.599</td>
<td>0.387</td>
</tr>
<tr>
<td>12_5 Direction</td>
<td>0.010</td>
<td>0.010</td>
<td>0.980</td>
</tr>
<tr>
<td>12_6 Angle</td>
<td>0.010</td>
<td>0.010</td>
<td>0.980</td>
</tr>
<tr>
<td>12_7 Magnitude</td>
<td>0.010</td>
<td>0.010</td>
<td>0.980</td>
</tr>
<tr>
<td>12_3 Resultant Vector</td>
<td>0.030</td>
<td>0.168</td>
<td>0.802</td>
</tr>
<tr>
<td>12_4 Resolution</td>
<td>0.014</td>
<td>0.599</td>
<td>0.387</td>
</tr>
<tr>
<td>12_5 SI Units</td>
<td>0.000</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>12_6 Forces</td>
<td>0.030</td>
<td>0.272</td>
<td>0.698</td>
</tr>
</tbody>
</table>

The expected score for this key concept Forces is 81.59.

Based on the knowledge states, you may want to provide coaching in Vector Addition and Resolution.

(d) Dynamic decision network running as background process (transparent to user)

(e) Output of tutoring strategy

With regard to the key concept Forces, the course of action is:
- select average item from 12_2 (Force_002)
  - if response is correct then
    - select difficult item from 12_2 (Force_012)
      - if response is correct then
        - select average item from 12_4 (Force_013)
      - else
        - select average item from 12_2 (Force_021)
    - else
      - select easy item from 12_2 (Force_003)
  - if response is correct then
    - select average item from 12_2 (Force_017)
  - else
    - select easy item from 12_2 (Force_006)

Figure 9: Overview of an iTutor Session
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