This paper reviews the concept of experimentwise Type I error. While "testwise" alpha refers to the probability of making a Type I error for a single hypothesis test, "experimentwise" error refers to the probability of having made a Type I error anywhere within the study. Experimentwise error concerns are the basis for two common statistical practices (i.e., analysis of variance (ANOVA) post hoc tests and multivariate tests), and researchers will not understand these two applications if the basic concept of experimentwise error is not understood. First, ANOVA post hoc tests implicitly incorporate a correction for experimentwise error, using adjustments similar to the Bonferroni correction. Second, experimentwise error concerns are one reason why multivariate tests are almost always vital in educational research. (Author/SLD)
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Abstract

The present paper reviews the concept of experimentwise Type I error. While "testwise" alpha refers to the probability of making a Type I error for a single hypothesis test, "experimentwise" error rate refers to the probability of having made a Type I error anywhere within the study. Experimentwise error concerns are the basis for two common statistical practices (i.e., ANOVA post hoc tests and multivariate tests), and researchers will not understand these two applications if the basic concept of experimentwise error is not understood. First, ANOVA post hoc tests implicitly incorporate a correction for experimentwise error, using adjustments similar to the "Bonferroni correction. Second, experimentwise error concerns are one reason why multivariate tests are almost always vital in educational research.
It is clear that, “Whenever multiple statistical tests are carried out in inferential data analysis, there is a potential problem of ‘probability pyramiding’” (Huberty & Morris, 1989, p. 306). Using a .05 significance level, although acceptable for one statistical test, if used in successive statistical tests, would likely result in a damagingly high Type I error rate across the entire study. And as Morrow and Frankiewicz (1979) emphasized, it is also clear that in some cases the inflation of experimentwise error rates can be quite serious.

The present paper reviews experimentwise Type I error. The concept is fundamentally important in two respects. First, ANOVA post hoc tests implicitly incorporate a correction for experimentwise error; if this correction is not understood, the researcher does not understand post hoc tests themselves. Second, because experimentwise error concerns are one reason why multivariate tests are almost always vital in educational research (Fish, 1988; Thompson, 1999), researchers ought to understand experimentwise error if they are to understand an important rationale for multivariate methods.

Most researchers are familiar with testwise alpha, which is set by the researcher as an acceptable probability of making a Type I error. But while testwise alpha refers to the probability of making a Type I error for a single hypothesis test, experimentwise error rate refers to the probability of having made a Type I error anywhere within the study. When only one hypothesis is tested for a given group of people in a study, the experimentwise error rate will exactly equal the testwise error rate. But when more than one hypothesis is tested in a given study with only one sample, the two error rates may
not be equal. Regardless of the number of hypotheses, the experimentwise error rate is always greater than, or equal to, the testwise error rate.

Given the presence of multiple hypothesis tests (e.g., two or more dependent variables) in a single study with a single sample, the testwise and the experimentwise error rates will still be equal only if the hypotheses (or the dependent variable) are perfectly correlated. Logically, the correlation of the dependent variables will impact the experimentwise error rate, because, for example, when one has perfectly correlated hypotheses, in actuality, one is still only testing a single hypothesis. In the case where dependent variables are neither perfectly correlated nor uncorrelated, the experimentwise error rate will be somewhere between the testwise error rate and the computed experimentwise error rate. Thus, the true experimentwise error rate is difficult to estimate in situations where the hypotheses are not perfectly correlated or uncorrelated. In summary, two factors impact the inflation of experimentwise Type I error: (a) the number of hypotheses tested using a single sample of data, and (b) the degree of correlation among the dependent variables or the hypotheses being tested.

When the dependent variables or hypotheses tested using a single sample of data are perfectly uncorrelated, the experimentwise error rate ($\alpha_{EW}$) can be calculated. This is done using what is called the Bonferroni inequality (Love, 1988):

$$\alpha_{EW} = 1 - (1 - \alpha_{TW})^K,$$

where $K$ is the number of perfectly uncorrelated hypotheses being tested at a given testwise alpha level ($\alpha_{TW}$). Love (1988) presented the mathematical proof that this formula is correct.
For example, if three perfectly uncorrelated hypotheses (or dependent variables) are tested using data from a single sample, each at the $\alpha_{TW}=.05$ level of statistical significance, the experimentwise Type I error rate will be:

$$\alpha_{EW} = 1 - (1 - \alpha_{TW})^k$$

$$= 1 - (1 - .05)^3$$

$$= 1 - (.95)^3$$

$$= 1 - (.95(.95)(.95))$$

$$= 1 - (.9025(.95))$$

$$= 1 - .857375$$

$$\alpha_{EW} = .142625$$

Thus, for a study testing three perfectly uncorrelated dependent variables, each tested at the $\alpha_{TW}=.05$ level of statistical significance, the probability is .142625 (or 14.2625%) that one or more null hypotheses will be incorrectly rejected within the study. Most unfortunately, knowing this will not inform the researcher (a) as to which one or more of the statistically significant hypotheses is, in fact, a Type I error, or (b) as to exactly how many Type I errors are being made.

These concepts may be too abstract to be readily grasped. Luckily, Witte (1985, p. 236) explains the two error rates using an intuitively appealing example involving a coin toss. If the toss of heads is equated with a Type I error, and if the coin is tossed only once, then the probability of a head on the one toss ($\alpha_{TW}$), and of at least one head within the set ($\alpha_{EW}$) of one toss, will both equal 50%. Because there is only one toss of the coin, or hypothesis, the experimentwise and testwise error rates for this example are equal.
If the coin is tossed three times, rather than only once, the testwise probability of a head on each toss is still exactly 50%, i.e., $\alpha_{TW}=.50$ (not .05). The Bonferroni inequality is a literal fit to this example situation (i.e., is a literal analogy rather than a figurative analogy) because the coin's behavior on each flip is perfectly uncorrelated with the coin's behavior on previous flips, assuming the coin is fair. That is, a coin is not aware of its behavior on previous flips and does not alter its behavior on any single flip given some awareness of its previous behavior.

Thus, the experimentwise probability ($\alpha_{EW}$) that there will be at least one head in the whole set of three flips will be exactly:

$$\alpha_{EW} = 1 - (1 - \alpha_{TW})^K$$

$$= 1 - (1 - .50)^3$$

$$= 1 - (.50)^3$$

$$= 1 - (.50(.50)(.50))$$

$$= 1 - (.2500(.50))$$

$$= 1 - .125000$$

$$\alpha_{EW} = .875000$$

Table 1 illustrates these concepts in a more concrete fashion. There are eight equally likely outcomes for sets of three coin flips. These are listed in the table. Seven of the eight equally likely sets of three flips involve one or more Type I error, defined in this example as a heads. And 7/8 equals .875000, or 87.5%, as expected, according to the Bonferroni inequality.

Researchers control testwise error rates by picking small values, usually 0.05, for the testwise alpha. Experimentwise error rates can be limited by employing multivariate
Table 1

All Possible Families of Outcomes for a Fair Coin Flipped Three Times

<table>
<thead>
<tr>
<th>Flip #</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>2.</td>
<td>H</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>3.</td>
<td>T</td>
<td>H</td>
<td>T</td>
</tr>
<tr>
<td>4.</td>
<td>T</td>
<td>T</td>
<td>H</td>
</tr>
<tr>
<td>5.</td>
<td>H</td>
<td>H</td>
<td>T</td>
</tr>
<tr>
<td>6.</td>
<td>H</td>
<td>T</td>
<td>H</td>
</tr>
<tr>
<td>7.</td>
<td>T</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>8.</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
</tbody>
</table>

p of H on each flip 50% 50% 50%

statistics to test omnibus hypotheses as against lots of discrete univariate hypotheses. As shown in the illustration, using several univariate tests could lead to an extremely high experimentwise error rate if left uncontrolled.

Paradoxically, although the use of several univariate tests in a single study can lead to too many null hypotheses being spuriously rejected, as reflected in inflation of the experimentwise error rate, it is also possible that the failure to employ multivariate methods can lead to a failure to identify statistically significant results which actually exist. In other words, lowering the testwise error rate in univariate testing to control the experimentwise error rate (called the Bonferroni correction) increases the chance of not rejecting hypotheses that are in fact false, or of Type II errors. The Bonferroni correction involves using a new testwise alpha level, $\alpha_{TW}^*$, estimated, for example, by dividing $\alpha_{TW}$ by the number of $K$ hypotheses in the study. This approach attempts to control the experimentwise Type I error rate by reducing the testwise error rate level. For example, if
three hypotheses were being tested and the desired experimentwise error rate was .05, the new testwise alpha would be:

$$\alpha_{EW} = 1 - (1 - \alpha_{TW}^*)^K$$

$$0.05 = 1 - (1 - \alpha_{TW}^*)^3$$

$$-0.95 = -(1 - \alpha_{TW}^*)^3$$

$$0.95 = (1 - \alpha_{TW}^*)^3$$

$$0.95^{1/3} = 1 - \alpha_{TW}^*$$

$$0.983 = 1 - \alpha_{TW}^*$$

$$-0.017 = -\alpha_{TW}^*$$

$$0.017 = \alpha_{TW}$$

The new testwise alpha is reduced to .017 in order to keep the experimentwise error rate at .05. It is in these cases that some statistically significant results will not be identified if univariate methods are used to analyze data. Fish (1988), Maxwell (1992), and Thompson (1999) provide data sets illustrating this equally disturbing possibility. This means that the so-called Bonferroni correction is not a satisfactory solution to this problem.

In addition, the use of the Bonferroni correction does not address the second (and more important) reason why multivariate methods are so often vital. As Thompson (1999) argued, “Multivariate methods are often vital in behavioral research simply because multivariate methods best honor the reality to which the researcher is purportedly trying to generalize” (p. 21). Testing the effects of each variable in isolation provides little information because the variable is not isolated in reality. Depending on the researcher’s values, more valuable information may be obtained by determining the
contribution made by each variable in relation to other variables that are also present in
research as well as in reality. Even with the Bonferroni correction, univariate methods
usually still remain unsatisfactory.
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